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Abstract

The inception of micro�uidics, utilising borrowed technology from the microelectron-

ics industry, has enabled a wide range of applications in various �elds ranging from engin-

eering to biochemistry. Advancements in terms of microfabrication and micro-scale �uid

control has led to the rise of Lab on a Chip. These systems aim to replicate the results

of conventional laboratory procedures in miniaturised systems. Lab on a Chip systems,

o�er immense potential for a wide range of diagnostic and therapeutic tools. Furthermore,

when sample volumes are extremely scarce, rendering conventional diagnostic methods and

continuous �ow micro�uidic techniques impractical, other methods need to be established.

To this end, micro�uidic batch process systems o�ers a solution, although relatively under-

developed. Batch process systems are a single or multi-stage process in which a certain

quantity of inputs are processed to achieve the desired outcome one sample set at a time.

It should be noted, as these systems operate at a much smaller scale, some conventional

forcing techniques, such as centrifugation are no longer practical. Therefore, di�erent

actuation mechanisms need to be developed to replicate the results of their larger scale

conventional laboratory and continuous �ow counterparts. Acoustic excitation is a poten-

tial actuation mechanism which enables the handling of micron-sized particles and cells.

Here, we look at di�erent acoustic excitation methods and the underlying principles that

allow acousto�uidic systems to manipulate particles for sample preparation and as point-

of-care diagnostic tools. In this thesis, three systems are developed to perform particle

manipulation both in liquid and air based batch process systems. Firstly, an open bulk

acoustic wave system, allowing the ease of external gripping mechanisms is developed to

perform size-deterministic separation of 3 µm and 10 µm particles. The task of particle

separation is further explored using a di�erent underlying principle and actuation method,

and separation of 3.1 µm and 5.1 µm is achieved utilising surface acoustic waves, a di�erent

excitation mechanism that enables operation at relatively higher frequencies. Finally, op-

timisation of an acoustic resonator in air is carried out and serves as a building block for a

complete 3-dimensional (3D) acoustic trapping microgripper to be used for individualised

particle transport and inspection. Throughout this thesis, a case is made for acoustic based

methods to be utilised in developing essential batch process systems for sample preparation

and diagnostics.
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Chapter 1

Introduction

1.1 Micro�uidics

�Micro�uidics is a multidisciplinary �eld that integrates various scienti�c �elds ranging

from engineering to biochemistry with the manipulation of tiny volumes of �uid at the

sub-millimeter scales.� [35]

In this chapter, the concept of micro�uidics and subsequently the birth of Lab on a

Chip (LOC) are to be introduced. This is followed by a brief overview of the outline and

layout of the thesis.

1.1.1 The micro�uidic paradigm and the birth of Lab on a Chip

The inception of microelectronics has given birth to the miniaturisation of technology and

is considered the most signi�cant enabling technology of the last century. [36] The ability

to fabricate such small devices with the use of photolithography and other microfabrication

techniques has indirectly given rise to the study of micro�uidics. What was once considered

impossible to realise experimentally, let alone commercially, just about half a century ago,

is now one of the fastest growing �elds in science, thanks to the semiconductor industry. [35]

In a wider perspective, micro�uidics is a physical study of �uid at a very small scale,

generally at the sub-millimeter scale (i.e. femtoliter (fL) to microliter (µL) volumes). [37]

The ability to precisely manipulate �uids at these small scales allows us to take advantage

of scaling laws that give rise to interesting phenomena that are sometimes highly bene�-

cial. As a result of operating at such small scales, �ow is generally in a laminar regime,

which in turn makes handling of such samples easy and mixing highly controllable. In

addition, the high surface tension and inter-facial forces along with capillary forces are

highly desirable to perform certain tasks. [35] Although, the exploration of micro�uidics

is relatively new as an engineering study, evolution has long exhibited micro�uidic sys-

tems in nature that surround us in our everyday life, such as the vascular system of a plant

or the cardiovascular system in our body which e�ciently transports essential components.
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1.1. MICROFLUIDICS
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Figure 1.1: Approximate number of publications related to micro�udics in recent years
based on Google Scholar's database (Keyword: micro�uidics)

The immense potential that arises from micro�uidics has lead to the integration of

multiple scienti�c �elds such as engineering, physics, chemistry, nanotechnology, biotech-

nology and biochemistry. Since the conception of micro�uidics, a widespread of techniques

and processes have been developed for applications ranging from cartridges for ink jet print-

ers, �ow cytometry [38] to DNA analysis. [39, 40] Furthermore, the potential of operating

at the micro scale has accelerated the development of new drugs and delivery technolo-

gies as well with the incorporation of microelectromechanical systems (MEMS) [41], thus,

garnering an increased interest in micro�uidics (see Fig. 1.1). These developments and

the huge potential associated with it have given rise to the Lab on a Chip (LOC) concept

whereby, individual laboratory procedures that are required to perform certain procedures

such as blood diagnostic can be miniaturised integrated into a microchip. LOC devices are

generally regarded as a subset of MEMS and Micro Total Analysis Systems (µTAS).

As a concept, LOC systems aim to achieve a small, compact, e�cient and complete

portable systems for various applications. [42] In this thesis however, the focus will be

towards development of biomedical diagnostic and detection devices. Realisation of this

concept would allow, point-of-care diagnostics anywhere in the world especially in remote

and poor regions to be carried out in an e�cient and cost-e�ective manner. The bene�ts

that stem from such a tool or technique is immense as the increased sensitivity attrib-

ute associated with these systems decrease the detection lower limit, allowing for earlier

diagnosis of diseases. In addition, the time-scale at which appropriate treatment can be

administered is signi�cantly reduced, thus, saving countless lives and reducing treatment

costs, which is highly bene�cial especially in resource and �nancially deprived regions. [43]

It should be noted, although, there are countless advantages by scaling down �uidic

systems, there are a few disadvantages that are present as a result of operating at these
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size scales. Drawbacks, such as the physical e�ects arising from interfacial forces, surface

roughness and chemical interactions, are more dominant at these length scales. As a res-

ult, micro�uidic processes sometimes need to utilise techniques that overcome these e�ects,

thus, adding complexity as compared to conventional laboratory procedures. In addition,

integration of multiple individual processes on a single chip platform proves to be di�cult

with current technological developments. Therefore, increased research and further devel-

opment of techniques are essential to eradicate these drawbacks in the near future and

allow for the integration and ability to build upon with layers of complexity as required

by certain tasks, thus the focus of this thesis. Here, the integration of a few individual

tasks (i.e. particle concentration and sorting) is to be performed simultaneously while

ensuring high operational e�ciency, thus, reducing issues that may arise when developing

a complete system on a chip.

Further elaboration and an in-depth review of the development of Lab on a Chip

systems is presented in Chapter 2 (Section 2.1).

1.2 Thesis Overview

The scope of this thesis has been to exploit the advantages and practicality that stem with

the use of batch process systems in micro�uidics. Various external forcing mechanisms are

reviewed and acoustic manipulation is found to be the favourable option for particle and

cell handling, thus the main scope of this thesis. Acoustophoretic techniques are used to

manipulate particles within batch process systems to achieve separation and concentra-

tion of suspended particles as required for sample preparation. Furthermore, optimisation

of an acoustic resonator in air is carried out as a building block of an acoustic trapping

microgripper to selectively inspect and transport individual particles (i.e. batch process

platform) via a non-contact approach.

1.2.1 Chapter 2: Background, Theory and Fabrication

In Chapter 2, a thorough literature review and the background theory on micro�uidic

particle manipulation and more speci�cally acoustophoretic particle manipulation is done.

An in-depth discussion of the relevant background theory of acoustic manipulation along

with a brief overview of the fabrication methods used throughout this thesis is included.

1.2.2 Chapter 3: Separation of particles using acoustic streaming and

radiation forces in an open micro�uidic channel

In this chapter (Chapter 3), a batch process system is developed to perform particle separ-

ation and collection using bulk acoustic waves (BAW) excitation. Particles of two distinct

sizes (3 µm and 10 µm) are succesfully separated using two di�erent forcing mechanisms

simultaneously, namely, acoustic radiation forces (ARF) and acoustic streaming induced
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drag forces. Previously, Rogers et al [44] successfully separated 6 µm and 31 µm particles

using a similar approach. A deeper understanding of the system lead to new techniques

being implemented considering factors that further improve separation e�ciency. This

system, not only demonstrates an improvement in the size ratio from 5.16 to 3.33 but

with a high purity of 99% 3 µm particles from 10 µm particles. The separated particles

can be easily removed with the use of a micro-sampling pipette (capillary force; i.e. pass-

ive extraction method) as it is an open system. Furthermore, �nite element modelling is

carried out to describe the physics of the system. The computational modelling suggests

the potential ability to tune the system in order to separate particles of di�erent sizes by

scaling the size of the system. Publication of results [31] from this study is included in this

thesis chapter.

1.2.3 Chapter 4: Batch Process Particle Separation using Surface acous-

tic waves (SAW)

Here, in Chapter 4 an extension to batch-wise size-deterministic separation methods is

demonstrated using surface acoustic waves (SAW) as the excitation mechanism. The sys-

tem developed for the �rst time, utilises a combination of standing surface acoustic wave

(SSAW) and travelling surface acoustic waves (TSAW) to achieve selective particle separ-

ation based on particle size. The use of SAW allows for higher frequencies to be used as

opposed to BAW, hence, pushing the �uid wavelength (λf ) towards the size of the particle.

The combination of both forcing mechanism that scales di�erently to particle radius, r (i.e.

FTSAW ∝ r6 [45] and FSSAW ∝ r3 [46]) allows for deterministic particle sorting as the

relative importance of each mechanism is size dependent. Furthermore, a sweep over a

range of frequencies in a cyclical manner enhances the e�ect of the TSAW dominated

particles (i.e. larger particles). In addition to that, the sweep of frequencies allows for the

motion of SSAW dominated particles (i.e. smaller particles) beyond one wavelength, thus

resulting in the collection of particles in a smaller region leading to an enhanced separa-

tion e�ciency. Finite element analysis is carried out to help explain the size deterministic

nature of this mechanism and therefore leading to the tunability of the system to separate

particles of various sizes by changing the frequency range of excitation. As the frequency,

f is increased, the apparent particle size, a (i.e. a = r/λf ) increases as well, therefore

shifting the dominant forcing mechanism from SSAW to TSAW. Publication of the results

is included in this chapter demonstrating the separation of two sets of particles from each

other. Experiments show the separation of 7 µm from 5.1 µm particles and 5.1 µm from

3.1 µm particles respectively by changing the frequency range of excitation. A manuscript

on this work has been submitted for review and is included in this thesis chapter.
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1.2.4 Chapter 5: Optimisation of an acoustic resonator for particle ma-

nipulation in air

This chapter (Chapter 5) will discuss the optimisation of an acoustic resonator for particle

manipulation for operation in air. The use of acoustics to handle delicate synthetic and

biological particles is highly desirable as it does not damage the sample when exposed to

an extended period of excitation. Therefore, here a microgripper is proposed to manually

manipulate micron-sized (order of 10−6 m) particles individually to allow for bath-wise

examination. Previous studies have been conducted levitating relatively large (order of

10−3 m) droplets [47, 48] and objects. [49, 50] However, to achieve individual micron-sized

particle manipulation, an increase in the frequency of excitation form the low kHz range

(i.e. typically used currently) to the high kHz and even MHz range is required. Thus further

consideration of attenuation (i.e. loss of acoustic energy) in air should be considered as

it exhibits an exponential relationship with frequency. To address this, optimisation of

a layered resonator design (thickness of individual layers and material properties) along

with careful consideration of the frequency of operation was conducted. Finite element

and numerical modelling was utilised to aid the design of the layered acoustic resonator.

Furthermore, consideration of acoustic attenuation as a function of frequency indicates an

optimal operational range that is found to be also dependent on the size of the transducer,

therefore, allowing for the ability to tune the system. Publication of results [32] included

in this chapter propose a method to obtain an optimum frequency of excitation which

is size dependent. In addition, numerical analysis suggests that the optimal thickness of

the piezoelectric layer (Pz26 used in experiments) should be ≈ 0.254λPZT together with

a matching layer thickness ≈ 0.5λML for relatively high acoustic impedance materials. It

was also found, when relatively high acoustic impedance materials are used, the selection

of material becomes less signi�cant but individual layer thickness still play a major role

in transmitting the maximum acoustic energy into the air gap. Based on the knowledge

obtained from the �nite element and numerical analysis, a layered resonator was fabricated,

which lead to the successful trapping of solid micron-sized (83 µm and 14 µm) particles

individually. Levitation and trapping of individual particles at these size scales has not

been performed before. A method to optimise an acoustic resonator serves as an important

building block to a complete 3-dimensional (3D) acoustic trapping microgripper that can

be used to examine and transport individual micron sized particles.

1.2.5 Chapter 6: Conclusion and Future Work

Chapter 6, a summary of the contribution to the �eld of batch process analysis platforms

using acousto�uidic principles by the research presented in this thesis is discussed. Finally,

suggested future work to be carried out along with further potential contributions to the

�eld of micro�uidics and more speci�cally acousto�uidics in the future is presented.
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Chapter 2

Background, Theory and Fabrication

2.1 Lab on a Chip

(a) (b)

Figure 2.1: Typical Lab on a Chip (LOC) systems (a) Integrated micro�uidic exosome

analysis directly from human plasma. Reproduced under a Creative Commons Attribution-

Non Commercial 3.0 Unported Licence from [1] as published by The Royal Society of

Chemistry. Copyright 2014. (b) Optical photograph of a completed photonic Lab on a

Chip (PhLoC)(Scale bar= 1 cm). Reprinted by permission from Macmillan Publishers

Ltd: Nature Protocols [2]), Copyright 2011.

Arguably, Manz et al [51] introduced and established the concept of miniaturized total

chemical analysis systems (µTAS). Following that, companies were founded utilising these

concepts for life science applications. Naturally, rapid prototyping enabled by borrowed

technology from microelectronic fabrication processes, boosted academic research and gave

birth to the terminology of Lab on a Chip (LOC). [52] The concept of LOC systems are

based on replicating the performance of a complete diagnostic process conducted in a

laboratory (as shown in Fig. 2.1) by integrating various miniaturised components that are

signi�cantly smaller than that of their typical bulkier, full scale counterpart. The e�ect

of scaling down the size, many essential parameters are relatively enhanced, therefore

increasing its robustness signi�cantly. Although, primarily, LOC systems are utilised for

diagnostic purposes, the concepts are transferable to a wide range of other applications as

well. The early involvement of industry, foreseeing a new industrial sector based on µTAS,
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helped create a synergy between industry and academia that reinforced the expansion

of practical applications. [53] Over the last couple of decades, LOC based devices have

demonstrated its immense potential and bene�ts for many applications, such as point-

of-care diagnostics, [54�57] analytical chemistry, [5, 58�60] cell culture, [3] environmental

monitoring, [7, 42, 61, 62] genomic research [63�65] and pharmaceutical drug development.

[66�68] There are various bene�ts that arise from LOC type technologies and platforms,

to name a few,

• Handling of small sample volumes and reduced wastage

� Diagnostic assays can shift from using hundreds of microliters of reagents to

nanoliter volumes as a direct result of microfabricated arrays

� Smaller quantity of sample is required to perform a similar analysis

• Reduction in processing time, thus, fast turnaround time

� Integration of multiple steps speeds up analysis time and reduction of labor

associated with the need to transfer sample

� Small distances and volumes increase reaction times signi�cantly

• Reduced operational and production costs

� Reduction in production time

� Reduced consumption of costly reagents by a factor of 103-104 [53]

� Manufacturing cost can be signi�cantly reduced enabled by mass-fabrication

process technology allowing for disposable chips

• Increased sensitivity

� Scaling down increases the sensitivity of systems as a result of favourable en-

hancement of parameters

A typical LOC is comprised of multiple components such as pumps, [69] valves, [70]

mixers, [71, 72] sorters, [73] reactors [6, 74] and sensors. [75] Particle and/or cell separ-

ation and concentration is a fundamental procedure that is required by many biological

and industrial processes. This is generally achieved in a continuous throughput manner

using multiple di�erent techniques. Many of these devices are developed to exploit the

favourable physics at these size scales and operate using the principle of balancing drag

forces induced by the �uid �ow and an external forcing �eld such as magnetic, [76, 77]

optical, [78, 79] electrical (dielectrophoresis (DEP)), [80�82] acoustophoretic, [83�86] and

even using the force induced by the �ow pro�le of the �uid itself. [87, 88] Each method

mentioned above (discussed more in-depth in Section 2.1.2) applies a di�erent force on the

particle depending on their size, shape, electric and or mechanical properties, thus result-

ing in di�erent particle spatial behaviour. This leads to selective particle separation and

handling without the need of a contact approach, which can damage sensitive and fragile

particles and cells. However, these continuous throughput devices require externally gen-

erated continuous �ow, conventionally using a pump which in turn limits the practicality

and versatility of deploying these methods in an out of laboratory setting.
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(a)

(c)

(b)

(d) (e)

Figure 2.2: Examples of micro�uidics based systems (a) Digital micro�uidic platform de-
veloped for complete mamalian cell culture. Reproduced in part from [3] with permission
of The Royal Society of Chemistry. (b) A micro�uidic organ-on-a-chip for tissue culture.
The top view of the device (left) shows an array of parallel micro�uidic channels, which
can be loaded with di�erent cells, growth factors, or drugs (here visualized with di�erent
food dyes). The phase contrast images on the right exemplify the results of di�erent cell
culture conditions (rat cardio�broblasts) on the same chip. Reprinted from [4] Copyright
2013, with permission from Elsevier. (c) Dried blood spot analysis by digital micro�uidics
coupled to nanoelectrospray ionization mass spectrometry. Reprinted with permission
from [5]. Copyright 2012 American Chemical Society. (d) Optical micrograph of mon-
odisperse sextuple component triple emulsions containing one W/O single emulsion and
two O/W/O double emulsions (O:Oil;W:Water). Reproduced in part from [6] with per-
mission of The Royal Society of Chemistry. (e) An example of a paper based micro�uidic
chip; a three-dimensional µPADs for running parallel assays and standards. Here used to
analyse di�erent samples of arti�cial urine. Reproduced from [7].Copyright 2008 National
Academy of Sciences, USA.

Furthermore, when posed with the problem of extremely scarce supply of sample

quantity, micro�uidics enables another solution in the form of batch processing micro-liter

(µL) scale samples. Batch process as the name implies allows batch wise examination and

sample preparation without the need of large sample quantities as required by conventional

laboratory procedures and even continuous �ow micro�uidic systems, thus rendering al-

ternative choices impractical. In addition, it increases the diagnostic detection e�cacy

which is important in biological processes. [89�91] The small quantities required is as a

direct result of the signi�cant reduction in dead space within micro�uidic chambers dic-

tated only by the design size and limitations of the system as well as fabrication techniques

available. These systems also allow for the added bene�t of capillary �lling as opposed to

pumping mechanisms required to drive �uid through continuous systems, which further in-

crease energy requirements and dead space volume. Adding to the reduction in additional

components (i.e. pumps) and reduced sample volumes, batch processes further reduce the

consumption of costly reagents, time investment and lower operational costs. Despite the

overwhelming necessity and advantages posed by batch process analysis techniques, there
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have been comparatively few studies conducted for particle separation within static �uid

systems (i.e. small fraction of publications involving micro�uidics; see Fig. 1.1) . There-

fore, there is a huge need to exploit the bene�ts that emerge with the use of this highly

practical analysis platform for a variety of di�erent biological and industrial applications.

Majority of medical diagnostic techniques is in essence a batch process, in that individual

samples are handled in small batches separately, thus, the main scope of this thesis.

2.1.1 Scaling e�ects

(a)

(b)

(c)(i) (d)(i)

(c)(ii)
(d)(ii) (d)(iii)

Figure 2.3: Examples of phenomena observed when the characteristic length scales are
reduced. (a) Two �uids (i.e. red and green) do not mix in a straight channel due to low
Reynolds number (Re=30.6)(Scale bar=0.5 mm). Reprinted by permission from Macmil-
lan Publishers Ltd: Nature Materials [8], copyright 2003. (b) A metallic model "pond
skater" (body length 28 mm) standing on a water surface due to relatively in high surface
tension (i.e. low Weber number). Reproduced with permission from WILEY [9], copyright
2007. (c) Rapid mixing in droplets by chaotic advection (i) bright-�eld and (ii) �uorescence
microscopy images of plugs moving through winding channels. Reprinted with permission
from [10]. Copyright 2003, AIP Publishing LLC. (d)(i) Schematic of a micro�uidic ca-
pillary device for preparation of multiple component double emulsions using a single-step
emulsi�cation making use of the low Weber number of the system. ((ii) and (iii)) Optical
microscopy images showing double emulsion generation and monodisperse double emul-
sions with two di�erent inner drops, one red and one blue. Reproduced in part from [11]
with permission of The Royal Society of Chemistry.

LOC and other micro�uidic systems mainly derive their advantages as a result of

operating at very small scales which o�ers a range of bene�ts. By scaling down the size

of these systems to the size scale of the analyte (i.e. cells, large biomolecules, synthetic

particles, etc.), it opens up the possibility of utilising di�erent forces and e�ects to manip-

ulate these samples, which would otherwise be inapplicable. [92] For example, near-�eld

electrical [80] and optical [93] methods would only be able to operate at these size scales

to perform individualised particle/cell manipulation on demand. Naturally, early e�ort

in miniaturisation of laboratory procedures consisted of replicating conventional methods,

which can be overly complex and not as e�ective when scaled down, such as centrifugation.

To capture some of the advantages of reduced system size (i.e. the closeness of length

scales to the size of particles/cells), manipulation methods are required. The techniques
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best suited to the task may well di�er to those used at the macro scale due to scaling

e�ects. Therefore, the di�erence in physics between conventional macro systems and a

micro-system should be considered while designing these systems. As a result, exploitation

of the di�erent length scales, L within micro�uidic systems lead a to variety of interesting

phenomena and thus di�erent techniques.

Here, we look at pertinent dimensionless numbers and the e�ects of scaling the length

scales, L.

Reynolds number

The Reynolds number, Re is a dimensionless term that relates inertial to viscous forces

and thus, a good description of the relative dominance the forces experienced. It is given

by,

Re =
ρUL

µ
(2.1)

where, ρ, U , and µ are the density, characteristic velocity and the viscosity of the �uid.

As L is decreased, viscous terms become more dominant and as a result, �ow is generally

in the laminar regime (i.e. very low Re; see Fig. 2.3 (a)). Therefore, issues arising from

mixing of �uids is eradicated, giving rise to high controllability of �uid �ow without ex-

periencing cross contamination.

Weber number

The Weber number, We is the non-dimensional number that characterises a two-phase

�ow where an interface between the di�erent phases are is present. It shows the relative

importance of inertial to surface forces and is given by,

We =
ρU2L

γ
(2.2)

where, γ is the surface tension of the interface considered.

Based on Eqn. 2.2, we observe that when L is reduced, the interfacial surface forces become

relatively more dominant. As a result, exploitation of these relatively dominant forces (see

Fig. 2.3 (c)(i) and (d)) can be used to realise mini bio-reactors within multiple emulsions. [6]

P�eclet number

The P�eclet number, Pe is the dimensionless number that dictates the relative importance

of convection to di�usion. Pe is given as

Pe =
UL

D
(2.3)
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where, D is the di�usion constant.

Eqn. 2.3 dictates the advective transport rate in comparison to the di�usive transport rate.

As L is decreased, the di�usive rate becomes relatively more dominant. This is shown by

re-arranging the di�usion length equation,

L =
√

2Dτ (2.4)

τ =
L2

2D
(2.5)

where, τ is the di�usion time.

Capillary Number

The relative e�ects of viscous forces to surface tension that acts across an interface of two

di�erent mediums is given by the Capillary number, Ca. It is de�ned as:

Ca =
µU

γ
(2.6)

where, µ, U and γ is the dynamic viscosity of the liquid, the characteristic velocity and

the surface tension of the �uid.

Although, the Capillary number is independent of the characteristic length, L it is a very

important parameter in micro�uidic systems. This is due to the fact that the characteristic

velocity, U of these systems are generally very small.

Physcical Quantity Scaling Law

Intermolecular Van der Waals Force L−7

Density of Van der Waals Forces between interfaces L−3

Time L0

Capillary Forces L1

Distance L1

Flow Velocity L1

Thermal power transferred by conduction L1

Electrostatic Force L2

Di�usion time L2

Volume L3

Mass L3

Gravitational Force L3

Electrical Motive Power L3

Magnetic force with an exterior �eld L3

Magnetic force without an exterior �eld L4

Centrifugal Force L4

Table 2.1: Other physical quantities may need consideration when designing mi-
cro/nano�uidic systems. [30]
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Consideration of the physical quantities shown in Table 2.1 along with the dimension-

less numbers introduced in Section 2.1.1 help design better, more practical micro�uidic sys-

tems. For instance, the e�ect of reducing the characteristic length, L reduces the Reynolds

number as discussed in Eqn. 2.1 leads to minimal �uidic mixing (see Fig. 2.3 (a))). While

this naturally occurring phenomenon is favourable in many instances such as passively

isolating di�erent species of �uids (i.e. samples and reagents), controlled and known mi-

gration of particles arising from �uid drag forces, reduced cross contamination of samples

and ease of inspecting pre-focussed particulate matter within �uid streams, it is sometimes

required to very quickly mix two �uid species together with a high degree of control over

mixing region and time. To achieve this, inspection of the P�eclet number (see Eqn. 2.3)

allows us to develop highly predictable di�usion based micro�uidic mixers. [94�97]

Furthermore, the exploitation of high capillary forces allows us to substitute certain

external pumping mechanisms. The use of capillary based �lling via wicking has lead to the

branch of micro�uidics known as "paper micro�uidics". [7, 98, 99] Similarly, the di�culty

in delivering discrete volumes at the micro/nanoliter scales poses another issue. However,

relatively high surface tension denoted by the Weber number (see Eqn. 2.2) and Capillary

number (see Eqn. 2.6) allows discrete droplets of �uids to be delivered into the system and

manipulated in a highly controllable manner. [66,100,101]

2.1.2 Actuation Methods

The ability to manipulate suspended matter (i.e. particles/cells) and �uids on-demand

within these LOC systems are highly desirable. The requirement of active control on-chip,

stimulated the development of multiple di�erent actuation methods that can be imple-

mented within micro�uidics LOC systems. From an engineering perspective, the need to

replicate the results of the macro-scale conventional laboratory equipment is of a large in-

terest. The e�ect of scaling down the size of these systems means alternative new methods

yield more feasible platforms, as the dominant forces have now been altered. Methods

such as optical, magnetic, electrical and ultrasonics are highly applicable at these length

scales as they have relatively strong near-�eld e�ects that render them impractical over

larger scales as the force magnitude decays quickly as a function of increasing length scales.

Majority of the forces mentioned are non-contact forces thus allowing for external actu-

ation and therefore, can be isolated from the �uid channels. As a result of isolating the

force generators, suspended matter along with the medium its in, would would not be in

physical contact with potentially harmful or reactive circuitry and materials, increasing

the robustness of these systems.

Manipulation within LOC platforms has been well studied over the past decades

and have demonstrated a wide variety of highly applicable processes, including concentra-

tion, [82,102,103] particle sorting, [44,78,85,104�106] mixing, [25,107�109] cell patterning

and culturing [26, 110, 111] and cell lysis. [112, 113] There are a wide range of techniques
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(a)
(b) (c)

(d) (e)

Figure 2.4: Schematics exhibiting examples of actuation methods used for particle sorting
within micro�uidic systems. (a) The use of magnetophoresis to selectively sort particles
based on their magnetic properties. Reprinted with permission from [12]. Copyright
2004 American Chemical Society. (b) Passive sorting method using hydrodynamic forces,
whereby deterministic lateral displacement technology is used to separate particles based
on size. Reprinted with permission from [13]. Copyright 2009, AIP Publishing LLC. (c)
Acoustophoresis used to separate particle based on their mechanical properties and size
using acoustics. Reprinted with permission from [14]. Copyright 2007 American Chemical
Society. (d) The use of electrical actuation, speci�cally dielectrophoresis (DEP) to select-
ively sort particles based on their dielectric properties using an A/C signal. Reproduced
under the Creative Commons Attribution Noncommercial License from [15]. (e) High
intensity lasers known as optical tweezers used to manipulate single particles with a non-
invasive method. Reprinted by permission from Macmillan Publishers Ltd: Nature [16],
copyright 2003.

and actuation methods that can be utilised to perform these tasks. Although, there are

numerous di�erent methods that can be employed, the optimum method depends heavily

on the procedure or task at hand. Therefore, the chosen technique to be employed would

depend on the advantage and disadvantages of each particular method available. Factors

that should be considered when choosing to employ a certain technique are throughput

requirements, force magnitude, force localisation ability, �exibility of the system, ease of

integration and as well as the economic aspect associated with fabrication and assembly

costs. In the following subsections, di�erent potential actuation methods are described in

more detail.
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Magnetic

The control of particle motion under the in�uence of an external magnetic �eld is termed

"magnetophoresis". [114] The appealing aspect of magnetic control of particles is its in-

expensive and gentle cell/biological separation nature. [115] When applied by an external

magnetic �eld, natural or induced paramagnetic species within the sample or individual

cells leads to selective sorting or separation as a result of interaction with the �eld. There-

fore, magnetic cell separation allows for desirable features such as high speci�city and

sensitivity. In a scenario whereby inherent magnetic properties are non-existent, magnetic

labelling can be carried out by attaching magnetic particles to the cell surface [116] or by

inserting nanoparticles within the cell. [117] The e�ective force that acts on a suspended

particle within a magnetic �eld is given by, [115]

Feff = Fp − Ff

= χpV H
dB

dr
− χfV H

dB

dr

= (χp − χf )V H
dB

dr

= ∆χV H
dB

dr

(2.7)

where, subscripts "p" and "f" denote particle and suspended medium respectively. V

is the particle volume χp and χf volume magnetic susceptibility of the particle and sus-

pending �uid respectively. In addition, H and B are the applied and local magentic �eld

respectively. The relationship between H and B is given by,

B = µ0H (2.8)

where µ0 = 4π × 10−7 T m A−1 is the magnetic permeability of free space.

Magnetophoresis has demonstrated particle sorting for medical diagnostics in a on-

chip continuous free �ow system, [118] cell manipulation using nanowires, [119] to move

and control drops (containing low concentration of paramagnetic particles) on a superhy-

drophobic surface, [120] and for detection of magnetically labelled cells [114] to name a

few examples.

Although the use of magnetophoresis o�ers many advantages, there are certain limita-

tions that is associated with this technique. Disadvantages includes the need for existing or

the addition of magnetic species, high susceptibility of the throughput rate and relatively

weak forces in applications of interest.

Optical

The use of high intensity laser beams that induce a high potential gradient leads to the

development of optical tweezers �rst introduced by Ashkin et al, [121] which provide means

14



2.1. LAB ON A CHIP

of a non-invasive dynamic control of very small particles (size range: 10s of nm to 10s of

µm) such as bacteria, viruses and motor molecules. [122] A highly focused laser beam is

created using a high numerical aperture microscope objective. Objects that are dielectric

in nature are attracted to the focal point where the photon energy is at a maximum. Mo-

mentum transfer from the photon to the object (i.e. particle) as a result of refraction that

occurs at the boundary of the particle and surrounding medium gives rise to a radiation

pressure, which is in accordance to the law of conservation of momentum.

Light can be considered as a series of photons propagating through a medium due to

its electromagnetic wave nature. As a result, each photon has a momentum as given by,

Pmom =
hP
λlight

(2.9)

where, Pmom is momentum, hP is Planck's constant and λlight is the wavelength of light.

For simplicity sake, we consider a spherical particle, with a diameter D. If D is larger

than or close to that of λlight it is said to be in the Mie regime and conversely, when D is

much smaller than λlight, it is in the Rayleigh regime (relatively independent of the particle

shape). [122] Depending on the size of the particle, the forces exerted on these particles

di�er and as a result the formulation di�ers as well due to the nature of electromagnetic

scattering.

For a case where D � λlight, the Rayleigh regime particle experiences a scattering

force given by, [121]

Fscattering = nm
σ〈S〉
c

(2.10)

where, nm is the refractive index of the surrounding medium, 〈S〉 is the time-averaged

Poynting vector, c is the speed of light and σ is the particle's cross-section.

σ =
8

3
π(kr)4r2

(
n2 − 1

n2 + 2

)2

(2.11)

r is the particle's radius, n the refractive index of the particle and k the wave vector of the

light used.

and a gradient force given by,

Fgradient =
1

2nmε0c
α∇I(

→
r ) (2.12)

where, α is the polarizability and I is the light intensity.

Conversely, if a particle is larger or close to λlight (i.e. D > λlight), the scattering

force is given by, [122]
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Fscattering =
nmPray

c

{
1 +Rcos(2θi)−

T 2[cos(2θi − 2θr) +Rcos(2θi)]

1 +R2 + 2Rcos(2θr)

}
(2.13)

and the gradient force by,

Fgradient =
nmPray

c

{
Rsin(2θi)−

T 2[sin(2θi − 2θr) +Rsin(2θi)]

1 +R2 + 2Rcos(2θr)

}
(2.14)

where, Pray is the power for a single ray, RFresnel and TFresnel is the Fresnel re�ection and

transmission coe�cients respectively; θi and θr is the incident and refraction angle.

The Fresnel coe�cients are given by,

RFresnel =
1

2

{(
tan(θi − θr)
tan(θi + θr)

)2

+

(
sin(θi − θr)
sin(θi + θr)

)2
}

and

TFresnel = 1−RFresnel

(2.15)

For a particle to pulled towards the focal point, the gradient force, Fgradient has to be

dominant over the scattering force, Fscattering.

Using optical tweezers, studies have shown individualised particle manipulation, [123]

sorting of biologicals, [79] sorting within a recon�gurable three-dimensional optical lat-

tice, [78] and mechanical characterization of red blood cells. [124]

However, despite the overwhelming advantages o�ered using optical tweezers, low

throughput as particles/ cells are individually manipulated, cell damage due to high in-

tensity laser beams, expensive and di�cult implementation as complex instrumentation are

required, sensitive integration pose drawbacks that reduce the robustness of this method.

Electrical

When a particle subjected to and interacts with an electric �eld, it experiences a lateral

force. [125] For particle manipulation, dielectrophoresis (DEP) [126] is a common electrical

technique utilised. As a result of a dielectric polarization induced in a suspended particle

within an alternating electrical �eld, E with spatial inhomogeneities (i.e. ∇Ē 6= 0), it

experiences a non-zero force when time-averaged. This non-zero time-averaged force is

given by, [81,126]

〈FDEP 〉 = 2πr3εmK (εp, εm, ω)∇(E ·E) (2.16)

where, r is the particle radius, εmandεp are the complex permitivities of the particle and

medium respectively; whereas K (εp, εm, ω) is the frequency dependent Clausius-Mossotti

factor given by,
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2.1. LAB ON A CHIP

K (εp, εm, ω) =
εp(ω)− εm(ω)

εp(ω) + 2εm(ω)
(2.17)

where ω is the angular frequency.

DEP is a popular option amongst the available actuation methods within micro�uidic

systems due to its capability to be integrated with high-throughput systems. However,

DEP based systems have severe drawbacks in the form of localised heating and high voltage

requirements as a result of relatively low forces, which in turn can be damaging to the cells

and biologicals within the sample.

Passive

Passive methods of cell or particle separation rely heavily on carefully designed geo-

metry and internal forces to achieve sorting. [88] Multiple di�erent passive techniques

are available to sort particle such as, adhesion based methods, [127] pinched �ow frac-

tionation (PFF), [87,128,129] �eld �ow fractionation (FFF), [130] hydrodynamic �ltration

(HDF), [131, 132] biomimetic separation [133�135] and with the use of physical obstruc-

tions within the �ow �eld by introducing pillars, [88, 136] weirs [105] and other objects.

Utilisation of pillars to impede and divert the �ow into di�erent streamlines, introducing a

set of distinct outcomes and is a common particle separation technology known as determ-

inistic lateral displacement (DLD). DLD facilitates particle sorting based on size utilising a

speci�c arrangement of pillars throughout the channel. The arrangement of pillars dictate

the critical particle diameter that can be separated (i.e. separation between particles larger

from particles that are smaller than that of the critical diameter).

The majority of these passive methods rely on the laminar �ow regime (i.e. low Re

number) which is dictated by the dominant viscous e�ects that is present in most micro-

�uidic devices as discussed in Section 2.1.1. As a result, if we consider the incompressible

Navier-Stokes equation we have,

ρ

(
∂v

∂t
+ v · ∇v

)
= −∇p+ η∇2v (2.18)

where, ρ, v, p and η refer to the �uid density, velocity, pressure and viscosity respectively.

Since, inertial e�ects are negligible due to the viscous dominant nature of micro�uidic

systems, we disregard the (v.∇v) non-linear term. The equation is now reduced yielding

the Stokes equation,

ρ
∂v

∂t
= −∇p+ η∇2v (2.19)

Consideration of the �uidic hydrodynamic resistance, Rhyd, the �ow rate, Q, the Re

and Pe number is essential in designing a passive system to achieve particle sorting.
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For a pressure driven �ow, the relationship between the �ow rate and the hydraulic

resistance is given by,

Q =
∆p

Rhyd
(2.20)

where, ∆p is the pressure di�erence along the channel. For a simple rectangular microchan-

nel with width (w), height(h) and length (l), the hydraulic resistance is given by,

Rhyd =
12ηl

wh3
(2.21)

It should be noted, the hydraulic resistance di�ers depending on shape and size. These

formulations can be found in various �uid dynamics textbooks.

The bene�t of using this technique is that implementation is simple, cheap and has

a high throughput, making it a popular choice. However, passive methods rely heavily

on channel designs, particle size and shape. As a result, passive systems generally lack

robustness, as these systems cannot be altered between each run, thus, lacking tunability.

Furthermore, it often encounters problems associated with channel clogging especially when

employed within deterministic lateral displacement (DLD) systems.

Acoustic

Acoustic actuation is used as the preferred method for particle sorting throughout this

thesis owing to the advantages and versatility o�ered utilising this technique. The use of

acoustic actuation along with a detailed literature review within micro�uidic systems will

be discussed in-depth in Section 2.2.

Comparison

Although each one of the techniques discussed in this section has a vast number of bene�ts,

limitations dictate which method is most suitable for a particular task. Therefore, tech-

niques such as the passive methods discussed, lacks tunability and require a high degree of

modulation of the �ow rate and on chip gating. Thus, the potential use of this technique

in micro�uidic sorting would be limited to only a distinct set of samples. In addition, tech-

niques such as the electrical and magnetic methods rely heavily on the complex electrical

permittivity di�erence (∆ε) and relative magnetic susceptibility (∆χ). Despite optical

tweezers o�ering a high degree of control of individualised non-invasive particle transport,

this technique along with the electrical methods, have the potential of damaging cells or

biological particulate as a result of localised heating associated with these approaches. On

the other hand, although acoustic manipulation has drawbacks in the form of integration

di�culties and a comparatively high lower size limit of particles that can be manipulated,

though, it has been shown to not yield cell damage over a prolonged period of expos-

ure [110,137] which is highly desirable.
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With the recent use of surface acoustic waves (SAW) in micro�uidic devices, the

ability to increase the excitation frequencies, therefore, reducing the lower particle size

limit that can be manipulated and ease of integration onto a chip, open up the prospect of

overcoming some key drawbacks posed by using acoustic actuation. Furthermore, acoustics

has demonstrated its versatility when applied in micro�uidic systems. These applications

vary from mixing, [109] concentration, [138] atomization, [139] pumping, [140] droplet

production, [66] and sorting. [141]
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2.2 Acoustics and Acousto�uidics

Acoustics is the study of sound wave propagation within a medium (i.e. gas, liquid or solid).

Sounds waves are essentially mechanical pressure waves that propagate through a medium

with a certain amplitude (i.e. pressure level) and frequency (i.e. pitch). The application

of acoustics are prominent in almost every aspect of a modern society, providing building

blocks for systems addressing tasks such as noise control, musical acoustics, acoustic signal

processing, bio-acoustic, sonar and various other devices. Ultrasound or ultrasonics is a

subset of acoustics that has no distinct di�erence in physical properties as compared to

that of audible sound with the exception of its frequency range. Frequencies of sounds that

exceed 20 kHz (i.e. above the audible range of a healthy, young adult) is characterised as

ultrasound. Applications of ultrasound are vast just like its lower frequency counterpart

being implemented in various systems such as acoustic microscopy, non-destructive testing

(NDT), medical ultrasound, sonography, ultrasonic cleaning, sonochemistry and ultrasonic

particle manipulation and characterisation. Ultrasonic particle manipulation and charac-

terisation in micro�uidic systems falls under the study which is generally known today as

acousto�uidics.

"Acousto�uidics" is the term given to the study of acoustic based manipulation

or forcing of particles within micro�uidic systems. [24] The gentle nature of this actu-

ation method, depends purely on the particle's inherent mechanical properties to migrate

particles based on the generated force �elds, is an appealing option and therefore at-

tracted attention of various research groups from around the world. Since its inception,

acoustophoretic based devices have included microparticle �lters, cell sorting, cell di�er-

entiation, food analysis and many more. Its dependence on various factors such as size,

shape, density and compressibility gives rise to a robust and highly practical technique for

cell or particle separation, thus the preferred method of actuation throughout this thesis.

Within acousto�uidics, there are a few key factors that need to be considered while

designing these systems. Firstly, the consideration of energy dissipation in terms of at-

tenuation is something that is generally overlooked when designing these liquid based

micro�uidic systems, as the path length of these propagating acoustic waves are minimal

and therefore does not play a major role in the design process. However, when operat-

ing in an air based micro�uidic system, attenuation (Section 2.2.1) is an important factor

that needs to be considered, especially at high frequency (100s of kHz and MHz range)

of operations. Furthermore, consideration of the forces (Section 2.2.2) that act upon a

particle that is subjected to an acoustic �eld is essential in developing a system to perform

a particular task. Finally, the use of piezoelectrics (Section 2.3) and excitation methods

(Section 2.4) used in micro�uidic systems is also discussed, as it provides techniques in

establishing the desired acoustic �elds for purposes of particle manipulation. These factors

will be discussed in more detail within this chapter (Section 2.2 through to Section 2.4).
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2.2.1 Attenuation
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Figure 2.5: Plot of absorption coe�cient, αdB in air against frequency, f and its depend-
ence on absorption by Nitrogen, N2, Oxygen, O2 and classical losses due to temperature,
pressure and frequency. Relative humidity of 45 % at 20◦ C. Plot reproduced based on
equations in [17]

Acoustic attenuation is the measure of energy loss of a propagating pressure wave

within a medium. Although, acoustic attenuation is desirable in certain scenarios such as

noise reduction (i.e. noise barriers and concert hall designs), it can pose a serious problem

when energy retention is vital (i.e. minimal energy loss). Therefore, an understanding of

acoustic attenuation and minimisation of energy dissipation is important in the design pro-

cess, especially for high frequency micro�uidic devices as shown in Fig 2.5. In this section,

attenuation is discussed in the context of air based losses due to the nature of minimal

in�uence within liquid based micro�uidic devices. Knowledge of acoustic attenuation is

used in designing an air based acoustic resonator as discussed in Chapter 5. It is shown

that consideration of acoustic energy loss in terms of attenuation plays a major role in the

design process for the mentioned application.

Theory

As a sound wave propagates through a �uid, absorption and scattering of the wave com-

bined give rise to acoustic energy loss. This loss or attenuation level is assumed to be

dominated by temperature of the propagating medium. [17] This decay in pressure level is

found to be exponential and for a plane wave propagating over a distance, x is given by,

Paco(x) = Paco,0e
−αx (2.22)

where, Paco is the acoustic pressure in Pascals (Pa), Paco,0 is the initial pressure at x = 0

and the frequency dependent α is the attenuation coe�cient in a particular medium, with

21



2.2. ACOUSTICS AND ACOUSTOFLUIDICS

units Np.m−1. Attenuation is generally expressed in Nepers (Np), which is a natural log-

arithmic unit that denotes the reduction in wave amplitude to 1/e of the initial amplitude.

Attenuation is also described in terms of decibels and is given by,

∆PL = 20log
Paco
Paco,0

= 20logeαs

= −8.686αs

(2.23)

where,

αdB = 8.686α (2.24)

where the attenuation level, αdB is in dB.m−1

In the case, where the �uid medium is a homogeneous gaseous medium, absorption

of energy from an ultrasonic wave in various gases such as CO2, N2 and H2 has been stud-

ied. [142, 143] Subsequently, absorption in atmospheric air was investigated. [144�146] In

the following years, comprehensive models were developed to accommodate more than just

shear viscosity and thermal conductivity (i.e. classical absorption). Models considering

vibrational, rotational and translational energies of gas molecules in atmospheric air was

developed. [146]

There are two main forms of absorption losses. Firstly, in the form of classical losses

associated with a conversion of kinetic energy of molecules into heat and secondly, relaxa-

tion losses due to the conversion of kinetic translational energy into the internal energy of

the molecules internal energy itself. [17] Classical losses that is mainly due to the viscous

and heat conduction losses, known as Stokes-Kirchho� losses is given by,

αcl = 4.845× 10−8
(

T/T0
T + 110.4

)
f2
(
P0

P

)
in dB.m−1 (2.25)

where, T is the measured temperature, T0 is the reference temperature (293.15 K), f is the

frequency in Hz, P is the measured pressure and P0 is the reference pressure (i.e. 101.325

kPa). Relaxation losses are due to two main factors, rotationally excited and vibrationally

excited molecules. As the rotational absorption is also a function of temperature, pressure

and frequency similar to that of classical losses, the two equations can be combined and

written as,

αcr = 15.895× 10−11

(
(T/T0)

( 1
2)

(P/P0)

)
f2 in dB.m−1 (2.26)

The vibrational absorption component, however, depends on the particular constitu-

ents in the atmosphere in addition to temperature, pressure and frequency. As air is

generally composed of four major components namely, oxygen (O), nitrogen (N), carbon

dioxide (CO2) and water vapour (H2O). Furthermore, Bass et al. [145] showed that vi-

brational energy transfer reactions involving CO2 can be ignored. Therefore, only the
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interaction between nitrogen, oxygen and water vapour needs to be considered. The total

acoustic absorption in atmospheric air can be expressed as sum as described by,

αdB = αcr + αvib,O + αvib,N (2.27)

where αvib,O and αvib,N (in dB.m−1)are the vibrational absorption caused by oxygen and

nitrogen respectively and is given by,

αvib,O = 1.110× 10−1
e
−2239.1/T

fr,O +
(
f2/fr,O

)
(
T0
T

)( 5
2)
f2 (2.28)

αvib,N = 9.480× 10−1
e
−3352.0/T

fr,N +
(
f2/fr,N

)f2 (2.29)

where fr,O and fr,N are the maximum absorption frequencies (in Hz) for their respective

gases and dependent on water vapour content. Their relationship is given by, [17]

fr,O =

(
P

P0

){
24 +

(
4.41× 104

)
h

[
12

(0.05 + h)

(0.391 + h)

]}
(2.30)

fr,N =

(
P

P0

)
(9 + 200h) (2.31)

where, h is the molar concentration of water vapour in percent.

Based on Equations 2.22 and 2.27, the total absorption coe�cient in atmospheric

air and the total pressure level decay over a given length can be estimated for a given

frequency, temperature and relative humidity to assist design of ultrasonic micro�uidic air

based systems. The consideration of acoustic energy loss in terms of attenuation lead to

the �nding of an optimum frequency of operation for a layered resonator design used for

particle manipulation in air as discussed in Chapter 5.

2.2.2 Acoustic Forces

When a particle or droplet is suspended within a vibrating medium (i.e. �uid or gas), it

experiences a non-linear force that produces a net movement of the object arising from the

non-zero second order time-averaged terms, depending on its physical properties, the �uid

medium and resultant pressure �eld. The presence of the particle within this vibrating

�uid causes an exertion of three main types of forces, namely, acoustic radiation forces

(ARF) [46,147,148], acoustic streaming induced drag forces [149�152] and Bjerknes forces

[153, 154]. Theses forces along with the formulations required will be discussed in detail,

with the exception of Bjerknes forces. Discussion on Bjerknes forces are not included

within this thesis as it does not play an integral role in the methods used to achieve

particle manipulation within the developed systems discussed.
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Acoustic Radiation Forces

By vibrating a �uid volume, a resultant pressure �eld is observed. As a result of introdu-

cing a particle within this �uid medium, a net force is experienced by the particle known

as acoustic radiation force (ARF). There are three di�erent scenarios that give rise to the

resultant force, namely the interaction with the incident sound wave and the particle, the

scattered sound wave o� the particle and �nally the sound wave within the particle due

to transmittance. These inter-related scenarios a�ect the resultant pressure �eld which is

highly dependent on the shape, size and physical properties of the particle itself. As these

vibrations are oscillating at very high frequencies (i.e. kHz or MHz), we observe the time-

averaged e�ects only. As the excited vibrations are harmonic oscillations, the �rst-order

pressure and velocity terms time-average to a zero value as shown in Equation 2.33.

We let the 〈X〉 be the time-average over a full harmonic oscillation,

X = sin(ωt) (2.32)

therefore,

〈X〉 =
1

Tosc

∫ Tosc

0
sin(ωt)dTosc

= 0

(2.33)

where, Tosc is the period of oscillation, t is time and ω is the angular frequency of oscillation.

However, the second-order time-averaged pressure term is a non-zero term as shown

in Equation 2.35,

X2 = sin2(ωt) (2.34)

therefore,

〈X2〉 =
1

Tosc

∫ Tosc

0
sin2(ωt)dT

=
1

Tosc

∫ Tosc

0

1

2
[1− cos (2ωt)] dTosc

=
1

2

(2.35)

In order to obtain the second-order pressure and velocity �elds, we need to �nd a

relationship between the second-order and �rst-order terms. For simplicity, we assume a

spherical sphere of a particular material property when deriving the equations that dictate

the forces acting on the particle throughout this thesis. Therefore, we employ the per-

turbation theory to obtain the second-order governing equations in terms of the �rst-order

pressure,P and velocity �uctuations,v. [155]
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We let,

P = P0 + P1 + P2 (2.36a)

ρ = ρ1 + ρ2 + ρ3 (2.36b)

v = 0 + v1 + v2 (2.36c)

where, P1 = ρ1c
2
0 is given by the (isentropic) derivative c20 = (∂P/∂ρ)s. Subscripts 0, 1 and

2 denote the order of the expression (i.e. initial, �rst and second-order) and ρ is the density.

We also assume time-harmonic �elds, thus,

P1 = P1(x)eiωt (2.37a)

ρ1 = ρ1(x)eiωt (2.37b)

v1 = v1(x)eiωt (2.37c)

It is also noted that, the physical real-valued time-average 〈f g〉 of two harmonically

varying �elds f and g that has complex components, as given by the real-part rule is

〈f g〉 =
1

2
Re [f(x) g∗(x)] (2.38)

where, the asterisk denotes the complex conjugate.

Now, if we consider the thermodynamic equation of state by expressing P in terms of

the density, ρ (Equation 2.39a) the continuity equation for density (Equation 2.39b) and

the Navier-Stokes equation for the velocity �eld, v (Equation 2.39c) we have,

P = P (ρ) (2.39a)

∂ρ

∂t
= −∇ · (ρv) (2.39b)

ρ
∂v

∂t
= −∇P − ρ(v · ∇)v + η∇2v + βη∇(∇ · v) (2.39c)

First-order terms of the governing equation in Equation 2.39b and 2.39c,

∂ρ1
∂t

= −ρ0∇ · v1 (2.40a)

ρ0
∂v1
∂t

= −∇P1 + v1∇ · ρ0v1 + η∇2v1 + βη∇(∇ · v1) (2.40b)

Second-order terms of the governing equation in Equation 2.39b and 2.39c,

∇〈ρ1v1〉 = −ρ0∇ · 〈v2〉 (2.41a)
〈
ρ1
∂v1
∂t

〉
+ ρ0〈(v1 · ∇)v1〉 = −∇〈P2〉+ η∇2〈v2〉+ βη∇(∇ · 〈v2〉) (2.41b)
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If we assume an inviscid �uid, as it is far from walls, (i.e.> 5δv) therefore, η ≈ 0 and

can be neglected. The boundary layer thickness or viscous penetration depth, δv is given

as, δv =
√

2ν
ω . Where, ν is the kinematic viscosity.

Using Equation 2.40b and Equation 2.41b, along with P1 = ρ1c
2
0 we get,

〈P2〉 =
1

2
κ0〈P 2

1 〉 −
1

2
ρ0〈v21〉 (2.42)

where the �uid compressibility, κ0 is given by,

κ0 =
1

ρ0c20
(2.43)

Now, that we have obtained an expression of the second-order time-averaged pressure

in terms of the �rst-order known terms, we can formulate a numerical solution for the radi-

ation force acting on the particle. The acoustic radiation force is given by the momentum

�ux equation,

Frad =

∫

S
σTndS (2.44)

where, σT is the stress acting on the particle within the pressure �eld, n is the normal

vector and Frad is the radiation force acting on the particle as a result of the vibrating

pressure �eld.

The integral is taken over the surface, S of a particle moving in response to the

applied force. Thus, the surface is a function of time S = S(t) . To accommodate for

this �uctuating surface, we add a convective momentum �ux term compensating for this

�uctuation, thus, compensating for the error. [156] The force, in total, becomes

Frad =

∫

S0

σTndS −
∫

S0

ρ〈(vn) · v〉dS (2.45)

where σT is given by the second-order time-averaged pressure as shown in Fig. 2.42,

σT = − 1

2ρ0c20
〈P 2

1 〉+
1

2
ρ0〈v21〉 (2.46)

Finally, we arrive at

Frad =
1

2
ρ0

∫

S0

[
〈v2

1〉 −
1

ρ20c
2
〈P 2

1 〉
]

ndS − ρ0
∫

S0

〈(n · v1)v1〉dS (2.47)

For cases where the compressible particle with radius, r much smaller than that of the

acoustic wavelength, λaco (i.e. r � λaco) and is present within a standing wave �eld, an

analytical solution can be found. [157,158] This analytical expression is commonly known

as Gor'kov's potential [46], and the equation can be used to analytically predict the motion

and collection location of the suspended particles. The force, Frad acting on this small,

spherical particle in an unbounded domain can be calculated by,
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UGor′kov = 2πr3ρf

(
1

3

〈P 2
1 〉

ρ2fc
2
f

f1 −
1

2
〈v21〉f2

)

f1 = 1− κp
κf

, f2 =
2 (ρp − ρf )

2ρp + ρf

(2.48)

where,

Frad = −∇UGor′kov (2.49)

where, subscripts f and p denote the �uid and particle respectively.

The direction and the force that dictate the motion of the particle depends on the

material properties is given by the acoustic contrast factor, Φ

Φ =
1

3
f1 +

1

2
f2

=
1

3

[
5ρp − 2ρf
2ρp + ρf

− κp
κf

] (2.50)

whereby, a positive Φ is dictates the motion of a particle towards the local second-order

time-averaged pressure node (i.e. at location where 〈P2〉 ≈ 0 or local minimum) and

the contrary is true for a negative contrast factor, where motion is towards the second-

order time-averaged pressure anti-node (i.e. location where 〈P2〉 is a maximum or local

maximum).

Acoustic Streaming Induced Drag Forces

Streaming is a phenomenon that corresponds to a net �ow within a �uid medium that is

generally dominated by an oscillatory �ow. [24] There are two main types of streaming

arising from sound waves. One is known as 'quartz wind' or Eckart streaming as is a result

of a spatial attenuation of a beam of plane travelling wave. The pressure and velocity decay

over a distance in the wave propagation direction, resulting in a net force, thus a net �ow in

that direction, when the time-averaged non-linear e�ects are considered. This classi�cation

of streaming is described in further detail in [19] and will not be discussed in much detail

here, as it is not within the scope of this thesis. Secondly, the e�ect of sound waves inter-

acting with a �uid interface, also give rise to acoustic streaming. This type of streaming

is generally observed within the viscous boundary layer, δv on the surface. Although the

medium in the bulk �uid vibrates irrotationally, it vibrates rotationally (i.e. with vorticity)

within this viscous boundary layer as it needs to conform to the no-slip boundary condition

of the wall. This classi�cation of streaming known as the 'Schlichting streaming' [19] and

drives the bulk �ow in the region outside δv known as Rayleigh streaming [149] as shown

in Fig. 2.6(a). Although, acoustic streaming is often viewed as problematic in many scen-

arios where streaming generation is inadvertent, when employed correctly, it can serve as a

useful tool within micro�uidic devices that generally operate in low Reynolds number �ows.

27



2.2. ACOUSTICS AND ACOUSTOFLUIDICS

(a) (b)

(c)

Figure 2.6: (a) Schematic depicting the inner streaming region, 'Schlichting streaming' and
the outer steady streaming region, 'Rayleigh streaming'. Reproduced in part from [18] with
permission of The Royal Society of Chemistry. (b) A cross-sectional schematic depicting
the Rayleigh (outside the δv region) and Schlichting (within δv region) streaming regions
in relation to the pressure node and anti-node locations within a resonant system. (c)
An overlay of a series of images visualising various acoustic streaming patterns within
di�erent resonant cavity geometries. (b-c) Reproduced in part from [19] with permission
of The Royal Society of Chemistry.

If we consider the continuity equation for a compressible �uid and the momentum

equation (Navier-Stokes equation), we have

∂ρ

∂t
+∇ · (ρv) = 0 (2.51a)

ρ

(
∂v

∂t
+ v · ∇v

)
= −∇p+ η∇2v +

(
β′ +

1

3
η

)
∇ (∇ · v) (2.51b)

it should be noted that, β′ + 1
3η was expressed as βη in Equation 2.39c. If we combine

the left-hand side of Equation 2.51b (equated to a body force, F) and Equation 2.51a we

arrive at,

F =
∂ (ρv)

∂t
+ ρ (v · ∇) v + v∇ · ρv (2.52)

where Equation 2.52, F can be expressed in two terms, F0 and FReynolds, [159]

F0 − FReynolds =
∂ (ρv)

∂t
+ ρ (v · ∇) v + v∇ · ρv (2.53a)

F0 =
∂ (ρv)

∂t
(2.53b)

−FReynolds = ρ (v · ∇) v + v∇ · ρv (2.53c)

Here, once again we employ the perturbation approach with small disturbances similar

to that in Equation 2.36. Here, we also take the time-averages terms to obtain the time
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independent e�ect as previously demonstrated in Equations 2.33 and 2.35. It should be

noted that, F0 time-averages to zero in steady state and therefore, F = −FReynolds. Thus,

we arrive at the time-averaged time-independent second-order equations,

〈F〉 = 〈ρ0 (v1 · ∇) v1 + v1∇ · ρ0v1〉

= ρ0〈(v1 · ∇) v1 + v1∇ · v1〉
(2.54a)

〈F〉 = −∇〈P2〉+

(
β′ +

1

3
η

)
〈∇ (∇ · v2〉) + η〈∇2v2〉 (2.54b)

Equation 2.54a is the Reynolds stress and is the driving force (i.e. body force) and is

equivalent to Lighthill's formulation [151]. Based on Equations 2.54, we are able to evalu-

ate the second-order steady state velocity �eld (i.e. acoustic streaming velocity) based on

the �rst-order velocity and pressure �elds.

The motion of the particle that has an initial velocity u, will experience a drag force

as a result of this steady-state streaming velocity �eld is then given by the Stokes drag

formula,

Fdrag = 6πηr (〈v2〉 − u) (2.55)

and as a result the motion of the particle can be predicted.
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2.3 Piezoelectric Materials as an Actuator

As mentioned in Section 2.2 piezoelectric materials are a widely used method to excite

these systems. The theory of piezoelectricity is well understood and also allows for robust

and precise control, therefore, a preferred means of excitation. A piezoelectric material

is classi�ed as a crystalline material that exhibits a linear electromechanical interaction

between the mechanical and the electrical state without a center of symmetry. [160] The

piezoelectric e�ect is a reversible process, whereby, a crystalline structure is able to convert

a mechanical strain into an electrical signal and vice versa. Owing to its property, piezo-

electric materials are widely used to operate as actuators and sensors in various di�erent

applications. Ultrasonic particle manipulation is no exception and has extensively adopted

piezoelectric materials to excite acousto�uidic systems with an acoustic �eld. Materials

that possess high piezoelectric constants, such as piezoelectric ceramics are required for

e�cient and practical operation. In this thesis, two types of piezoelectric ceramics are

used, namely Pz26, a modi�ed lead zirconate titanate (PZT) element (manufactured by

Ferroperm Piezoceramics), used in the bulk acoustic wave systems (Section 2.4.1, Chapter

3 and 5) and lithium niobate (LiNbO3), used in the surface acoustic wave systems (Section

2.4.2 and Chapter 4). The manufacturing process of these piezoelectric ceramics are not

covered in this thesis as it is not in line with the scope of this thesis and were bought from

manufacturers, ready to be used.

The use of piezoelectric ceramics in particle manipulation has been extensive in many

di�erent bulk acoustic devices used for particle manipulation, [44, 161, 162] cell manipula-

tion, [86,163] levitation in air, [49,164,165] and mixing of �uids [109] to name a few. Surface

acoustic wave devices primarily use a rotated LiNbO3 (128
◦ Y-cut X propagating) crystal

to excite the system for purposes of particle concentration, [166, 167] to manipulate indi-

vidual particles, [28] droplet production and manipulation, [66, 100, 168] and many more.

Applications of piezoelectric ceramics will be discussed in more detail in the applications

subsections as part of the literature review in Section 2.4.

2.3.1 Theory

The onset of an electrical polarization when a material is subjected to mechanical stress

is known as "direct piezoelectric e�ect" and when deformation of a material is observed as

a result of an applied electrical �eld it is termed as the "inverse piezoelectric e�ect". [169]

As the focus of this thesis is to induce vibration in a �uid chamber, only the second

phenomenon will be discussed throughout. If a piezoelectric element is considered, the

piezoelectricity arises due to the interaction between the Coulomb forces and the elastic

restoring force that is an intrinsic property of the material itself. [170] Therefore, the form

of the constitutive relation can be quanti�ed using the resulting strain and electric polar-

ization. [169]
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For simplicity, a one-dimensional model is analysed. A piezoelectric element, has an

intrinsic polarization density, Ppiezo. [24] The resulting displacement (i.e. extension/ con-

traction or shear) is dependent on the orientation (parallel or orthogonal) of the applied

electrical �eld, E. In line with application for particle manipulation, the linear theory of

piezoelectric materials utilising the �rst-order approach is suitable, therefore, described in

this thesis. As a result, non-linear strain displacement terms can be neglected.

Constitutive relations is given by relating the electrical quantities (E, Delectric) with

the mechanical quantities (S, Tpiezo ) as follows.

The electric �eld of a given deformed unit cell at a point rcell away from the middle

of a unit cell can be written as, [169]

E =
2q (2δl1 − δl2)

2πε0r3cell

=
2qδl

2πε0r3cell

(2.56)

where the dipole moment, pdipole is given as

pdipole = 2qδl = 2qlS (2.57)

where, S = δl/l is the longitudinal strain, q is the charge (q = 1.6 × 10−19 C), ε0 is

the permittivity of free space (ε0 = 8.85 × 10−12 F/m [Farads per metre]), δl and l are

the change in length and initial length respectively. Assuming, the element contains N

molecules per unit volume, the electric polarization density, which is the dipole moment

per unit volume is written as,

Ppiezo = Nq = 2qlNS = eS (2.58)

where, e is by de�nition the piezoelectric stress constant (e = 2qlN). Therefore, accom-

modating for the polarization the electric displacement Delectric is given by,

Delectric = εE + eS (2.59)

Similarly, when an external electric �eld is applied, the Hooke's law has an additional

stress term, −eE and is now written as,

Tpiezo = cS − eE (2.60)

In order to develop a constitutive relationship between the four variables (E,Delectrical,

S, Tpiezo), we begin by assuming,

Tpiezo = Tpiezo(S,E) and Delectric = (S,E) (2.61)
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then using Taylor's expansion for small �elds, we have

Tpiezo =

(
∂Tpiezo
∂S

)

E

S +

(
∂Tpiezo
∂E

)

S

E (2.62a)

Delectric =

(
∂Delectric

∂S

)

E

S +

(
∂Delectric

∂E

)

S

E (2.62b)

Therefore, constants that are evaluated at precise experimental conditions are re-

quired, such as at constant (zero) electrical �eld

cE =

(
∂Tpiezo
∂S

)

E

and eE =

(
∂Delectric

∂S

)

E

(2.63)

or at constant (zero) strain as,

eS =

(
∂Tpiezo
∂E

)

S

and εE =

(
∂Delectric

∂E

)

S

(2.64)

where, eS and eE are the inverse piezoelectric constant and the direct piezoelectric constant

respectively. Where,

− eS = eE = e (2.65)

Therefore, Equations 2.59 and 2.60 can be rewritten as,

Tpiezo = cES + eE (2.66a)

Delectric = eS + εSE (2.66b)

Using similar arguments, we can also deduce,

S = sETpiezo + dE and Delectric = dTpiezo + εTpiezoE (2.67a)

S = SDelectricTpiezo + gDelectric and E = −gTpiezo + βTpiezoDelectric (2.67b)

and,

Tpiezo = cDelectricS − hDelectric (2.68a)

E = −hS + βSDelectric (2.68b)

where, d is the piezoelectric charge constant in [C/N], g is the piezoelectric voltage constant

in [V. m/N] and β at constant Tpiezo or S is the propagation constant at constant stress

or stress respectively. h is given as h = e/εS .

If a one-dimensional analysis of a two-terminal piezoelectric substrate excited by a

voltage, Vexcitation sandwiched between two mediums (i.e. backing material and matching

layer for instance), a transfer matrix that describes the forces, F# exerted on either side

of the substrate can be written as,
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


Fside,1

Fside,2

Vexcitation


 = −i



Zpzcot (βpzl) Zpzcsc (βpzl)

h
ω

Zpzcsc (βpzl) Zpzcot (βpzl)
h
ω

h
ω

h
ω

h
ωC0






vside,1

vside,2

I




where, subscripts side, 1 and side, 2 refer to the medium on the left and right of the

substrate respectively. Zpz is the acoustic impedance of the piezoelectric element given by,

Zpz = Aarea
√
ρpzcD, where ρpz is the density of the piezoelectric element and cD is the

piezoelectric sti�ened elastic constant and is given by,

cD = cE
(

1 +
e2

cEεS

)
= cE

(
1 +K2

)
(2.69)

where, cE is the elastic constant and K2 is the piezoelectric coupling factor. βpz is the

wavenumber in the piezoelectric element and is given by, βpz = ω/cDL , where, the sti�ened

longitudinal velocity, cDL =
√
ED/ρpz. C0 is the clamped zero capacitance given by,

C0 =
εSA

l
(2.70)

This matrix can be adopted when designing a layered resonator for use in micro�uidic

systems by de�ning the velocities, v# and forces, F# in terms of the medium properties

(i.e. density and speed of sound). It should be noted that a more general formulation,

where a one-dimensional propagation through a two-electrode arbitrarily oriented layered

piezoelectric substrate was developed by Nowotny and Benes. [171] However, in this thesis

a simpli�ed transfer matrix can be used and therefore the formulation in Equation 2.3.1

adopted from [169] was utilised to optimise a layered resonator for operation in air as

discussed in Chapter 5.
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2.4 Excitation Methods

Within acousto�uidic systems, two major types of excitation methods are utilised to es-

tablish the desired acoustic �elds within the �uid medium. These methods are known as

bulk acoustic waves (BAW) (Section 2.4.1) and surface acoustic waves (SAW) (Section

2.4.2). Utilisation of a particular methods is warranted by the application or task at hand

as each method has their advantages and disadvantages. The major di�erence between the

two methods, is that for BAW systems, the entire �uid volume (i.e. channel or chamber)

is vibrated or resonated, whilst, SAW based devices have a localised acoustic �eld that is

dictated solely by the resonance of patterned inter-digital transducers (based on the in-

tended frequency of operation) and not the channel or chamber geometry. In this section,

the theory associated with these actuation methods, fabrication and applications within

developed micro�uidic systems will be discussed.

2.4.1 Bulk Acoustic Waves

(a) (b)

(c) (d) (e)

Figure 2.7: Examples of bulk acoustic wave based systems for particle manipulation. (a)
Schematic of a BAW systems used to manipulate droplets suspended within a �uid medium
and representation of half and full acoustic wavelength modes. Reproduced under a Cre-
ative Commons Attribution 3.0 Unported Licence from [20]. (b) Schematic of a complete
acoustophoretic cell synchronisation system utilising BAW to sort large cells from small
cells (minimal e�ect by the acoustic �eld). Reprinted with permission from [21]. Copyright
2007 American Chemical Society. (c) Continuous free �ow BAW based size deterministic
particle separation based on the balance between exposure time and forces exerted on
particles of various size. Reprinted with permission from [14]. Copyright 2007 American
Chemical Society. (d) Schematic of a quarter wave resonator used for particle �ltration.
Reprinted from [22], Copyright 2008, with permission from Elsevier. (e) A non-resonant
acoustic levitator for particle manipulation in air. Reprinted with permission from [23].
Copyright 2015, AIP Publishing LLC.
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As the name indicates, bulk acoustic wave based devices are systems whereby, the

bulk of the �uid medium is resonated by a vibration. Thus, the mode of vibration is

strongly dictated by the geometry of the device itself. Due to its geometry dependent

nature, early on, BAW devices generally operated in multi node resonance modes and

were in centimetre dimensions or larger. [172,173] Over time, with advancements in micro-

fabrication techniques, these dimensions were reduced to millimetre sizes and smaller,

therefore, increasing the frequency of operation.

Theory

When designing a system that utilises BAW, we consider the geometry of the system.

Commonly, the width of a channel is considered for a continuous free �ow system as such

shown in Fig. 2.7 (a) to (c). In contrary, within batch process systems, where a two-

dimensional �eld is required, both the channel width and length needs to be considered

or the height is to be considered if a vertical wave is established as shown in Fig. 2.7 (d).

Essentially, the dimension that is parallel to the wave propagation direction is important in

the design process. In order to establish a resonant mode or resonance, the characteristic

channel or chamber dimensions should be a multiple of half-wavelength. It should be

noted, this is only the case if the channel or chamber alone dictates the �eld. However,

if a resonant re�ector that imposes a pressure release boundary condition as discussed by

Hill et al is used, the chamber can be designed to establish a quarter wavelength acoustic

�eld that pushes suspended particles towards the re�ector surface. [22, 162, 174] A great

bene�t of decreasing the size of the system is the increase in the frequency of operation.

By increasing the frequency, the radiation forces associated increases as well, therefore,

e�cient particle manipulation can be achieved. [148] The primary axial force, Fax acting

upon a particle in suspension is given by,

Fax = 4πr3Eackwavesin(2kwavex)Φ (2.71)

where, r is the particle radius, Eac is the acoustic energy density, x is the particle position

in the wave propagation direction,Φ is the acoustic contrast factor as given in Equation

2.50 and kwave is the wave number given by,

kwave =
ω

cf
=

2πf

cf
(2.72)

where, f is the frequency and cf is the speed of sound of the �uid medium.

The acoustic energy density, Eac is given by,

Eac =
P 2
a

4ρfc
2
f

=
1

4
ρfv

2
a (2.73)

where, Pa and va are the absolute pressure and velocity �elds.
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Equation 2.71 can be written in terms of a velocity potential amplitude, Ψa instead

of the acoustic energy density as below, [148]

Fax = Ψ2
aρfπ (kwaver)

3 Φsin (2kwavex) (2.74)

where, the velocity potential, ψ is de�ned as,

ψ = Ψae
i(ωt∓kwavex+θ) (2.75)

where, t is time, the ∓ dictates the propagation direction either in the positive x or neg-

ative x direction respectively and θ is the phase of the wave at its initial condition.

The wavelength of a system is given by rearranging the velocity of an oscillating wave

equation to arrive at,

λf =
cf
f

(2.76)

Therefore, the channel dimensions are fabricated based the wavelength, λf or mul-

tiples thereof depending on requirements of the system.

Design and Fabrication

(a) (b)

Figure 2.8: Schematic diagram of di�erent resonator con�gurations along with the ideal
dimensions (n is an integer multiple) and the orientation of the standing wave depicted for
a (a) layered resonator and a (b) transversal resonator. Dimensions adopted from [24].

There are two major types of transducer designs or con�gurations that are generally

associated with bulk acoustic waves, namely, layered resonator as used in Chapter 5 and a

transversal resonator as used in Chapter 3.

A layered resonator typically consists of a piezoelectric element (i.e. transducer), a

coupling layer, a matching layer, the �uid layer and a re�ector. Each of these layers play a

major role in building an e�cient resonator. Firstly, as discussed in Section 2.3, the piezo-

electric layer excites (i.e. generates the sound wave) the resonator based on an input A/C

signal. The coupling layer serves as an adhesive layer and also transmits the generated

sound wave from the transducer to the next layer. Next follows the matching layer (also

known as the carrier layer or transmission layer), which acts as a good acoustic transmis-

sion layer and also forms the bottom of the resonating chamber. The �uid layer where the

suspended particle or cells are manipulated is then sandwiched between the matching layer

and the re�ector as shown in Fig. 2.8 (a). Typical dimensions (i.e. thickness of individual
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layers) that are used for optimum energy transmission into the �uid medium are included.

As shown in Fig. 2.8 (a), the �uid layer here is given as multiples of half-wavelength

(i.e. nλ
2 ). However, quarter-wavelength �uid layers can be designed albeit less e�cient,

by altering the design criteria of the re�ector layer to ensure it acts as a pressure release

boundary. [22, 162,174]

Consideration of the material selection for each individual layer, especially the match-

ing layer should be taken into account as well, to ensure maximum energy transfer. At

an interface, part of the energy is transmitted and another part is re�ected depending on

the material properties and incident angle, thus, strongly in�uencing the amount of damp-

ing and e�ciency of the device at a particular resonance mode. If we consider a normal

incidence, the re�ected energy, Renergy and transmitted energy, Tenergy are given by, [24]

Renergy =
(Z2 − Z1)

2

(Z2 + Z1)
2 (2.77a)

Tenergy = 1−Renergy

=
4Z1Z2

(Z2 + Z1)
2

(2.77b)

where, Zi = ρici are the characteristic impedances of the two materials respectively and

dictate the energy transfer characteristics of the system. Therefore, materials that are

impedance matched with each other allow for e�cient device operation and should be used

if possible.

In contrast to layered resonators, a transversal resonator operates such that the stand-

ing wave orientation is perpendicular to that of the incident actuation as shown in Fig.

2.8 (b). The �uid layer or channel width would correspond to that of a half wavelength.

A major bene�t of using transversal resonators as opposed to layered resonators is that

focusing of particles occur in plane with the resonator chip. Focusing the particles in this

plane allows for ease of visual observation and also allows for easy integration with other

micro�uidic components.

Applications

Bulk acoustic waves have been extensively used in the development of various micro�uidic

applications since its inception in acousto�uidics. Its applications range from �ltration

to medium exchange for cells or biologicals. Despite its wide range of applications, this

section will discuss the utilisation of BAW for particle manipulation with the purpose of

concentration and separation or sorting exclusively in line with the scope of this thesis.

Ultrasonic particle �ltration systems has been of major interests as a component for

bioreactor systems and therapeutic protein production. [24] Early on, these devices were

relatively large (i.e. on the order of multiple wavelengths) [175] and progressively were
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reduced in size to half -wavelength resonators. [176] This was later simpli�ed to a quarter-

wave resonators by Townsend et al [177] and Hill et al. [22] Although quarter-wavelength

resonators are less energy e�cient than their half-wavelength counterpart, the use of these

systems simplify the detection and sensing process as particles move towards the surface,

thus, the need of a stream to be split into two (i.e. one stream containing the concentrate

and another the clari�ed stream) as opposed to half-wavelength resonators where the cla-

ri�ed stream is on either side of the concentrate stream.

Concentration of particles of a particular species is also of large interest for sensing and

detection applications. The enrichment and concentration of a stream containing a single

species of particles have been developed using continuous �ow acoustophoresis. [178�180]

Simultaneous sorting and concentration of particles have also been studied for similar ap-

plications when two or more species of particles or cells are present within the sample.

Systems such as split-�ow thin (SPLITT) fractionation were developed to separate two

species of particles when exposed to an external force �eld. [181] This system is based on

the principle that larger particles will be more a�ected by the external force �eld and will

migrate more in comparison to the smaller particles, therefore, moving the larger particles

beyond the �ow splitter. Johnson and Feke [182] built the �rst acoustic based SPLITT

fractionator. Lenshof et al [183] applied a similar concept to separate larger leukocyte

cells from the smaller platelets. The concept of utilising the force contrast between two

particles of di�erent sizes has since been applied to other acoustophoretic based devices to

sort more than two species of particles as shown in Fig. 2.7 (c). [14,184] Furthermore, the

exploitation of negative contrast factor particles such as lipid has been used within acoustic

based sorting devices. [163] Utilisation of bulk acoustic waves techniques to perform cell

washing and mixing [185] of yeast cells within a SPLITT separator. This was followed by

Petersson et al [186] developed a device to perform carrier medium exchange of blood cells

using acoustophoretic forces.

Concentration of particles within chambers and channels for purposes of inspection

has also been demonstrated within static �uid medium for batch processing. Particle

positioning within lines in a chamber [187] and in channels to be used with a microgrip-

per. [161,188] Patterning of particles and cells in clusters within a 2-dimensional �eld, [189]

positioning of particles within an octagonal sonotweezer, [190] and in a full 3-dimensional

sound �eld. [191] The use of acoustic streaming induced drag forces to enhance particle

separation while concentrating particles with the use of acoustic radiation forces within a

static �uid medium is explored in Chapter 3.

The use of BAW can be extended to air based systems and is not limited to liquid

systems. A need for a non-contact approach in handling sensitive particles (i.e. cells and

reactive elements) is evident as conventional methods involving frictional gripping may

lead to sample damage. Furthermore, problems arising due to stiction as a result of high

surface area to size ratio associated with microparticles. The employment of a non-contact
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approach eradicates issues associated with conventional manipulation techniques. While

acoustic manipulation in liquid systems have been extensively investigated, there are only

a handful of reported studies on the use of acoustics within air based systems for particle

trapping and transport. An extensive literature review is carried out in Chapter 5 looking

into particle manipulation in air using acoustics. As reported, it has been a challenge to

levitate and trap individual particles that are very small and denser than water in air. The

smallest reported individual particle manipulated in previous studies are down to the size

of 500 µm. [49] In Chapter 5, it is proposed that the use of high frequencies (in the range of

MHz) are to be used so that very small particles (as small as 14.8 µm) can be individually

manipulated. [32]

2.4.2 Surface Acoustic Waves

(a) (b)

Figure 2.9: ((a) A typical SAW based system along with the transducer (IDTs; in gold)

setup and �uid chamber (in white). (b) A cross-section image depicting the spacing of the

IDT �ngers

In 1885, Lord Rayleigh �rst introduced the theory of surface waves. [192] Here, he proposed

to investigate the characteristics of a wave on a free surface of a in�nite homogeneous iso-

tropic elastic solid, such that the disturbances are con�ned to a small region comparable

to that of the wavelength. He went on to draw comparisons with deep-water waves, with

the exception that the restoring forces are dependent on the "elastic resilience" (i.e. elastic

forces of the solid) instead of gravity and surface tension as in liquids. Due to the nature of

surface wave propagation which predominantly spreads in two dimensions only, amplitude

decays occurs at a slower rate with distance as compared to bulk elastic waves. [24] At

its inception, surface waves was seen as signi�cant in understanding seismology. However,

with the application of microfabrication techniques and piezoelectrics, the scales of these

systems have decreased and thus been applied to various di�erent �elds such as surface

testing, electronic �lters and sensors [193] as well as micro�uidics.

A major di�erence between SAW and BAW is that the acoustic wave generation

within the �uid medium is exclusively within the vicinity of the wave generation rather

than the entire �uid volume being resonated. SAW based acoustic devices also o�er a

major advantage of operating at much higher frequencies as compared to BAW devices,

which allows for much better control of particle manipulation. Generation of SAW, util-

ising two opposing interdigital transducers (IDTs) allows for the formation of standing

surface acoustic waves (SSAW) independent of channel geometry. The inherent nature of

SAW means the wave propagation is restricted to the surface, hence, energy dissipation is
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low, making it more e�cient than that of BAW devices.

Theory

To generate a SAW, a series of IDTs are patterned on a piezoelectric substrate as shown

in Fig. 2.9. When an A/C signal is applied across the patterned array of IDTs, a surface

displacement is observed due to the piezoelectric nature of the substrate as discussed

in Section 2.3 (a). These IDTs are patterned with a certain design to ensure e�cient

generation of a SAW propagating along the surface and transmitting into the intended

�uid volume. The IDTs are designed to ensure the emanating SAW is reinforced by each

�nger pair. Therefore, the width of each �nger and the spacing of between them are

designed in accordance to the intended operational frequency. The frequency, fSAW is

given by,

fSAW =
cSAW
λSAW

(2.78)

where, cSAW is the phase velocity of the piezoelectric substrate which di�ers based on the

direction of propagation [194] and λSAW is the resonant SAW wavelength produced.

The most basic design of IDTs for use in acousto�uidics constitute of 1
4λSAW wide �n-

gers and patterned with a gap between �nger pairs of the same dimensions. Pre-dominantly,

lithium niobate (LiNbO3) is used as the piezoelectric element as it has favourable charac-

teristics such as its high spontaneous polarization and electromechanical coupling coe�-

cients [195, 196] and low acoustic attenuation [197]. A propagating SAW along a surface

will radiate energy at an angle when it encounters a �uid-solid interface. This angle is

known as the Rayleigh angle, θR and is de�ned as the angle of propagation into the �uid

from the normal to the substrate, given by the Snell's law, [24]

θR = sin−1
(

cf
cSAW

)
(2.79)

This transmitted wave is known as the leaky Rayleigh wave as the Rayleigh wave

leaks energy into the �uid medium as it travels along the �uid-solid interface. It should

be noted that attenuation along a solid-gas interface occurs but is relatively small and

therefore can be neglected. The attenuation coe�cient,αLR of the leaky Rayleigh wave

due to radiation of a compression wave along a �uid-solid interface is given by, [198]

αLR =
ρfcf

ρsubstratecSAWλSAW
in m−1 (2.80)

where, ρsubstrate is the density of the piezoelectric substrate. It should be noted that there

is an additional energy loss due to frictional losses [198] but is typically small and therefore,

often neglected.
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In addition to consideration of attenuation within the liquid and IDT �nger spacings,

the number of �nger pairs also play an integral role in ensuring e�cient operation. Be-

sides the reinforcing the propagating wave, the additional IDT pairs alter the electrical

impedance of the system. In a similar way, whereby, acoustically impedance matched

systems operate optimally, an electrically impedance matched circuit ensures maximum

energy transfer from the external power source (i.e. signal generator and power ampli�er)

to the IDTs and therefore, maximum power transmission to the piezoelectric substrate and

thus, the �uid medium. It should be noted, the number of �nger pairs is not critical for

operation as systems would still function, albeit not optimally.

It is also worth noting that there are other designs of IDTs which are used for various

di�erent applications in acousto�uidics as shown in Fig. 2.10. Each of these IDT con�g-

urations result in a di�erent displacement �eld and thus a di�erent pressure �eld within

the �uid medium. The normal or straight IDTs are most commonly used in micro�uidic

devices as it is the most e�cient design in terms of operation. This con�guration operates

at a single frequency as dictated by the uniform �nger width and spacings as shown in

Fig. 2.10 (a), thus making it easy to de�ne the displacement and resultant pressure �eld.

Focused or curved IDTs [199] consists of pairs of annular electrodes and can operate at a

single frequency or multiple frequencies as well but directs the propagating wave and en-

ergy to a small focal point. This high acoustic intensity region that is desirable in certain

applications such as micro-droplet production. [66] The slanted IDTs on the other hand,

consists of a varying �nger width along its length, allowing for the generation of narrow

SAW beams of varying frequencies. [200] Chirped IDTs [28] similarly allow for variation

but in terms of frequency of operation, where a range of frequencies can be excited as

opposed to a single frequency. This is as a direct result of the variation in �nger widths

throughout the IDT set as shown in Fig. 2.10 (d). Due to the bene�t of operating over

a range of frequencies, chirped IDTs allow for a sweep of frequencies to be used which is

highly bene�cial for migrating particles beyond a wavelength as discussed in Chapter 4. It

is worth noting, the con�guration of chirped IDTs can be integrated with that of curved

IDT designs to emanate a propagating wave with a high spatial amplitude gradient (i.e.

focal point) over a range of frequencies.

A typical SAW based acousto�uidic device uses at least one set of IDTs to produce

an acoustic �eld within the intended �uid medium. In such a scenario, a travelling surface

acoustic wave (TSAW) is observed where the �uid volume comes in contact with the wave's

propagation path. The forces, experienced by a particle within an acoustic �eld is given by

the general formulation as in Equation 2.47. For a more speci�c formulation, Yosioka and

Kawasima formulated the acoustic radiation force acting on a small compressible particle

(r � λaco) within a plane progressive wave (i.e. travelling acoustic wave) and is given as,

FTSAW = 4πr2 (kfr)
4

(
Iaco
cf

)
Φ (2.81a)
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(a) (b)

(c) (d)

Figure 2.10: Schematic of di�erent IDT con�gurations(a) Normal or straight (b) Focused
or curved (c) Slanted (d) Chirped

where,

Iaco =
ρfcfk

2
f

2
(2.81b)

where, Iaco is the intensity of the incident acoustic wave and kf = 2π
λaco

is the wavenumber

in the �uid medium.

In the case where two opposing IDT sets are used and operated at the same frequency,

a standing surface acoustic wave (SSAW) can be established. In this case, the forces exer-

ted upon a small (r � λaco) compressible spherical particle is given by Gor'kov's equation

(see Equation 2.48) or Yosioka's formulation (see Equation 2.71) as they behave in the

same manner as a particle within an acoustic �eld and is independent of the excitation

method.

42



2.4. EXCITATION METHODS

Fabrication

(a)

(b)

Figure 2.11: (a) An example mask design created using the LayoutEditorTM software and

(b) a zoomed in section of a 100 to 300 µm chirped IDT design.

SAW based acousto�uidic devices are a direct result of microfabrication techniques that

allow the fabrication of micron-sized to sub-micron features which are essential to the func-

tionality of these devices. A typical SAW based acousto�uidic device consists of a piezo-

electric substrate, patterned with IDTs bonded to a micro�uidic channel or chamber that

would contain the �uid medium. This section will describe the speci�c procedures carried

out to reliably fabricate and construct these devices. For the work carried out in Chapter

4 where SAW was the excitation method used, a 0.5 mm thick, 128◦ Y-cut X-propagating

LiNbO3 wafer was utilised. This particular crystal cut o�ers a large electromechanical

coupling coe�cient [201] and is commonly used in most SAW based acousto�uidic devices.

An operational SAW device is comprised of the IDTs and contact pads for electrical

connection (as shown in Fig. 2.11) deposited on a piezoelectric substrate. A good electrical

conductor is chosen for patterning the required IDT designs; gold (Au) and aluminium (Al)

are suitable metals for this application. In addition, a thin (5-10 nm) metal adhesion layer

(chromium, Cr and titanium, Ti generally used) is deposited between the conductor and

the piezoelectric substrate. The thickness of the conducting metal varies depending on

design considerations and can be up to 1 µm thick. The process of patterning the LiNbO3

begins with spin coating the piezoelectric wafer with a layer of photoresist, followed by

heat treating (i.e. pre-bake) it to remove any remaining solvents within the photoresist. A

photomask containing the required designs is then used to selectively block regions of the

spin coated wafer from exposure of the ultraviolet (UV) light. This process is known as

photolithography. After exposure, the wafer is developed with an appropriate developer

bath to dissolve the regions exposed to the light in the case of a positive photoresist and

the inverse is true for a negative photoresist (as used in Fig. 2.12 (b)).
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(a)

(b)

(c)

(d)

(e)

(f )

(g)

(h)

LiNbO
3

Photoresist
Photomask
Aluminium
SiO

2

Ultraviolet
Thin-�lm deposition

Figure 2.12: Process diagram of SAW device fabrication. (a) Start with a LiNbO3 wafer
(b) LiNbO3 spin coated with a negative photoresist before (c) a photomask is aligned
and the wafer is exposed to ultraviolet (UV) light. (d) The masked regions are then
dissolved followed by (e) metal deposition using e-beam thin-�lm deposition, resulting in
(f) a uniform layer of metal deposited. (g) Lift-o� is performed to remove the unwanted
metal regions and the remaining photoresist. (h) Finally, a thin layer of SiO2 is deposited.

Once the desired regions of photoresist has been removed, the required metals are

deposited in a process called evaporation or thin-�lm deposition as shown in Fig. 2.12

(e). Here a layer of constant thickness (as required) is deposited on the developed wafer.

The method of evaporation used within this thesis is a high-vacuum e-beam evaporation,

whereby, an electron beam is used to heat the metal to a point where "evaporation" occurs.

The thickness of the deposited metal depends and can be controlled on both, the metal

temperature and the exposure time. Once, the metal deposition is done, the application

of a solvent is used to dissolve the remaining photoresist and any metals that were not

deposited straight onto the substrate itself (i.e. the regions of the remaining photoresist

after the developer bath). This process is called "lift-o�", as it lifts o� any metals not de-

posited on the substrate as shown in Fig. 2.12 (g). When and if it is possible, a thin layer

of silicon dioxide, SiO2 is deposited on top of the deposited metals and substrate. This

serves two purposes, to protect the metal electrodes from corrosion and to enhance the

bonding strength between the PDMS channels and the piezoelectric substrate. However,

it should be noted that this step is not always possible as it reduces the functionality of

the IDTs for certain applications such as DEP. Finally, as multiple designs and devices are

patterned on a single LiNbO3 wafer (see Fig. 2.11 (a)), each device is cut or diced along

a pre-de�ned line using a high-speed (≈ 30,000 rpm), small width (30 µm) cutting tool.

The second component to a SAW based acousto�uidic device is the chamber or chan-

nel that contains the �uid medium. Here once again, we use photolithography (see Fig.

2.13 (b))to create the micron-sized features on a silicon wafer. It should be noted that

the features created are the inverse of the channel or chamber design in a manner that is

analogous to a �lm negative. This is because the features created on the silicon wafer serve

as a mould for the �nal channels or chambers. After photolithography, the silicon wafer is

developed in a developer bath to dissolve the non-crosslinked photoresist regions, similar

to that done in the SAW device fabrication process. This is followed by etching into the sil-

icon itself using deep-reactive ion etching (DRIE), whereby a repeated process of etchant
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(a)

(b)

(c)

(d)

(e)

Silicon

Ultraviolet
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Figure 2.13: Process diagram of the PDMS mould fabrication. (a) Start with a silicon
wafer that is (b) spin coated with photoresist and aligned with a photomask and exposed
to ultraviolet light. (c) After dissolving the unwanted photoresist, the silicon wafer is
etched using DRIE. (e) Finally, the mould is �lled with PDMS to transfer the channel or
chamber patterns.

(sulfur hexa�uoride, SF6) and a passivation layer (per�uorocyclobutane, C4F8) plasma

over multiple cycles to achieve the required etch depth, with an isotropic, near vertical

wall as shown in Fig. 2.13 (d). As the photoresist is not resistant to the etching process

but etches away at a much slower rate than that of the silicon, the minimum thickness of

the photoresist layer is integral to ensure that it is able to withstand the entire etching

process. If a relatively deep etch is required, it may be more practical to use a Cr mask,

which can be patterned on using the same method as carried out for the lift-o� process.

The etched silicon mould is then casted with a thermoset polymer known as polydimethyl-

siloxane (PDMS). PDMS is common amongst micro�uidic devices as it boasts a variety of

favourable characteristics such as ease of transferring patterns with nm size resolutions, gas

permeability (increases its biocompatibility) and its inherent optically transparent nature

that eases visualisation. The poured PDMS is then degassed (to remove the air bubbles

introduced during the mixing of the PDMS base and curing agent) and allowed to set. The

time duration of setting can be reduced by application of heat.

Finally, once these two components are fabricated, the SAW device and the chamber

is joined together through a bonding process. The inlets and outlets of the chambers and

channels are ported as it eases the removal of PDMS from these regions as opposed to after

bonding. Oxygen plasma treatment of the substrate surface (i.e. LiNbO3) and the surface

of the PDMS is important to achieve a strong, waterproof bond between the LiNbO3 and

the PDMS block with the channel imprint. Exposure to the oxygen plasma activates the

PDMS surface on the imprint side resulting in a hydroxyl, -OH surface which forms a

strong hydrogen bond with the SiO2 coated LiNbO3 surface, thus, forming a permanent

waterproof seal when the two components are brought into contact. The moulded PDMS

is carefully aligned with the piezoelectric substrate to operate in the intended manner (i.e.

location of IDT in relation to the chambers or channels).
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Applications

(a) (b)

(c) (d)

(e)

Figure 2.14: (a) Sequential images depicting the concentration of particles utilising TSAW
induced acoustic streaming forces. Reprinted with permission from [25]. Copyright 2008,
AIP Publishing LLC. (b) SSAW based particle concentration of particles in lines (1D col-
lection; two parallel IDTs) and clusters (2D colelction; two orthogonal IDTs). Reproduced
in part from [26] with permission of The Royal Society of Chemistry. (c) Sorting of particles
with submicron size di�erences based on a TSAW system. Reproduced in part from [27]
with permission of The Royal Society of Chemistry. (d) A SSAW acoustic tweezer system
allowing for precise particle translation and control. Reproduced from [28]. Copyright
2012 National Academy of Sciences, USA. (e) A continuous �ow cell sorting system using
a tunable SSAW. Reproduced in part from [29] with permission of The Royal Society of
Chemistry.
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Phenomena such as acoustic radiation forces and acoustic streaming are the basis

mechanisms of most SAW based micro�uidic devices. These forces can be used individu-

ally or simultaneously to manipulate particles, biological cells and �uid interfaces within

micro�uidic systems. Acousto�uidic SAW systems have been used to demonstrate applic-

ations such as atomization of bulk �uids, [139, 202, 203] �uid mixing, [25, 204, 205] �uid

translation [140], pumping, [206] particle/cell concentration, [25, 26] and sorting. [27, 207]

Similar to the applications section of BAW (Section 2.4.1), the focus of discussion here

will primarily be focused on particle/cell concentration and sorting techniques enabled by

SAW, in line with the scope of the thesis. Both, TSAW and SSAW, have been used to

demonstrate particle concentration and sorting independently.

Shilton et al [25] placed a droplet containing microparticles such that a portion of

the droplet's width is in line with the TSAW. The resultant rotational pattern induced by

acoustic streaming produces a high shear gradient that results in particle concentration

in the center of the chamber as shown in Fig 2.14 (a). TSAWs have also been utilised to

demonstrate particle de�ection. Skowronek et al [208] characterised the onset of de�ection

occurs when the critical value ξc ∼= 1.28 ± 0.20, where the dimensionless parameter,ξ is

given by,

ξ = kfr

=
2πr

λaco

(2.82)

Utilising this relationship, TSAW has successfully demonstrated sorting of sub-micron

particle size di�erences (see Fig. 2.14 (c)), [27] and size-selective particle sorting in an an-

echoic chamber. [207] Furthermore, density [209] and adhesive [90, 210] property based

sorting within sessile droplets has been reported. In 2014, Schmid et al [211] showed using

TSAWs, �uorescence activated continuous sorting of cells can be performed.

On the other hand, SSAW based systems have been employed over a range of particle

collection, trapping and sorting applications. Particle alignment into parallel lines and

clusters [26] within a 2D �eld as shown in Fig. 2.14 (b). Furthermore, two-dimensional

single cell patterning [212] has been achieved by driving the excitation frequency close to

that of the cell size, therefore, the inability to host more than one cell in a single acoustic

well. In continuous systems, particle focusing for �ow cytometry, [213] puri�cation, [214]

cell enrichment [215] and bacteria separation [216] have been realised as well utilising

SSAW. Furthermore, a virtual deterministic lateral displacement device that consists of

only a single set of IDTs to perform size deterministic separation within a SSAW �eld. [217]

Despite the extensive work carried out and demonstrated using SAW based devices

for particle concentration and sorting, there has been very little work carried out for dia-

gnostic purposes whereby only a very small amount of sample size is available. Besides,

work carried out in sessile droplets, [25,90,209,210] investigation into bath process systems

has been sparse. Simultaneous concentration and sorting of particles with a few micron
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size di�erence has rarely been reported. In Chapter 4, a method that simultaneously em-

ploys TSAW and SSAW is proposed to concentrate and sort particles based on size within

a static �uid system, requiring minimal sample volume.
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Chapter 3

Batch Process Particle Separation

using Bulk Acoustic Waves

3.1 Overview

Despite extensive research into size deterministic particle sorting within acousto�uidic con-

tinuous �ow systems, investigation into static (i.e. batch process) �uid systems has been

very limited. As discussed in Chapter 2 (Section 2.1), batch process systems are essential

when sample volumes are scarce. In this chapter, emphasis was placed on establishing

a method of separating particles of distinct sizes from each other within a batch system.

Thus, the need for larger sample volumes within conventional continuous �ow particle sort-

ing systems for can be eradicated. A BAW system is proposed to separate two distinct

particle sizes from each other within an initially mixed sample volume. The proposed sys-

tem consists of a wetted rectangular open chamber, containing the mixed particle sample

and utilises combination of acoustic radiation forces and acoustic streaming induced drag

forces as the underlying mechanism of sorting. Acoustic radiation forces (ARF) are re-

sponsible for the concentration of the larger particles to a stable collection location at the

bottom, chamber-liquid interface and the streaming induced drag forces help migrate the

smaller streaming dominated particles to the upper stable locations at the liquid-air inter-

face. FEA modelling suggests the critical separation size can be tuned based on scaling the

size of the system, altering the dominance of ARF and streaming induced drag forces for

a particular particle size. Experimentally, 3 µm particles were successfully separated from

10 µm particles with a 99% purity. Finally, the extraction of the separated 3 µm particles

is demonstrated using a micro-sampling pipette.

3.2 Publication

The following publication was reproduced from with kind permission from Springer Sci-

ence+Business Media: [31]. Copyright 2014.
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Abstract In this study, a method to separate particles,

within a small sample, based on size is demonstrated using

ultrasonic actuation. This is achieved in a fluid, which has

been deposited on a flat surface and is contained by a

channel, such that it has a rectangular wetted area. The

system utilises acoustic radiation forces (ARFs) and

acoustic streaming. The force field generates two types of

stable collection locations, a lower one within the liquid

suspension medium and an upper one at the liquid–air

interface. Acoustic streaming selectively delivers smaller

particles from the lower locations to the upper ones.

Experimental data demonstrate the ability to separate two

sets of polystyrene microparticles, with diameters of 3 and

10 lm, into different stable locations. Methods to reduce

migration of larger particles to the free surface are also

investigated, thereby maximising the efficiency of the

separation. Extraction of one set of 99 % pure particles at

the liquid–air interface from the initial particle mixture

using a manual pipette is demonstrated here. In addition,

computational modelling performed suggests the critical

separation size can be tuned by scaling the size of the

system to alter which of ARFs and acoustic streaming-

induced drag forces is dominant for given particle sizes,

therefore presenting an approach to tunable particle sepa-

ration system based on size.

Keywords Acoustic radiation force �
Particle manipulation � Ultrasonic standing wave �
Open fluid � Sorting

1 Introduction

The concept of lab-on-a-chip devices necessitates research

into technologies, which can deliver microscale compo-

nents capable of pumping (Woias 2005), acting as valves

(Rife et al. 2000), mixing (Tan and Neild 2012), sensing

(Gattiker et al. 2008), acting as small-scale reactors (Gau

et al. 1999) and sorting (Nam et al. 2011) amongst others.

In the case of the latter, particle sorting, it is necessary to

apply forces to microparticles suspended in a fluid. There

are several mechanisms by which this is possible, including

dielectrophoresis (Shafiee et al. 2010), optophoresis (Lan-

denberger et al. 2012) and acoustophoresis (Petersson et al.

2005; Franke et al. 2010). In each case, the force contrast

between the particle and suspension media causes the field,

be it electrical, optical or acoustic, to exert forces on the

particles driving them to the force potential global mini-

mum and local minima. Whilst each approach offers

advantages, this work will examine the use of acoustic

forces due to the multiple potential minima which can be

achieved (allowing stable separation of particles) and the

ease with which a self-contained system can be fabricated.

The presence of an acoustic field in a fluid volume in

which particles are suspended causes the exertion of three

main types of forces. Firstly, the interaction of the acoustic

field with the particle (assuming there is a mismatch in the

acoustic properties) results in a force acting on a particle,

known as the acoustic radiation force (ARF). This force,

when time averaged over the period of an acoustic cycle, is

nonzero; hence, net movement of the particle occurs
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(Gor’kov 1962). ARFs have been used to position sus-

pended particles within a range of microfluidic systems,

usually using standing waves. The results include the

positioning of particles into planes in an acoustic filter (Hill

et al. 2008; Glynne-Jones et al. 2012), lines in a channel

(Neild et al. 2006), clumps in a microfluidic chamber (Shi

et al. 2009a; Oberti et al. 2007), patterning in different

geometries (Bernassau et al. 2013) or ultrasonic cages in a

full 3D sound field (Manneberg et al. 2008). It has been

shown that there are no direct or delayed damaging effects

on cells handled in an acoustofluidic system (Hultström

et al. 2007; Bazou et al. 2011) as a result of the employed

acoustic field. The second type of forcing mechanism arises

due to acoustic streaming; nonlinear terms in the Navier–

Stokes equation give rise to body forces, which act on the

fluid volume. Again these forces time-average to a nonzero

value over an acoustic cycle, but as they act on the fluid, the

result is steady fluid motion (Nyborg 1965). Suspended

particles experience forces from the fluid motion in the form

of drag. Acoustic streaming has been shown to be present in

systems near vibrating plates, membranes, cylinders and

spheres, in a Kundt’s tube and near oscillating gas bubbles

(Nyborg 1958). In terms of microfluidic systems, it is most

widely used for mixing (Yaralioglu et al. 2004; Sritharan

et al. 2006) rather than particle handling. The third forcing

mechanism is termed the Bjerknes force or secondary ARF;

this is an interparticle force that originates from the scatter-

ing of pressure field radiated by an oscillating particle or

bubble and can be either attractive or repulsive (Leighton

1994). It has been used in the context of microfluidics to

gather nanoparticles from solution by attraction to trapped

microparticles (Hammarström et al. 2012).

Sorting of particles using ARFs has been demonstrated

based on differences in the speed of sound and the mass

density between particles and the surrounding fluid (Gupta

et al. 1995; Petersson et al. 2007). A particle that is stiffer

and denser than the suspending medium (i.e. positive

acoustic contrast factor) will migrate to the nearest pressure

node in a standing wave, whilst one that has a negative

acoustic contrast factor will be trapped at the pressure

antinode. This leads to particles of different types collect-

ing in different stable locations. Particle sorting based on

size is also achievable using ARFs, but typically all par-

ticles with a higher density and stiffness than the suspended

medium move towards the pressure nodes. Hence, to

achieve sorting in this case, it is necessary to stop the

manipulation prior to all particles arriving at the node; in

this way, sorting can be achieved based on the speed of

migration towards the node (Johnson and Feke 1995).

If two mechanisms can be used which have a different

relationship with a certain parameter (e.g. radius or den-

sity), then the combination of those two mechanisms can

be used to separate particles with respect to that parameter.

One such approach is the combination of acoustic

streaming and Bjerknes forces, both of which occur in

proximity to an acoustically excited oscillating bubble.

This approach can cause selective particle trapping based

on size or density, with the larger or denser particles being

attracted to the bubble via dominant Bjerknes forces and

the smaller or less dense particles being dominated by the

streaming-induced drag force; hence, they follow the fluid

streaming pattern (Rogers and Neild 2011).

A second approach using acoustic streaming-induced

drag and ARFs has recently been demonstrated (Rogers

et al. 2013). Size-based sorting was achieved, with popu-

lations of different sizes migrating to different stable

locations. Specifically 6- and 31-lm particles (ratio 5.16)

were separated into multiple lines in an open fluid volume

contained by a rectangular chamber (Rogers et al. 2013).

The work presented here is also focused on the utilisation

of ARFs and acoustic streaming in an open fluid volume

and brings both the understanding and the implementation

of this approach to a new level. We are able to show that a

sample consisting of an average of 99 % 3-lm particles

(also contains B1 % of 10-lm particles) can be extracted

from a mixed sample solution. This demonstrates that this

method can be used to obtain purified solutions by an open

system (cross-sectional view; sides and bottom enclosed

with a top liquid–air interface), which has the advantage of

low sample volume (no volume losses in pipes and syrin-

ges), no flow requirements and ease of access. To achieve

this, the separation of particles as a function of how the

channel is filled (i.e. the use of a pre-wetting buffer solu-

tion) and the actuation duration is examined. Through the

optimal combination of these effects that high fidelity

selective collection is possible. In addition, through mod-

elling the system, it is possible to study the underlying

mechanics and explore how the system can be tuned to

separate different pairs of particle sizes. The ability to

separate particles of small size differences and potential to

tune the system to separate particles of different sizes based

on requirements within open microfluidic devices leads to

practical applications in sample preparation for biological

and pharmaceutical drug testing. By placing a small sample

on a prepared substrate, an almost pure portion of the

smaller particles can be separated and extracted for further

analysis, without volume losses associated with syringe

pumps and pipes required for enclosed systems.

2 Methodology

2.1 Fabrication

To investigate the use of streaming and ARF as a method of

separating particles into different stable locations based on
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their size, an open fluidic channel excited by an ultrasonic field

was used. Subsequent modelling details how this achieves

separation, but first the device itself will be described.

The test apparatus consisted of a 1-mm-thick glass slide

(25.40 mm 9 76.20 mm) on its underside was a square

piece of 0.40-mm-thick silicon wafer (7.0 mm 9 7.0 mm)

attached with epoxy. The silicon wafer is used to increase

visual contrast of the polystyrene particles when subjected

to ultrasonic actuation. Beneath the silicon wafer, a piezo-

electric transducer (Ferroperm PZ-26, lead zirconate tita-

nate, PZT) (5.0 mm 9 5.0 mm 9 0.50 mm) was adhered

using epoxy. A thin line of silver conductive paint was

drawn from beneath the silicon wafer to an area outside the

proximity of the attached PZT before adhesion to establish

an electrical connection between these two points. Electri-

cal wires were connected to the electrodes (PZT machined

to produce a partition, i.e. discontinuity) using conductive

paint as shown in Fig. 1. This fabrication technique is

similar to that used by (Neild et al. 2007) the intention,

being that the asymmetry of excitation allows the preferred

establishment of asymmetric pressure fields. The channel

was created using tape (vinyl masking tape); when fully

filled, the fluid bulged due to surface tension as depicted in

Fig. 1b where the excited electrode is parallel to the channel

length (channel dimensions are included in Fig. 1).

2.2 Modelling

COMSOL multiphysics version 4.3, a finite element

modelling package, was used to model the behaviour of the

system presented here. A 2D cross-section of the fluid in

the channel was modelled, similar to (i.e. does not illustrate

the corner fillets) that shown in Fig. 1d, with channel

dimensions 1.0 9 0.1 mm2 (W 9 H). The fluid volume

bulged above the top of the channel by 0.3 mm. One

difference in the model compared to the fabricated device

was that the top corners of the chamber had 0.01-mm fil-

lets; it was found that this alteration was required for the

model to converge.

In the model, the pressure acoustics module, laminar

flow and particle tracing modules were used for the results

presented here. A perturbation approach was taken to

second order for the calculated velocity field given by

v ¼ v1 þ v2, where v2 is the acoustic streaming velocity.

The pressure acoustics module was used to calculate the

first-order pressure and velocity fields p1 (in which the time

component of p1 is expressed as eixt), and v1 ¼
�rp1=ixqf [v1 term is derived from the linear equation of

the sound field: p ¼ qf ðo/=otÞ and v ¼ �r/ (Gralinski

et al. 2012)], where i ¼
ffiffiffiffiffiffiffi

�1
p

, x is angular frequency and

qf the fluid density. These were then used to calculate the

body forces applied in the laminar flow module, as

described by Nyborg (1965).

fh i ¼ �qf v1 � rð Þv1 þ v1 r � v1ð Þh i ð1Þ

where angle brackets �h i represent a time average and f is

the body force. However, if looking at distances very close

to the wall (i.e. approximately the viscous penetration

depth, here 2 lm), a modified expression is required. This

is because the first-order fields are not accurately described

in these regions. This modification was implemented in

COMSOL by multiplying the calculated body forces by the

factor 1þ g nð Þ=2, following Nyborg’s parallel plate solu-

tion (Nyborg 1965). This scaling function is given by

g nð Þ ¼ e�2n � 3e�n cos nþ e�n sin n ð2Þ

where n ¼ y=d; g is the fluid viscosity, y is distance from

the solid channel boundaries and the viscous penetration

depth d is given by

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2g=xqf

q

ð3Þ

The body forces are essentially unchanged for the region

where n [ 5, corresponding to a distance of approximately

2 lm from the walls for the system studied here. Once

calculated, the body forces were applied in the laminar

flow module to predict the acoustic streaming, v2. The

modification only produces valid results outside the viscous

boundary layer (Lei et al. 2013). It is worth noting that

using this approach it was possible to reproduce the results

of Muller et al. (2012) with \1 % difference in streaming

velocity and with less memory used in this method of

solution. It is also noteworthy that the simulation method

employed here is equivalent to that used in a recent paper

by Lei et al. (2013). One drawback of this method is that it

is only valid outside the boundary layer, i.e. [2 lm from

the walls. In this work, however, the motion of particles in

the bulk of the fluid was of interest.

Fig. 1 a Cross-section schematic of the system consisting of a PZT

(5.0 mm 9 5.0 mm 9 0.5 mm), silicon wafer (7.0 mm 9 7.0 mm 9

0.4 mm), glass slide (76.2 mm 9 25.4 mm 9 1.0 mm) and a channel

(10.0 mm 9 1.0 mm 9 0.1 mm). b Perspective view of fluid-filled

channel. c Electrical connections to the PZT. d Fluid profile of

maximum height 0.4 mm (h), and channel height 0.1 mm (hc)
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For the pressure acoustics module, the bottom surface

had a time-harmonic acceleration of the form x2d0 sin kxð Þ,
where d0 is a typical solid displacement on the order of a

few nanometres and k ¼ 2p=k is the wavenumber such that

one wavelength fits across the channel. The top surface of

the fluid was a pressure release boundary (p = 0), and the

side walls of the channel were set as impedances

(Z ¼ qtct). For the laminar flow module, all the solid

interfaces were set as no-slip conditions and the fluid–air

interface was set as a slip condition. The relevant proper-

ties of the particles and fluid are listed in Table 1.

Once the first-order (acoustic pressure) and second-order

(laminar flow) fields were calculated, the particle tracing

module was used to model the behaviour of the particles.

The forces imposed on the particles were ARFs, drag due

to streaming and the buoyancy-corrected weight force. The

ARFs were defined using Gor’kov’s formulation (Gor’kov

1962).

hUi ¼ 2pqf R
3 f1

3q2
f c2

f

hp2
1i �

f2

2
hv2

1i
 !

ð4Þ

where Uh i denotes the time-averaged force potential of a

particle, c is the speed of sound, the subscripts f and p refer

to fluid and particle properties, respectively, and R is the

radius of the particle. The acoustic contrast factors f1 and f2
are given by

f1 ¼ 1�
qf c

2
f

qpc2
p

ð5Þ

f2 ¼
2 qp � qf

� �

2qp þ qf

ð6Þ

and the force is the negative gradient of the force potential

FARF ¼ �r Uh i. The drag force was implemented using

Stokes drag given by

Fdrag ¼ 6pgR v2h i � uð Þ ð7Þ

where u is the velocity of the particle.

The buoyancy-corrected weight force is given by

Wb ¼ qp � qf

� �

Vg

where V is the volume of a particle and g the acceleration

due to gravity.

Finally, a 3D model of the system was not feasible to

produce due to the large computational requirements for

such an endeavour (up to 15 GB of RAM was used for

these 2D models).

3 Experimental testing

Particle behaviour under a range of different parameters is

explored through experimentation and compared to simu-

lations. The experimental set-up (i.e. the piezoelectric unit

as described in Sect. 2.1) is driven at the resonance fre-

quency that results in the same mode found in the simu-

lations using a frequency generator (Stanford Research

Systems Model No. DS345) and power amplifier (Ampli-

fier Research Model No. 25A1250A). The amplitude was

varied to further investigate its effects on the separation

yield. Imaging was performed using a stereo microscope

(SZX16, Olympus) attached with a CCD camera (KP-

D20AU, Hitachi) and data were captured using WINFast

video capture card and Showbiz DVD2 software. Since no

active cooling was fitted in the set-up, the system’s tem-

perature was measured using a FliR i7 thermal imaging

camera. Later, the video was analysed by taking still

images, and particle counting was performed using a pixel

counter (ImageJ 1.46r). Extraction of intended particles

was later carried out once the excitation is switched off.

This was done manually using a microsampling pipette

(1–5-lL PYREX� disposable microsampling pipette).

4 Results and discussions

4.1 Modelling

The fluid layer was excited at a resonance frequency of

1.919 MHz as determined by an eigen frequency analysis.

Figure 2 shows the simulated forces acting on the sus-

pended particles, as well as the particle trajectories in such

a force field. The ARF is expressed as the sum of two parts

in Eq. 4, of which p2
� �

dominates for the particles used in

this work; hence, we can consider the collection of parti-

cles by first seeking minima in p2
� �

and then within these

regions seeking maxima in time-averaged first-order

velocity squared, v2
1

� �

(Gralinski et al. 2012). Figure 2a

Table 1 Particle, fluid and tape properties used in the models

Dyed polystyrene microspheres

Densitya qp 1,507 [kg m3]

Speed of sound cp 2,350 [m s1]

Mean diameter (3 lm)a D3 3.26 [lm]

Mean diameter (10 lm)a D10 10.02 [lm]

Water

Density Pf 998 [kg m3]

Speed of sound cf 1,495 [m s-1]

Viscosity n 0.893 [mPa s]

Hydrophobic tape

Density pt 225 [kg m3]

Speed of soundb ct 2,100 [m s-1]

a From particle data sheet provided by Sigma-Aldrich (manufacturer)

b Calculated using c ¼
ffiffiffiffiffiffiffiffiffiffi

E=qt

p
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shows how the ARF acts to push particles away from

pressure antinodes (located on both sides of the pressure

node), causing particles to (depending on their initial

location) move either to the bottom of the channel in the

centre (i.e. the pressure node) or to the perimeter of the

fluid volume. Within these locations of minimum pressure

variation, particles migrate to locations of maximum v2
1

� �

.

Hence, particles initially located at the periphery of the

fluid are pushed up to the free surface, and trapping regions

are created at the air–water interface by the weaker v2
1

� �

term (see Eq. (4)); these areas are shaded green and light

blue in Fig. 2b. By looking at the ARF on a reduced scale

(Fig. 2c), it can be seen that there exist trapping locations

on the top surface (left and right). Apart from the ARF

acting on particles, there were also streaming-induced drag

forces. The streaming velocity field (Fig. 2d) causes steady

circulation of the fluid and is more dominant for smaller

particles (i.e. streaming-induced drag forces are propor-

tional to radius r, whereas ARF is proportional to r3).

To demonstrate the difference in particle behaviour of

different sizes, Fig. 2e, f displays snapshots of the positions

of 1- and 10-lm particles and their trajectories from the

randomly selected starting positions from which they were

released. The trajectories shown for the small particles are

not complete (rather cut off at the time of the snapshot);

however, it can be seen that they follow a similar path to

the streaming flow in the majority of cases. The larger

particles, being affected mostly by acoustic radiation and

weight forces, tend to collect at the bottom surface; the

trajectories are much less curved with particles moving

directly to the acoustic force potential minima. An alter-

native way to distinguish this difference in behaviour

between the smaller and larger particles is to examine the

streamlines at the centre of the channel. For streaming-

dominated particles, the streamlines diverge here as shown

in Fig. 2e, whilst they converge for radiation-dominated

particles as demonstrated in Fig. 2f.

The simulations demonstrate the presence of two forcing

mechanisms when the fluid is excited ultrasonically: ARFs

and acoustic streaming. Furthermore, it can be seen that the

behaviour of the small particles studied (1 lm) was dic-

tated by acoustic streaming (swirling motion), whilst that

of the large particles (10 lm) was dictated by the ARF

causing a migration to distinct locations. An examination

of how the dominant force for a given sized particle can be

affected is presented. The motivation was to find a method

in which there is control over the types of particles which

can be separated; it would be useful to have different

operating conditions or designs which would allow, for

example, 3- and 10-lm, or 10- and 30-lm particles to be

separated. For this to be the case, the dominant force

affecting the particles must change. In the former example,

Fig. 2 a Plot showing the oscillation pressure (surface plots) p1h i and

the ARF (arrows, range 0–0.4 MPa). b Plot of time-averaged first-

order velocity squared v2
1

� �

, showing particle collection regions

(pressure is close to zero), and these are highlighted with dashed

ellipses (range 0–0.04 m2/s2). We refer to the location at the base as

the central node; the other two locations are at the liquid–air interface.

c Plot of the magnitude of the ARF field scaled to show the structure

of maxima and minima potential regions more clearly (range

0–0.4 MPa). ARF and acoustic streaming effects included: d sec-

ond-order velocity streamlines are shown superimposed on the

pressure field surface. Trajectories of e 1-lm particles (at t = 30 s)

and f 10.02 lm (at t = 0.5 s) in the total force field (ARF, streaming-

induced drag and buoyancy-corrected weight)
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the 10-lm particles are the larger of the two sizes con-

sidered and are dominated by ARFs. For the latter example,

the 10-lm particles are the smaller of the two and so

require acoustic streaming-induced drag to dominate.

Hence, the ratio of which force is dominant needs to be

selectable.

In Fig. 3, a plot is given for the simulated maximum

magnitude of the ARF and acoustic streaming-induced

drag (refer to Eq. 7) exerted on 0.5- and 1-lm-diameter

particles against the scale of the system (i.e. the modelled

system size relative to the original system). In this plot,

the maximum pressure amplitude in all cases was fixed at

0.4 MPa to allow for comparison. It can be seen that

radiation forces decrease as the system size is increased,

whilst acoustic streaming-induced drag forces increase

slowly with system size. When the overall size of the

system is increased whilst the pressure magnitude is kept

constant, the pressure gradient will decrease, therefore

decreasing the ARFs as well. However, it is also note-

worthy that radiation forces increases with frequency in

the case presented here, namely constant pressure

amplitude across all scales. On the other hand, the

acoustic streaming relationship with scale is more com-

plicated. Whilst the viscous penetration depth is linked to

one over the square root of frequency, as observed in

Eq. 3, previous studies have shown that this is not the

major factor determining changes in the streaming

velocity when the fluid dimensions are far in excess of

the penetration depth (Frampton et al. 2003, 2004;

Hamilton et al. 2003). Instead, it is necessary to consider

both alterations to the body force field (i.e. the forces

acting on the fluid) and the fluid geometry to assess the

swirling patterns formed in the fluid and the ease with

which these patterns can be generated. Our numerical

study shows that there is a slight increase in streaming

with increasing scale in our system given the criteria of

equal maximum pressure.

As the models presented here are in two dimensions,

they do not take into account 3D effects, such as reso-

nances along the length of the channel (Hagsäter et al.

2008). However, as will be seen in the experimental results,

there were a few distinct sets of clumps of particles at the

fluid–air interface along the channel, indicating that a mode

with some variations along the length of the channel was

being excited. The particle clumps were located in the

planes where pressure maxima occurred. These regions are

expected to act to translate particles towards fluid velocity

maxima located along the free surface, albeit more slowly

than the radiation forces produced by the p2
1

� �

term (i.e.

p2
1

� �

dominates v2
1

� �

). Furthermore, no separation of par-

ticles was seen close to the ends of the channel, likely due

to the presence of a boundary affecting the pressure field in

this region. Nevertheless, the behaviour of particles within

the system could be reasonably well understood without

consideration of 3D effects.

Fig. 3 Plots showing the

variation of ARF and streaming-

induced drag against the scale

(modelled system relative to the

original system) for a 0.5-lm

(streaming dominated, i.e. not

much change between scales)

and b 1-lm particles (ARF

dominated to streaming

dominated as scale increases).

Insets below are plots of the

total force experienced by a

given particle at the specified

system scale, showing a change

in dominance of either ARF or

drag with a maximum scale of

a(i) 25 9 10-5 Pa,

a(ii) 12 9 10-4 Pa,

b(i) 25 9 10-5 Pa and

b(ii) 12 9 10-4 Pa
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4.2 Experimental results

It was found experimentally that the 1-mm-wide channel,

when driven at 1.75 MHz, displayed behaviour consistent

with the same excited acoustic mode as achieved through

simulation, i.e. a single node along the centre of the

channel. The difference in frequency when compared to

simulation is greater than would be expected in an enclosed

chamber due to difficulties in matching between compo-

nent layers of the device arising from fabrication flaws and

matching exact the shape of the open fluid–air interface.

However, the acoustic mode used was the same in the

simulation and experiments. The 10-lm particles were

collected at the nodes of the pressure field, and therefore

predominantly in a line along the lower surface of the

channel (observed from the top). On the other hand, 1-lm

particles are predicted to follow the streaming patterns. It is

also noteworthy that the simulations predict ARF potential

minima on the upper surface of the fluid as shown in

Fig. 2b.

Figure 4a shows the behaviour of 10-lm (blue)

copolymer particles. It can be seen that over a short period

of time (4 s), they form a line along the centre of the

channel from the top view [an arrow is used to highlight

these in (ii)] collecting in the central nodal location (as

defined in Fig. 2b). In addition, smaller, less tight group-

ings can be seen either side of this line, and these are

particles that migrated to the ARF potential minima at the

liquid–air interface (an arrow is used to highlight this in

(iv); the location is further described in Fig. 2b). In con-

trast, Fig. 4b shows the migration of 3-lm (red) copolymer

particles. These particles were almost entirely collected at

the top surface (very little is seen at the central node run-

ning horizontally through the centre of the image). For both

particle sizes (and particle parameters used), the ARF

potential minima are in the same locations and hence draw

particles from the same areas. However, for the large

particles, the population was split between the lower and

upper surfaces; for the small particles, the majority were

located at the upper surface. This cannot be explained by

ARF alone; instead, we must also consider fluid motion.

The increase in the dominance of acoustic streaming for

small particles acts as a transport mechanism to deliver the

particles from the lower surface to the upper free surface,

where they then get trapped. The simulation doesn’t show

the trapping of the 1-lm particles considered, rather a

continuous swirling, so the movement to the air–water

boundary (the upper surface of the fluid) may in addition be

aided by mechanisms outside the models limits, as follows:

firstly, evaporation, which brings particles to the perimeter

of fluid volumes (Shao et al. 2010); secondly, Bjerknes

forces, which act between particles in a vibrating fluid

(Weiser et al. 1984) due to scattered waves; in this

instance, the scattered waves will be reflected by the upper

surface (i.e. particle can be attracted to its own reflection);

finally, there may be disturbances to the modelled pressure

field as the upper water surface has a steady-state distortion

which is not considered in the model (such distortion have

been shown, in an extreme case, to generate water droplets

in oil (Collins et al. 2013). Once on the upper surface, the

particle will only be partially submerged (Xu et al. 2009) in

the water so streaming-induced drag will become much

reduced; hence, ARFs will dominate, and they will remain

at the surface due to capillary forces (Li et al. 2008).

The simulations describe the swirling motion of 1-lm

particles rather than the 3.26-lm particles used in the

experiment. Indeed, the simulations predict that the 3.26-

lm particles would behave in a very similar manner to the

Fig. 4 Time series demonstrating particle collection patterns of a 10-

lm and b 3-lm particles at a driving amplitude of 2.0 Vpp (channel

top view). Figures correspond to (i) pre-excitation, (ii) during

excitation, (iii) post-excitation (bottom focused) and (iv) post-

excitation (top focused). In a, attention is drawn by use of an arrow

in (ii) to the collection of particles along the central node at the base

of the fluid volume, whilst in (iv), attention is drawn to the two clumps

formed at the liquid–air interface
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10-lm particles for which simulation data have been

shown. Hence, it is necessary to model a smaller particle in

order to show the streaming-dominated behaviour. In

essence, the cut-off between streaming-dominated and

radiation force-dominated behaviour occurs at a smaller

particle size (\3 lm) in the simulations than in experi-

ments. It is believed that this is due to changes in viscosity

of the fluid arising as a result of temperature changes. The

device was not temperature controlled, so as it was actu-

ated heating occurred in two ways. Firstly, there have been

some local heating within the pressure field due to bulk

absorption in areas of high fluid particle motion (pressure

antinodes). Secondly, and more significantly, there was

bulk heating due to the heat generated in the piezoelectric

plate (Johansson et al. 2013). Temperature of the system

increased from 18 to 28 �C over a period of 30 s when

actuated with a 1.0 Vpp signal (from the signal generator).

The simulation did not include a method to vary temper-

ature with time; instead, a constant value for the viscosity

was used, which is commensurate with a temperature of

20 �C. The effect of underestimating the temperature for

modelling parameters is that the viscosity is overestimated,

and hence, the boundary layer-driven streaming is under-

estimated (Barnkob et al. 2012).

To demonstrate the effect of temperature rise and the

resulting increase in streaming-based behaviour,

experiments were conducted using 10-lm particles at dif-

ferent actuation voltages (0.1, 0.5 and 2.0 Vpp), and the

results are shown in Fig. 5, where an actuation frequency

of 1.75 MHz was used and the sample volume was

3.75 lL. It can be seen that the ratio between the number of

particles on the upper surface (two side clusters on liquid–

air interface) to the lower surface (central collection line)

increases as the amplitude increases. In the absence of

streaming, the expectation would be that the random initial

position of each particle will lead them to migrate to the

nearest ARF potential minimum. Hence, in each experi-

ment, a similar split between particles on the lower and

upper surfaces could be expected. This balance is upset by

the presence of streaming, which offers a transport mech-

anism to take particles from one minima to another. As

ARFs and streaming as shown in Eqs. 4 and 7, respec-

tively, are equally dependent on the pressure amplitude, an

increase in drive amplitude (in the absence of thermal

effects) would not be expected to alter the split of particles

between the upper and lower surfaces. However, as the

amplitude is increased, the temperature also increases

(verified by the thermal imaging camera). Therefore, at

higher amplitudes, there is a decreased fluid viscosity (due

to temperature increase) and as a result an increased effect

of boundary-driven acoustic streaming (Barnkob et al.

2012). Consequently, the relative amplitudes of streaming-

Fig. 5 Time series demonstrating particle collection time and pattern

of 10-lm particles at a driving amplitude of a 0.1 Vpp, b 0.5 Vpp and

c 2.0 Vpp. Figures correspond to (i) pre-excitation, (ii) post-excitation

(bottom focused) and (iii) post-excitation (top focused). In a, arrows

are used to point out collection at the lower central node (ii) and at the

liquid–air interface (iii), these locations are the same across b and c. It

can be seen that the ratio between the number of particles on the

upper surface to that on the lower surface increases as the amplitude

increases
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induced drag forces and ARF alter, with the former

becoming more significant; hence, more particles are

moved to the free surface, which is evident in the experi-

mental data. This suggests that operational temperature

could offer a second mechanism to tune the system

allowing the balance between ARFs and streaming-induced

drag to be altered such that the transition between particle

behaviour can be selected for optimal sorting. We believe

that it is for these temperature-related reasons that the

model shows results in which only 1.0-lm particles follow

the streaming flow, something which the experiments show

with 3.26-lm particles.

Even in the absence of thermal effects, the random

distribution of the particles prior to actuation means that

some of the 10-lm particles will inevitably migrate to the

upper surface, simply due to start location, with particles

moving to their nearest force potential minima, thereby

decreasing the degree of particle separation. In order to

achieve high-yield separation, the number of large particles

moving to the upper surface must be minimised, these

locations being reserved for the smaller particles. To this

end, partially pre-filling the channel with buffer prior to

adding the sample was investigated. The buffer contained

no suspended particles and wetted the perimeter of the

channel. In the case when there was no pre-filling (i.e.

mixture of blue 10-lm particles only), 45 % of the particles

remained at the desired separation position on the bottom

surface of the fluid volume. This increased to 54 % with

1 lL of pre-fill. In addition to the pre-filling, repeated short

excitation (each excitation cycle is 3 s), with 3 bursts is

used, and 88 % of the blue 10-lm particles are collected at

the lower surface (i.e. 53 and 73 % after first and second

bursts of excitation, respectively). Reduction in the exci-

tation time reduces the effect of acoustic streaming forces

due to reduced thermal effects. In addition, there is less

time in which the larger downward sedimentary pull of the

larger particles is dominated by streaming drag forces (for

those particles far from the pressure node).

Having demonstrated methods to limit the migration of

the larger particles to the upper stable collection locations

and having shown the tendency smaller particles have for

migrating to these locations, the separation yield of the

system was examined. Separation between the 3- (red) and

10-lm (blue) particles within a system operating at

1.75 MHz and at an excitation amplitude of 1.0 Vpp is

shown in Fig. 6b. It can be seen that majority of 3-lm

particles are separated from the 10-lm particles (it is

noteworthy that \1 % of particles were observed to be at

undesired locations at the end of the separation process).

The system was also tested with a higher concentration of

10-lm particles (i.e. double the initial suspension volume

of 10-lm particles while holding the initial suspension

volume of the 3-lm particles constant), as shown in

Fig. 6c. It can be seen from both experiments that using the

two modifications (i.e. buffer pre-filling and burst signal

excitation) established earlier with the 10-lm particles and

Fig. 6 Images showing the

particle separation due to the

interaction of ARFs and

acoustic streaming-induced drag

between 10- and 3-lm particles.

In a, locations of the particles

are depicted, the central nodal

point which collects particles at

the lower plane is labelled L1,

the two collection locations on

the liquid–air interface are

labelled L2 and L3. b Particles

collected at these three locations

(the first image has the whole

channel width in view, the latter

three are higher magnification

views of each collection

location, with the location

indicated with an arrow) when

b(i) a 1:1 volume ratio (37:1

particle number ratio) pre-filled

with 1 lL of DI water and b(ii)
used a 2:1 volume ratio (18:1

particle number ratio) pre-filled

with 1.5 lL of DI water; both

experiments used an amplitude

of 1 Vpp
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appropriate amplitude, the majority of the larger 10-lm

particles are collected at the bottom surface and almost

purely 3-lm particles are collected at the free surface. The

population distribution of particles has been calculated

using still images of the collection locations. For the data

shown in Fig. 6b, there was a 50 % split between 3-lm red

and 10-lm blue particles at the central node, whilst at the

liquid–air interface 99.25 % of the particles were red

(initially, there were 37 times as many 3-lm red particles

to 10-lm blue particles; the introduction of particles was at

a 1:1 5 wt% suspension volume ratio of 3 lm red and

10-lm blue particles). In case of Fig. 6c, the lower col-

lection point at the central node had 27 % red particles,

whilst the upper surface had 98.94 % red particles (here,

there initially were 18 times as many 3-lm red as 10-lm

blue particles). Clearly, the system works highly selec-

tively in its separation of an almost pure population of the

small particles. By way of comparison, collection here is

able to separate particles of smaller size difference than

that showed in Rogers et al. (2013) (i.e. 6 and 31 lm),

where a 95 % separation yield is estimated. Shi et al.

(2009b) showed that [80 % of larger latex particles

(4.17 lm) were continuously separated from the smaller

particles (0.87 lm) using standing surface acoustic waves

(SSAW), whilst Nam et al. (2011) showed a separation

yield of 99 % of red blood cells from platelets employing

SSAW. In addition, the collection locations are stable once

the excitation switched off is stable (i.e. particles do not

migrate away to another location over an extended period

of time).

With mixed particle populations, the larger particles

migrate to the pressure node at the lower surface as do

some of the smaller particles. The larger particles migrate

significantly faster. The ARF is proportional to radius

cubed in a standing wave field. The effect can be observed

in Fig. 7, where the 3-lm red particles are stacked above

the blue 10-lm blue particle clump present at this nodal

location. As time progresses and streaming increases (from

image to image), it can be seen that these outer small

particles migrate from this location. The pressure node is

also the extremity of the swirling flows established by

acoustic streaming, so from this location, the smaller par-

ticles are taken around the outer streamlines of the vortex

and as such directly to the upper surface of the fluid where

they are subsequently trapped. This neatly demonstrates the

interaction between streaming and radiation forces pre-

sented in this paper.

Once a desired separation yield is achieved and the

excitation turned off, a microsampling pipette was used to

extract the collected cluster of 3-lm particles as demon-

strated in Fig. 8. During extraction, the particles collected

on the other side of the top surface appear to be distorted.

Fig. 7 A series of images over time demonstrates the role of acoustic

forces and streaming in the system. 10-lm blue particles migrate to the

nodes faster, already forming a predominantly blue streak along the

central node (focussed on the bottom of channel) at 2 s. This is followed

by the stacking of the smaller 3-lm particles on top of these, as shown at

6 and 10 s. Over time the streaming-induced drag forces peel the 3-lm

particles to the free surface, as is shown at 14 s (a thin line of red

particles migrates from the central node, upwards in the image

perspective), until the collection consist of almost entirely blue

particles, 19 s. The system was driven at 3.0 Vpp (colour figure online)

Fig. 8 Images demonstrating the ability to extract an almost pure sample of the smaller 3-lm particles from the free surface using a 1–5-lL

PYREX� disposable microsampling pipette. An arrow marks the location of extraction in the before and after images
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However, once the microsampling pipette is retracted from

the free surface, the collection of particles returns to their

original location. This demonstrates the stability of the

collected particles within a system that is no longer under

excitation and that almost pure samples of smaller particles

can be conveniently removed from a small volume of

suspension containing a mixed population.

5 Conclusion

A method to separate particles based on their size has been

developed using a single open channel microfluidic system.

Computational modelling using COMSOL multiphysics

was performed to predict the particle behaviour as a result

of the induced acoustic field. Numerical models presented

here suggest the ability to tune the separation of particles

by scaling the size of the system. In addition to the com-

putational models, experimentation was carried out and

results presented. Migration of larger particles to the free

surface was significantly reduced by altering the excitation

amplitude, the use of short excitation bursts and pre-filling

the channel with a buffer (i.e. DI water) prior to the

delivery of the particle mixture. Separation between 10-

and 3-lm particles was achieved as their difference in

migration patterns was exploited at a single frequency,

resulting in a simple size-dependant particle separation

mechanism employing two mechanisms simultaneously

(i.e. ARFs and acoustic streaming-induced drag forces).

Furthermore, the separated particles at the free surface

could be easily extracted from the system using a micro-

sampling pipette. In addition, the developed system was

open, which allowed easy access to particles using external

mechanisms such as a microgripper and manual sampling

pipettes from a sample of highly concentrated (99 %)

smaller particles (3 lm) were easily extracted. Additional

advantages of the system are low sample volumes (no

volume losses in pipes and syringes) and no flow require-

ments. Short operation times (15–20 s) added to the ver-

satility of this system and it was not significantly affected

by evaporation.
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Petersson F, Åberg L, Swärd-Nilsson A-M, Laurell T (2007) Free

flow acoustophoresis: microfluidic-based mode of particle and

cell separation. Anal Chem 79(14):5117–5123

Rife J, Bell M, Horwitz J, Kabler M, Auyeung R, Kim W (2000)

Miniature valveless ultrasonic pumps and mixers. Sens Actuators

A Phys 86(1):135–140

Rogers P, Neild A (2011) Selective particle trapping using an

oscillating microbubble. Lab Chip 11(21):3710–3715

Rogers P, Gralinski I, Galtry C, Neild A (2013) Selective particle and

cell clustering at air–liquid interfaces within ultrasonic micro-

fluidic systems. Microfluid Nanofluid 14(3–4):469–477

Shafiee H, Sano MB, Henslee EA, Caldwell JL, Davalos RV (2010)

Selective isolation of live/dead cells using contactless dielectro-

phoresis (cDEP). Lab Chip 10(4):438–445

Shao FF, Neild A, Ng TW (2010) Hydrophobicity effect in the self

assembly of particles in an evaporating droplet. J Appl Phys

108(3):034512–034518

Shi J, Ahmed D, Mao X, Lin S-CS, Lawit A, Huang TJ (2009a)

Acoustic tweezers: patterning cells and micro particles using

standing surface acoustic waves (SSAW). Lab Chip 9(20):

2890–2895

Shi J, Huang H, Stratton Z, Huang Y, Huang TJ (2009b) Continuous

particle separation in a microfluidic channel via standing surface

acoustic waves (SSAW). Lab Chip 9(23):3354–3359

Sritharan K, Strobl C, Schneider M, Wixforth A, Guttenberg Zv

(2006) Acoustic mixing at low Reynold’s numbers. Appl Phys

Lett 88(5):054102–054103

Tan JN, Neild A (2012) Microfluidic mixing in a Y-junction open

channel. AIP Advances 2(3):032111–032160

Weiser M, Apfel R, Neppiras E (1984) Interparticle forces on red

cells in a standing wave field. Acta Acustica United Acustica

56(2):114–119

Woias P (2005) Micropumps—past, progress and future prospects.

Sens Actuators B Chem 105(1):28–38

Xu L, Ng TW, Neild A (2009) Delicate selective single particle

handling with a float-sink scheme. Appl Phys Lett 94(3):

034103–034104

Yaralioglu GG, Wygant IO, Marentis TC, Khuri-Yakub BT (2004)

Ultrasonic mixing in microfluidic channels using integrated

transducers. Anal Chem 76(13):3694–3698

890 Microfluid Nanofluid (2014) 17:879–890

123

3.2. PUBLICATION

62



Chapter 4

Batch Process Particle Separation

using Surface Acoustic Waves

4.1 Overview

The task of size-deterministic particle separation in batch systems is further explored in

this chapter. The aim was to further reduce the particle size di�erence that can be sor-

ted within static �uids. To realise this, a SAW based system is proposed. The choice of

utilising SAW as the excitation mechanism was due to a several key reasons that are vital

for achieving the desired separation performance. SAW enables the fundamental sorting

mechanism proposed, as it allows the integration of TSAW and SSAW when employed

within an acoustically absorbent (i.e. PDMS) chamber. Another key advantage of SAW,

is the ability to operate at much higher frequencies, in contrast to BAW systems. As a

direct result of operating at higher frequencies, f the acoustic wavelength in the �uid, λf

is reduced to approach the size of the particle, which plays a key role in tuning the critical

separation size. In addition, the size of the system can be further reduced (due to the

decreased acoustic wavelength), thus minimising the required sample quantity. Finally, as

SAW established acoustic �elds are relatively independent of the chamber size and design,

a range of frequencies can be utilised, allowing for the employment of a frequency sweep.

This enhances the separation e�ciency as the SSAW dominated particles are able to mi-

grate beyond a wavelength, thus forming a smaller cluster of particles in the middle of the

chamber. FEA modelling demonstrates the underlying sorting mechanism and suggests

that by altering the acoustic wavelength employed for a particular particle size, the dom-

inant forcing mechanism experienced by the particles can be tuned between TSAW and

SSAW. Finally, two sets of experimental data demonstrate size-deterministic sorting of 5.1

µm from 7 µm particles using a frequency range of 60 MHz to 90 MHz and 3.1 µm from

5.1 µm between a frequency range of 70 MHz to 120 MHz.

4.2 Publication

This publication [33] is reproduced by permission of The Royal Society of Chemistry.
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Batch process particle separation using surface
acoustic waves (SAW): integration of travelling and
standing SAW†

Citsabehsan Devendran,a Nipuna R. Gunasekara,a David J. Collinsb and Adrian Neild*a

Acoustic fields offer a versatile and non-contact method for particle and cell manipulation, where several

acoustofluidic systems have been developed for the purpose of sorting. However, in almost all cases,

these systems utilize a steady flow to either define the exposure time to the acoustic field or to

counteract the acoustic forces. Batch-based systems, within which sorting occurs in a confined volume,

are compatible with smaller sample volumes without the need for externally pumped flow, though

remain relatively underdeveloped. Here, the effects of utilizing a combination of travelling and standing

waves on particles of different sizes are examined. We use a pressure field combining both travelling and

standing wave components along with a swept excitation frequency, to collect and isolate particles of

different sizes in a static fluid volume. This mechanism is employed to demonstrate size-based

deterministic sorting of particles. Specifically, 5.1 mm and 7 mm particles are separated using a frequency

range from 60 MHz to 90 MHz, and 5.1 mm particles are separated from 3.1 mm using an excitation

sweeping between 70 MHz and 120 MHz.

Introduction

Particle and cell separation is a fundamental step in a number
of biological and industrial processes, where many methodol-
ogies accomplish this separation in a continuous throughput
manner. Many of these devices operate by combining uid
drag forces with an externally applied force including those
arising from magnetic,1,2 optical,3,4 dielectrophoretic (DEP)5–7

and acoustophoretic8–11 elds, or using the ow prole of the
uid as it passes contractions or obstacles.12,13 For each of these
methods, particles with different dimensions, shapes, and
electric or mechanical properties experience different forces
and therefore displacements. The requirement for an externally
generated continuous ow, however, limits the ability for these
methods to be applied outside laboratory settings and usually
necessitates external pumps with the minimum volume
requirements that this entails.

In contrast, batch processing can be applied to small,
ml-scale samples and increase diagnostic detection efficacy,
crucial in many biological processes.14–16 The ability to perform
sample preparation on-chip reduces time investment; this

compliments the reduction of reagent usage, allowing low
operational costs. Despite these advantages, there have
been comparatively few studies in particle separation for static
uids. Previous methodologies for the batch-sorting of small
samples include optical tweezers,17 magnetic actuation1 and
locally induced ow from acoustic18 or electrohydrodynamic
streaming.19 These methods are limited, however, in their sepa-
ration efficiency (ow-based methods), complexity of operation
(optical methods), or types of particles/cells that can be separated
(magnetic methods). To tackle this, acoustic actuation offers easy
on chip integration, the ability to use portable miniaturized
circuits to actuate the acoustic eld20 and good biocompati-
bility.21,22 In addition, acoustic force elds can be displaced23

which permits the generation of particle mobility that is required
for separation within a static uid volume.

The disturbance of an acoustic eld due to the presence of
a particle, specically one that differs in density and/or speed
of sound with respect to the surrounding medium, results in
a time-averaged acoustic radiation force (ARF) that acts on the
particle. The force is a result of second order terms in the
Navier–Stokes equation, which time-average over an oscilla-
tion to a non-zero value. As such the ARF acting on a particle
leads to a net movement rather than an oscillation.24 Whilst
acoustic elds also lead to Bjerknes forces (forces arising from
the scattered wave from a nearby particle) and acoustic
streaming (a steady state swirling uid motion), it is the
acoustic radiation force which is most widely exploited for
particle manipulation. Typically, this is through the excitation
of either bulk acoustic waves25–28 (BAW) or surface acoustic
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waves29–31 (SAW). The former seeks to excite resonances within
the uid volume using longitudinal or exural modes coupled
from a vibrating structure; the latter uses a spatially periodic
electrical eld to create a resonant condition on a piezoelectric
substrate. In the case of SAW, a further distinction can be
made between travelling SAWs (TSAWs), in which a wave
propagates through the system, and standing SAWs (SSAWs)
in which there are two counter propagating waves. Sorting
within a continuous owing uid has been achieved using
BAW,32–34 TSAW31,35–39 and SSAW.40,41 In batch systems, with very
small samples in contact with a substrate, separation has been
shown using acoustic streaming in droplets,18 in an open
chamber42 and in a channel.43

Here, we examine the use of acoustic radiation forces alone
for particle separation in a batch system, and demonstrate
that the controllability of this type of acoustic force allows
highly specic separation. Our method utilizes a combination
of several mechanisms made possible by SAW based actua-
tion. Firstly and uniquely, we utilise both TSAW and SSAW;
the former acts to push the particles across the chamber,
the latter to capture particles in bands of minimum force
potential. Secondly, we sweep the frequency of excitation, in
doing so we average the force elds over a wide frequency
range. Such an approach has been used to rene the force
eld in a droplet,44 handle particles in multiple chambers,45

and migrate particles across a chamber in a moving standing
wave.46 While the usage here is most akin to the latter
example, we show that the nal location of the particles is
size dependant due to the addition of the travelling wave to
the swept standing wave. Thirdly, utilising the ability of
SAW systems to operate at high frequencies,47 we are able
to generate wavelengths, lf, that approach the diameter of
the larger particles. Forces generated by TSAW and SSAW
scale differently to particle radius, r (FTSAW f r6,35 and FSSAW
f r3,24 if particle radius, r � lf). Furthermore, Skowronek
et al.48 demonstrated that TSAW is effective for particle
deection when the parameter, k $ 1.28 � 0.20, where
k ¼ k � r (k is the wavenumber in the uid). Hence the
relative importance of each force type is particle size
dependant; we show that the difference in response this
gives rise to is further enhanced as lf approaches the size
of the larger particle, rlarge to operate above the critical k

parameter.49

We show that the cut-off radius between behaviour types
(TSAW or SSAW dominated) is frequency range dependant, and
demonstrate the separation of 3.1 mm from 5.1 mm particles, as
well as 5.1 mm from 7 mm within a static sample.

Operating principle
Experimental

The system consists of a microuidic chamber, cast in poly-
dimethylsiloxane (PDMS), and bonded onto a 128� rotated Y-cut
X-propagating lithium niobate, LiNbO3 (LN) piezoelectric
substrate. This substrate is patterned with four sets (each
aligned 45� from the X-axis) of aluminium interdigital trans-
ducers (IDTs), which are arranged in two pairs arranged

orthogonally to each other (Fig. 1). The speed of sound in LN
differs with respect to the propagation direction, here in
this setup it is approximately 3600 m s�1.50 Each set of IDTs
is chirped,51 meaning that there is a spatial variation in pitch
between the electrodes (SAW wavelength, lSAW range; 20–70 mm),
making them responsive to a range of frequencies. Each set of
transducers consists of 34 nger pairs with individual nger
widths between 20 mm and 70 mm with an aperture of 1140 mm.
The actuation of two pairs of orthogonally oriented sets of
IDTs permits the generation of a 2D acoustic eld52 within the
microuidic chamber when an oscillating (i.e. A/C) electrical
signal is applied. This eld can have both standing and
travelling wave components, whose relative magnitudes
depend on the power applied to each set of IDTs.

The device is held under a microscope (Olympus BX43)
using a 3D printed frame where spring loaded contact pins
make contact with the electrode pads on the LN substrate. The
experiments are recoded at 15 frames per second using
a microscope mounted camera (Dino-Eye AM4023CT). The
electrical signal is provided by a combined signal generator
and amplier (Rohde &Schwarz HAMEG HM8134-3 and
Amplier Research 25A250A). This generator is capable of
providing a swept frequency signal, in which the frequency is
constantly changed from a lower frequency limit, fL, to
a higher frequency limit, fH, in 1 MHz steps, with a set cycle
time period, TCYCLE. For separation of 3.1 and 5.1 mm particles
a 70–120 MHz signal range over with TCYCLE¼ 10.3 s was used.
For separating 5.1 mm and 7 mm the frequency range and
TCYCLE are 60–90 MHz and 6.45 s, respectively. The S11 values,
a measure of input port voltage reection coefficient (i.e.
efficiency of the examined IDT; power transmitted into the
LN to generate SAW) were assayed using a network analyser
(PowerSAW Belektronig F20).

Fig. 1 (a) Diagram of the batch sorting device used in the experimental
setup (particles dispersed homogenously as an initial condition) the
chamber size is 707 mm (W) � 707 mm (L) � 25 mm (H), (b) top view of
the idealised particle batch sorting (smaller particles (red) congregate
in the centre and the larger particles (blue) at the top left corner) and (c)
picture of the device used.
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Analysis of the uorescent particles intensity in the
captured images allows time dependant data to be gathered
on the collection of the particles. Firstly, a suitable RGB
threshold was applied to the entire image such that areas in
which a particle was present were attributed the value of
1 and the remaining areas the value of 0. Two areas measuring
100 � 100 pixels in the locations where the particles nish
were identied, and the intensity analysed. The location of
these areas was held constant throughout comparable
experiments. The average intensity was then calculated for
5 distinct equally spaced time steps. To allow for a compar-
ison over different samples accommodating for varying
initial particle counts and distributions, the average intensity
of each particle size is normalised by the total average
intensity of both particle sizes within the analysis regions at
corresponding time steps. It is this normalised average
intensity distribution within the two regions which are used
to demonstrate particle separation.

Numerical simulation

The forces exerted on a particle that is much smaller than
the acoustic wavelength are well understood for both
standing waves24 (SWs) and travelling waves53 (TWs), though
the simultaneous effects of both these wave components
has not been investigated. In this work, a combination of
these two types of waves and the effect it has on particles of
various sizes are presented. The acoustic radiation force is
a non-linear effect, arising from second order terms. This
means that whilst the pressure elds arising from each of
the wave types can be summed, such linear superposition
is not possible for the force elds acting upon particle sizes
that a comparable to the wavelength as investigated here.54

To illustrate the effect of a mixed wave eld in what is
a complex system, a simple 2D model capturing the salient
features has been developed using COMSOL Multiphysics.
This model incorporates the effects of the TSAW and SSAW
forces, though use of a swept frequency will not be
examined.

When an acoustic wave encounters a suspended object
(with differing density and/or speed of sound to the sus-
pending medium) the wave will be diffracted and scattered.
In order to avoid reections such as those arising from
a scattered wave, the uid volume has been made long and
thin, see Fig. 2(a). The upper and lower boundaries are such
that a matched acoustic impedance boundary condition is
imposed; this means that any scattered wave will propagate
through it and reections will be avoided. At each end of
the chamber, boundary conditions need to be established
such that a range of combinations of standing and travelling
wave can be investigated. This necessitates a different
boundary condition, so to keep scattered wave reection to
a minimum, these boundaries are located a long way from
the scattering object and the boundaries are kept short. Each
end of the chamber acts as a wave source; by keeping the
edges narrow the elds that emerge in the centre of the
chamber are in the far eld region of the ultrasonic source55,56

and so represent a reasonable approximation of a uniform
sinusoidal waveform.

The amplitude of the leward propagating wave is set to be
a ratio (<1), R, of the rightward wave. This imbalance leads to
a pressure eld consisting of a standing wave (amplitude
proportional to R, the standing wave ratio) and travelling wave
(amplitude proportional to 1 � R) component in the centre of
the chamber, labelled the area of interest in Fig. 2(a) (14lf from
each end). Each end of the chamber also has a matched acoustic
boundary layer, which allows waves of a dened wavenumber
to pass through without reection.

This model investigates the effects of the particle within
a pressure eld of a certain wavelength and does not directly
simulate the piezoelectric LN substrate as we are primarily
interested in the interaction between a particle and a combined
SW/TW pressure eld. The particle is assigned the same mate-
rial properties as the polystyrene uorescent particles used
in the experiments (rp ¼ 1050 kg m�3, cp ¼ 2350 m s�1).

The time-averaged force acting on a solid particle of arbitrary
size when the uid viscosity is neglected can be calculated
using:57

F ¼ 1

2
rf

ð
S0

"
hv12i �

1

rf
2cf 2
hp12i

#
ndS � rf

ð
S0

hðn:v1Þv1idS (1)

where, rf and cf (1000 kg m�3 and 1490 m s�1) are the density
and speed of sound of the uid respectively, and v1

2 and p1
2 are

the mean square uctuation of the velocity and pressure
respectively. The forces calculated have been benchmarked
against cases shown by Dual et al.57 In the pressure elds
considered, the SSAW and TSAW forces on a particle are
assessed over a distance of lf (from �lf/2 to lf/2 at lf/12
intervals).

Fig. 2 (a) FE model depicting boundary conditions and 2nd order time
averaged absolute pressure distribution when (i) R ¼ 0.5 (mixed SW/
TW), (ii) R ¼ 0 (pure TW) and (iii) R ¼ 1 (pure SW), (b) plot of the 2nd
order time-averaged pressure field against the X-position (1 lf shown)
for different R values.
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Results and discussions
Numerical results

When a particle is located within the pressure eld (Fig. 3(a)),
eqn (1) can be used to calculate the forces acting on its surface
over a single oscillation cycle, examples are shown in Fig. 3(b)
to (d). The acoustic contrast between the particle and the uid
medium gives rise to these forces while also distorting the local
pressure eld. Fig. 3(e) shows the total force (i.e. aer integration
over the particle surface) as a function of radius, r, for both pure
travelling wave and a pure standing wave. This allows a link to be
made with established theories, in which the scaling with radius
is known to differ; for a sphere, FTSAW f r6,35 and FSSAW f r3,24

provided r � lf. This difference in the relationship means that
a larger particle is subject to a larger TSAW induced force than
is a smaller one. What this gure shows is that as the radius is
increased so that r approaches lf, this difference is further
enhanced as the increase in force associated with the SW tapers
off at a certain r value as it is increased, whereas FTSAW continues
to increase, yielding an rcrit above which FTSAW > FSSAW. Hence,
to increase the inuence of the travelling wave and so the

sorting effect, smaller wavelengths should be used, thus
increasing the size of the particle relative to the wavelength.

Both the orientation of the forces and the inuence of the
particle on the force eld can be seen for increasing particle
sizes in Fig. 3(b)–(d). In each case the particle is located in the
same location, leward of the pressure antinode, so a pure
standing wave would act to move the particle further leward
towards the pressure node. Conversely, a pure TW acts to push
the particle in the wave's propagation direction, hence right-
ward. It can be seen, from Fig. 3(b)–(d) the net force on the
smallest, 3 mm, particles is leward (toward the nodal position),
whilst for the 5 mm and 10 mm particles is rightward, hence the
change between dominance of SW and TW is shown as radius
dependant (R value held constant at 0.3).

Fig. 3 addresses the dominant force at one location. In order
to map out the spatial force eld the simulated particle is
sequentially translated with reference to the eld, the resulting
net force variation is shown in Fig. 4(a) and (b) for two different
R values (1, 0.2) and three particle sizes (1, 4, and 7 mm).
What can be seen is that for certain combinations of these two
parameters the force is never negative, hence always rightward
in nature, i.e. the TW force dominates over the whole wave-
length. If the non-dimensional size of a particle, a ¼ r/lf, is
above a critical size, acrit ¼ rcrit/lf, the particle's trajectory
(at all locations of a wavelength) will be dictated by the TW
and migrate rightward, otherwise if a < acrit the particle will
ultimately be held in one location (where F ¼ 0 and dF/dx is
negative). As expected in the pure SW scenario, Fig. 4(a), all
three particle sizes will migrate to xed locations. However,
for an R value of 0.2, Fig. 4(b), the 7 mm will migrate rightward,
whilst the 1 mm and 4 mm particles will be held static. This
model demonstrates the principle of size based separation by
use of a TW and SW, whereby larger particles are preferentially
translated in this hybrid eld.

Fig. 4(c) shows the value of the minimum force over a wave-
length as a function of the standing wave ratio, R for a range of
particle sizes. The plot shows that as the value of R increases,
the dominant component of the acoustic eld transitions from
TSAW to SSAW gradually and thus the potential to tune rcrit.
This is further demonstrated by plotting the value of ac against
R, Fig. 4(d) shows the crossover R value for a given r. Bearing
in mind that the value of R is a measure of the relative ampli-
tude, and so dominance, of the TW and SW, Fig. 3(e) also
indicates, indirectly, a mechanism to tune the critical particle
system, by operating at a lower or higher frequency the relative
strength of the force generated due to TW or SW is altered, and
hence the relative importance of these two wave components
can be altered by R or frequency change (i.e. change in lf).

Experimental results

The numerical results demonstrate several aspects of the
underlying physics allowing particle separation, however it does
not address the effect of sweeping the frequency of excitation.
This plays two key roles; rstly, when considering the balance
between the SW and TW it enhances the TW effect, and
secondly when considering particle dominated by the SW, it

Fig. 3 2nd order time averaged absolute pressure distribution when
R ¼ 0.3 (i.e. 30% standing wave) (lf ¼ 30 mm; P ¼ 1 MPa) with (a) a 1 mm

particle placed at
�l
12

from the centre, an acoustic radiation force (ARF)

arrow plot (normalised arrows visualise the relative magnitude of the
ARF acting at it's corresponding location)with particle sizes (b) 3 mm, (c)
5 mm and (d) 10 mm placed in the same location as (a) (colour bar scale
units in Pa), (e) force, F by the 2nd order time averaged absolute
pressure, <P> plotted against particle radius, r in mm for a pure TSAW
(blue) and a pure SSAW (red).
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causes collection into a single location rather than large
number of static pressure nodes due to the time-averaged effect
of the force eld.46

The R value, determining the balance between TW and SW, of
the experimental system is set by the differing response of the
IDTs to the electrical signal. The effective actuation amplitude
is dependent on the S11 of the IDTs. The S11 parameter is the
reection coefficient due to the electrical impedance mismatch
between the IDTs and the power source (this includes the inu-
ence of cables and electrical connectors). The S11 curves of the
IDTs based on an identical electrical input signal are shown in
Fig. 5(a), it can be seen that despite nominally identical electrode
patterns, there are differences in these plots. By sweeping the
frequency over a range, inevitably some part of this bandwidth
will display differing S11. Within this subset of frequencies, there
will be a TW component as well as a SW component. The
amplitude of the wave produced by each IDT set depends on the
S11 parameter of the corresponding IDT. For instance, if an IDT
set has a S11 parameter of 0.6, the transmitted electrical signal
amplitude to that particular IDT is 40% (i.e. (1 � S11) � 100%) of
the input power. Therefore, the lower the S11 parameter, more
electrical power is transmitted to the IDT set. Here, the ampli-
tudes (for an identical input electrical signal) of the SW and TW
respectively, at a given frequency, are A1 and A2� A1, where A1 and
A2 are the wave amplitudes of the weaker and stronger sources

respectively, for frequencies below 105MHz. A larger S11 at a given
frequency, as indicated in Fig. 5(a), means a weaker SAW (i.e.
lower wave amplitude) emanating from that IDT (i.e. IDT 1 in this
scenario). The effect of the variations in S11 is demonstrated in
Fig. 5(b) which shows the spatial variation of surface displace-
ment, measured by Laser Doppler Vibrometer (Polytec UHF-120)
occurring between the IDTs when all four are actuated by the
same electrical input. If the peak (marked by the black square in
Fig. 5(b)) displacement magnitude is observed, the peak in
Fig. 5(b)(i and iii) are similar, however, Fig. 5(b)(ii) has a smaller
magnitude (i.e. lighter red comparatively; colour bar scale is
identical for all three images). This is due to the presence of a TW
and SW combination whereby, the resultant magnitude of a wave
differs throughout a complete oscillation as depicted by the nor-
malised amplitude plot in Fig. 5(b)(iv) corresponding to the same
phase presented. The presence of different displacement magni-
tude peaks as shown in Fig. 5(b) would not be observed in a pure
SW or TW system but only with a combination of SW and TW.

As observed in Fig. 5(a) the differences in S11, thus, differ-
ences in the amplitudes of the waves are relatively small, less
than the values of R used in the simulations. The reason is due
to the frequency sweep. For a pure standing wave, the particles
will move from the force potential minima, U (not to be
confused with force, F; where F¼�VU) at one frequency, to that
of the next frequency, this will bring them closer to the centre

Fig. 4 FE model calculated ARF in the X-direction against X-position from the centre of the chamber (lf ¼ 30 mm) with (a) R¼ 1 (i.e. 100% SSAW)

and (b) R ¼ 0.2 (i.e. 20% SSAW). (c) Minimum calculated ARF at
�l
8

against R for various particle sizes in mm, and (d) crossover SW ratio (i.e. ratio

at which the SW becomes more dominant than the TW) against particle radius, r.
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of the chamber, with each frequency change, as each minima is
offset from the previous one. In the context of single frequency
of operation, as in Fig. 4, for TW dominated behaviour there are
no local force potential minima. However, if the frequency is
swept this condition is relaxed.

For the sake of simplicity in describing the phenomenon, we
consider a simplied 1-dimensional system (it should be noted
that the system utilised here in experiments is a 2-dimensional
system), where a leward TW component is added to the SW force
potential (i.e. a slope is added to a sine wave). When the distance
between the rightward local maxima and the local minima (da) is
larger than between the same local minima and the local leward
maxima (db), we term this an asymmetrical force potential. To
bring particles to the centre (in the 1-dimensional case) from the
right-hand side is straightforward; it follows the pure SW case, but
with further assistance from the TW. What is more interesting is
the behaviour on the le-hand side of the chamber as this is

where the two particle sizes behave differently. The minima of
the SW dominated particles may be offset such that the particles
are drawn to the centre (the offset is <1/2(da + db)), however due to
the force potential asymmetry the same stepwise changing of
the frequency could lead to a particle jumping from one local
minima to the next leward one if the offset exceeds db. Hence,
even if local minima are present in the force potential, the use of
a swept frequency system canmean that the TW causes migration
away from the larger source (i.e. A2 & A4 for the case shown in
Fig. 5(b)). Indeed, when a single frequency (120 MHz) was used,
no difference in behaviour was observed between 3.1 mm and
5.1 mm diameter particles, i.e. neither were TW dominated. The
power transmitted to each set of IDTs was not actively altered.
As shown by Fig. 5(a), a disparity is observed for the IDT design
used and therefore active control was not required to demonstrate
the sorting mechanism. However, if precise control of the TW
dominated particle's nal location is required, active control of
input power to individual sets of IDTs can be implemented.

The role of sweeping the frequency for SW dominated
particles is to cause a longer migration trajectory than simply
between an antinode and the nearest node in a single frequency
system. Fig. 6 shows how, 5.1 mm particles (dominated by

Fig. 5 (a) S11 parameter curve against frequency, f for each of the IDTs
used as denoted by the inset (i) (arrow lengths depict the relative
power transmitted to the corresponding IDT at 95 MHz). The value of
1� S11 parameter, denotes the power transmitted to the device leading
to the power disparity within the system giving rise to a combination of
TSAW and SSAW. (b) Time series images of Laser Doppler Vibrometer
(LDV) scan data demonstrating the presence of the TSAW at 95 MHz

every
p

2
rad phase (black line denotes centre diagonal of the scan area

(constant position); black square denotes the tracked wave peak) (i)

0 rad (ii)
p

2
rad (iii) p rad and (iv) depiction of normalised magnitude, A

when R ¼ 0.3 against X position at 3 different time intervals within

a period (increments of
p

2
rad) (1 lSAW shown).

Fig. 6 (a) The orientation of the chamber in relation to the IDTs and
depiction of the relative transmitter power for 90 MHz (i.e. fH). Time
series of images (depicted square is the entire chamber as shown in
Fig. 1(a) as seen from above) demonstrating 5 mm particle collection
dominated by SSAW as a result of the sweep over a range (60–90 MHz
(1 MHz interval); 400 mV) of frequencies (T5 ¼ 45 s; 7 sweep cycles).
From the initial dispersion (b) to the final position (f) (scale is equal over
all images). See ESI Video 1† for multimedia.
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SW effects, with a < acrit) are rst trapped in distinct locations at
the pressure nodes54 of a 2-dimensional eld at a single
frequency, and then as the frequency is raised from 60 MHz to
90 MHz, and the cycle repeated, gradually migrate to the centre
of the chamber as result of the averaged force eld over a sweep
cycle.

Whilst particles dominated by the SW will migrate to the
centre of the chamber when the frequency is swept, those

dominated by the TW (over some part of the frequency sweep)
will migrate away from the larger amplitude source (or sources
if 4 IDTs are used). To demonstrate this, the microuidic
chamber was lled with uorescent polystyrene particles of 2
distinct sizes and the IDTs actuated. In the rst case, a sample
with 5.1 mm (green) and 7 mm (yellow) particles were separated
using a frequency range of 60 MHz (fL) to 90 MHz (fH) with
a TCYCLE of 6.45 s. As shown in Fig. 7(a), the particles are initially

Fig. 7 (a) Chamber orientation and relative transmitted power depiction (at 90 MHz (i.e. fH)) along with time sequence images of experimental
data for particle separation of 5 mm (green) and 7 mm (yellow) particles (depicted square is the entire chamber as shown in Fig. 1(a) as seen from
above) (scale is equal over all images) (see ESI video 2† for multimedia) and (b) average intensity percentage against time analysis data (i) centre of
chamber (i.e. as depicted by the green square in (a)) (ii) side of chamber (i.e. as depicted by the red square in (a)) (350 mV; T5 ¼ 115 s). (c) Average
intensity percentage against time analysis data based on experimental data of particle separation for 3.1 mm and 5.1 mm particles (i) centre of
chamber (i.e. as depicted by the green square in (a)) (ii) side of chamber (i.e. as depicted by the red square in (a)) (250 mV; T5 ¼ 210 s).
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dispersed throughout the chamber. Once the IDTs are excited,
particles of both sizes are translated, with smaller particles
shied to the chamber centre. Midway through the experiment
(T3) most of the smaller 5.1 mm particles have been concen-
trated at the middle of the chamber as a result of the dominant
SSAW (a5 mm < acrit). In contrast, the 7 mm particles (a7 mm > acrit)
migrate to the top le corner of the chamber (i.e. A2 & A4 > A1 &
A3; see relative power depiction in Fig. 7(a)). The bar graphs in
Fig. 7(b)(i and ii) show the percentage of each particle within
two areas of the chamber (see Fig. 7(a) for their location) as
a function of normalized intensity. It can be seen that over time
the proportion of 5.1 mm particles increase to 100% and the
proportion of 7 mm particles decrease consistently at the centre
of the chamber. In contrast, in Fig. 7(b)(ii), it can be observed
that, the proportion of larger 7 mm particles increases while the
smaller 5.1 mm particles decrease. It should be noted that the
appearance of the yellow 7 mm particle present in the middle of
the chamber as seen in Fig. 7(a) T4 is due to particle migration
driing from the chamber outlet. However, this particle is
also forced towards to the larger particle collection region
(see ESI Video 2†). The total time to achieve complete separation
of 5.1 mm and 7 mmparticles excited at 350 mV is 115 s. The data
presented is the average over 3 trials; the error bars show one
standard deviation. As the initial location of the particles is
random and the nal position is determined by the response
the acoustic eld, it is clear that the error bars reduce signi-
cantly as the experiment progresses.

In Fig. 7(c), samples of 3.1 mm and 5.1 mm particles have
been successfully separated. Again linking back to Fig. 4(b), to
enter the regime in which TW becomes increasingly important
the particle size needs to approach the wavelength, as the
particles being separated are smaller in this experiment, this
means an increase in frequency is required. Consequently, the
excitation frequency range is increased, and set at 70 MHz (fL) to
120 MHz (fH) over a time period of 10.3 s. It can be seen that
under these operational conditions the 3.1 mm particles collect
at the center of the chamber whilst the 5.1 mm particles migrate
away from IDTs 1 & 3 (i.e. stronger sources; see S11 curve in
Fig. 5(a) at 120 MHz). In this case, the larger 5.1 mm particles
migrate to the bottom right corner where, A1 & A3 > A2 & A4 as
opposed to the earlier case whereby, A2 & A4 > A1 & A3. As such,
the use of frequency range to tune the critical particle size
for separation is demonstrated. The total time to achieve
complete separation of 3.1 mm and 5.1 mm particles excited at
250 mV is 210 s.

Conclusions

The concentration and size-based separation of particles has
been demonstrated in a static ow condition by exploiting
a pressure eld that combines both standing and travelling
waves. These are excited by generation of counter propagating
surface acoustic waves andmodied using a continuously swept
excitation frequency. Separation occurs due to the hitherto
unexplored interplay between travelling and standing wave
forces as the particle size approaches the acoustic wavelength,
where the travelling wave force can exceed that of the standing

wave. The use of a swept frequency further accentuates the
effect of the travelling wave on larger particles and causes
smaller particle migration with the moving standing wave eld
resulting in concentration from the entire volume of the sample
chamber (rather than a quarter wavelength as for a single
frequency excitation). The result is the larger particles are
pushed across the chamber dominated by the travelling wave
component, and smaller particles are collected at the center of
the chamber due to the standing wave component. We
demonstrate this methodology in the deterministic separation
of 5.1 mm and 7 mm particles using a frequency range from 60
MHz to 90 MHz, and 5.1 mm from 3.1 mm particles using an
excitation frequency range of 70 MHz to 120 MHz.
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Chapter 5

Optimisation of an Acoustic

Resonator for Particle Manipulation

in Air

5.1 Overview

Particle manipulation and transport in air is of great interest for batch process systems.

Acoustic levitation enables a non-contact approach of trapping and examining mechanical

properties of biological materials. [218] The use acoustic levitation has attracted interest in

analytical and bioanalytical chemistry applications. [165] Utilisation of a non-contact ap-

proach allows for more accurate examination of chemical and mechanical properties as the

inspected sample is isolated, therefore, reducing contamination and damage. Sample pre-

paration procedures in levitated drops have been performed for various chemical procedures

such as acid-base titration, solvent exchange , sample preparation for gas chromatography

and analyte enrichment by evaporation. [219] Acoustic levitation and transport of particles

within airborne systems have also been reported to sizes as small as 500 µm. [49,50,164,220]

However, very small micron-sized (i.e. sub 100 µm) particle handling has not been reported.

Individualised micon-sized particle trapping for inspection purposes is proposed in

this chapter. Knowledge of liquid based acousto�uidic systems is transferred across for

operation in air. It is suggested that an increased frequency, thus, reducing the acoustic

wavelength would enable individualised particle trapping. FEA modelling investigation

accommodating for attenuation which is more signi�cant at the MHz frequency range,

suggests an optimum operational frequency exist for a given system size. The optimisation

process was extended by employing a one-dimensional analytical wave-propagation model

to obtain ideal layer thickness and material selection for maximum energy transfer. Based

on the predictions gathered from the modelling, an experimental device was fabricated to

successfully trap dense polymethyl methacrylate (PMMA) as small as 14.8 µm in diameter.

This work serves as a precursor investigation into a full non-contact 3D individualised

particle transport.
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a b s t r a c t

An acoustic resonator system has been investigated for the manipulation and entrapment of micron-
sized particles in air. Careful consideration of the effect of the thickness and properties of the materials
used in the design of the resonator was needed to ensure an optimised resonator. This was achieved
using both analytical and finite-element modelling, as well as predictions of acoustic attenuation in air
as a function of frequency over the 0.8 to 2.0 MHz frequency range. This resulted in a prediction of the
likely operational frequency range to obtain particle manipulation. Experimental results are presented
to demonstrate good capture of particles as small as 15 �m in diameter.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Biomedical applications increasingly use micro-
electromechanical systems (MEMS) technology and small particle
capture in their implementation. Examples include the analysis
of airborne particles and pathogens. Microgrippers can be used to
manipulate such particles in liquid [1], capture cells in suspension
[2] and characterize mechanical properties of individual biological
particles [3], and are usually designed to grip particles by frictional
forces [1,4–6]. However, these contact-based approaches can
cause damage due to the mechanical forces involved [3]; they can
also encounter problems with stiction, due to significant adhesive
(capillary) forces that can be present at such small scales [7–9].
Stiction effects can be reduced by using surface coatings [10]
and/or by minimising contact surface area by modifying the tip
geometry of the gripper, for example [11]. However, a non-contact
approach is required when handling delicate samples which may
be damaged by frictional gripping methods.

A number of non-contact approaches to particle manipula-
tion are available. These include optical traps [12] and electric
field methods (dielectrophoresis or DEP) [13]. These methods have
numerous applications, although miniaturisation and integration
within MEMS-based devices is problematic. A high optical density
is required for optical trapping, and the DEP method only operates
over a limited spatial range. A third method, to be investigated here,
uses forces generated by an ultrasonic field [14,15]. This technique,

∗

also known as acoustophoresis, can be integrated into small-scale
devices to manipulate particles and droplets in both liquids and
gases [16,17].

The acoustic method relies on differences in material properties
between the particles and the medium, as this generates acous-
tic radiation forces (ARFs). These non-linear forces act directly on
the suspended matter, causing a migration over multiple oscilla-
tion cycles [18]. Acoustic manipulation, using ARF, has been widely
applied in microfluidic devices, due to good biocompatibility [19],
relatively simple instrumentation, robust architectures and good
on-chip integration possibilities. Capabilities such as positioning
of particles in a single plane for filtration (acoustic filters) [20,21],
within a microfluidic channel [22] and within three dimensions
[23] have been demonstrated. It can also be used for particle sorting
and separation [24,25], and for the production and manipulation of
aqueous droplets in oil [26,27].

While manipulation of particles in microfluidic liquid based sys-
tems is well established, there are only a handful of examples
for manipulation of small particles in air. Acoustic levitation and
transport of particles in air have been reported in the literature
[17,28–30], as has the ability to trap liquid droplets [31,32]. There
have been several other resonator designs that have been explored
to successfully levitate particles and droplets in air using acous-
tics. Design of an acoustic horn attached to solid plates and blocks
[33–35] have been used to excite the air cavity and trap particles
and droplets. In addition, two cylindrical bolted langevin trans-
ducers which were used by Kozuka et al. [36] managed to trap
2 to 3 mm polystyrene particles and mist as well. Furthermore,
Khmelev et al. [37] designed a stepped disk ultrasonic transducer to
effectively coagulate aerosol particles as small as 0.4 �m together.

http://dx.doi.org/10.1016/j.snb.2015.10.068
0925-4005/© 2015 Elsevier B.V. All rights reserved.
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Fig. 1. Device assembly and terminal configuration (intended standing wave profile
and particle collection location depicted in white).

Manipulation of particles as small as 500 �m in an acoustic res-
onator has been demonstrated [17]. However, most work with
small particles has been performed in water within microfluidic
resonators [20,38,39]. Here, we wish to individually manipulate
very small, dense, solid particles in air, with diameters as small as
15 �m. Changing the dispersion medium to air at higher frequen-
cies introduces losses due to attenuation [40], which are not a major
factor in liquids. In addition, piezoelectric elements used for ultra-
sound generation are far less efficient in air, due to the large acoustic
impedance mismatch between the two. This requires the use of a
matching layer between the piezoelectric element and the air gap,
which has to be optimised for use in a resonant air-filled cavity.

In this paper, both analytical and finite element (FE) models are
used to examine the optimum criteria for an ultrasonic resonator
that can be used for the manipulation of small particles in air, at
frequencies of up to 2 MHz. Each layer within the design has to be
chosen carefully in terms of thickness and material characteristics,
for specific frequencies of operation. The modelling was then used
to design and test a system which could be used with microparti-
cle initially at rest on a surface with diameters as small as 15 �m
experimentally.

2. Acoustic absorption in air

Models of acoustic resonators have been developed to predict
the effects of acoustic impedance mismatch between the trans-
ducer and air, and subsequent attenuation in the air medium. FE
modelling, using COMSOL MultiphysicsTM, has been used to pre-
dict the radiated pressure field within the air gap of the resonator
within which the particles are held. This takes into account the
frequency-dependent attenuation of ultrasound in air, allowing the
selection of an optimum operating frequency for a particular appli-
cation. Second, an analytical model has been developed to optimise
the design of the transducer at the chosen frequency of operation,
and considers the thickness and material properties of both the
piezoelectric material and the impedance matching layer. Numer-
ical evaluation of the analytical model has been conducted using
MATLABTM. The system that has been modelled is shown in Fig. 1.
The air-backed PZT (lead zirconate titanate) piezoelectric element
generates ultrasound, which travels preferentially into the air-filled
resonator due to the acoustic impedance matching layer (ML). The
air gap itself, within which particle trapping should occur, forms a
resonator by reflection from the glass slide reflector as shown in
Fig. 1, the reflection of the inner side of this slide is assumed to be
a perfect reflector.

As stated above, a major difference between using acoustoflu-
idic systems in water and in air is that attenuation is much
greater in air at frequencies in the low MHz range. Hence, the
effect of attenuation as a function of frequency in air needs to be

Fig. 2. Plot of absorption coefficient, ˛ (dB/m) against frequency, f (Hz) for air.

incorporated into the modelling. Two main absorption mechanisms
are present–classical and relaxation effects [40]. Classical losses
are due to the change of kinetic energy of molecules into heat,
caused mainly by viscous and heat conduction losses (sometimes
referred to as viscous dissipation losses), and collectively known as
the Stokes–Kirchhoff loss. Relaxation losses are associated with a
change of kinetic translational energy of the molecules into inter-
nal energy within the molecules themselves. Relaxation losses have
two main forms, namely rotational absorption, which consists of
relaxation losses due to rotationally excited molecules, and vibra-
tional absorption due to excited molecules of oxygen and nitrogen
[41].

Since, both the classical losses and rotational absorption are
functions of temperature (T), pressure (P) and frequency (f), they
can be combined and described via a single absorption coefficient
˛cr. There are also absorption coefficients that can be predicted for
vibrational effects in oxygen (˛vib,O) and nitrogen (˛vib,N) [40], lead-
ing to absorption coefficient curves for each mechanism, as shown
in Fig. 2, which has been generated using the following equations
(expressed in units of dB/m)

˛cr = 15.895 × 10−11

(
T/T0

)1/2

(
P/P0

) f 2 (1a)

˛vib,O = 1.110 × 10−1 e−2239.1/T

fr,O +
(

f 2/fr,O
)
(

T0

T

)5/2
f 2 (1b)

˛vib,N = 9.480 × 10−1 e−3352.0/T

fr,N +
(

f 2/fr,N
) f 2 (1c)

here T0 and P0 are reference values for temperature (293.15 K)
and atmospheric pressure (101.325 kPa), respectively. The terms
fr,O and fr,N are the frequencies of maximum absorption by oxygen
and nitrogen, respectively, and are given by

fr,O =
(

P

P0

){
24 + 4.41 × 104h

[
12. (0.05 + h)
(0.391 + h)

]}
(2)

fr,N =
(

P

P0

)
(9 + 200h) , (3)

where h is the molar concentration of water vapour. A value of
h = 1.038 was used here, which corresponds to a relative humid-
ity of approximately 45% at 20 ◦C (conditions of the experimental
setup and consistent with 293.15 K). The total acoustic absorption
coefficient, ˛ can then be found from

˛ = ˛cr + ˛vib,O + ˛vib,N (4)

The resulting predictions are shown in Fig. 2 for the frequen-
cies of interest. In particular, it can be seen that ˛ increases by
more than an order of magnitude between the frequencies of
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Fig. 3. (a) FE (COMSOL) model depicting boundary conditions and pressure ampli-
tude variations that result, and (b) total acoustic pressure decay over the air path
considered (10 mm at 2 MHz; Qair = 482). However, these simulations have been
conducted over the full frequency range being considered to yield Qair values as
a function of frequency.”

100 kHz and 1 MHz (becoming increasingly dominated by classi-
cal and rotational losses) emphasizing the need to take attenuation
into account in the model.

While such an attenuation coefficient is useful for analytical
work, it is not so simple to apply to the FE models that formed part
of the present work. To this end, Gröschl [42] described a quality
factor approach for describing energy loss within a liquid medium,
by deriving a complex expression for the acoustic velocity in the
presence of damping (cdamped). The same approach can be used to
account for attenuation in air. This involved a quality factor (Qair)
that modified the standard value for the speed of sound for air
(c = 343 m/s at 20 ◦C), as follows:

cdamped = c ×
(

1 + i
1

Qair

)
(5)

To show how this approach could be implemented, an FE model
was created for a 10 mm long air-filled rectangular chamber of
5 mm width, with perfectly-reflecting side walls. A constant sinu-
soidal input pressure of 1 kPa was input at one end of chamber, and
absorbed at the other end using a matched impedance layer (see
Fig. 3(a)). Suitable values for ˛ could be estimated from Eq. (4) for a
particular frequency f within the range of interest (800 kHz–2 MHz)
of this study. The FE model was then run with an excitation at a
given f, for different values of Qair, until a value was found that corre-
sponded to the level of attenuation that would have been predicted
by Eq. (4). An example of the FE output showing acoustic pressure
decay at f = 2 MHz is shown in Fig. 3(b) which resulted in a cor-
responding quality factor, Qair of 482. These frequency-dependent
values of Qair have subsequently been used in the main finite ele-
ment model which investigates the effect of attenuation on the
choice of operating frequency.

3. Modelling of air-filled resonators

3.1. Details of the models

The modelling studies were designed to serve two purposes.
The first aim was to be able to model the effect of acoustic

propagation within an air-filled chamber, and to predict forces
on particles at particular frequencies. This optimisation of the
operational frequency, taking into account the role of attenuation,
used a finite element (FE) model. The second approach was to
use analytical modelling to optimise the design of the layered
resonator, in terms of its main elements—the chamber, the piezo-
electric element, and the acoustic matching layer needed for
efficient operation in air. Taken together, they allowed the whole
system to be designed for effective manipulation of small particles.

The FE model considered a half wavelength
(

�air/2
)

air gap
(meaning the air-gap thickness was matched to the frequency of
operation) within a chamber with parallel opposing surfaces (see
Fig. 4(a); bounded by the displacement surface at the bottom and
the reflective surface on the top). The aim was to find the condi-
tions for optimal capture and positioning of small particles. When
absorption is present, attenuation will increase with frequency,
hence, our investigation focussed on determining the optimum
frequency of operation to trap a given particle in air with a fixed
excitation energy.

A complete three-dimensional model could not be developed
due to high memory requirements and processing power restric-
tions. However, an axisymmetric model, with the full air chamber
formed by rotation about the central axis (as shown on the left
hand side of Fig. 4(a)), was used to provide a modelling compar-
ison to the experimental results from a similarly-sized chamber,
to be described in the next section. Note that the chamber side
was assumed to have the same acoustic impedance as air, thus
effectively modelling a non-reflecting boundary; this simulated
a chamber with no sides. The input kinetic energy density into
the system was held constant across the range of frequencies
examined, by determining the required acceleration, aboundary, for
different angular frequencies (ω). The term kinetic input energy
density is used to denote the energy transferred across from the
surface of the matching layer into the air gap per unit length or
area depending on if it is a 2D or 3D scenario, respectively. In both
cases, this was done in order to keep the energy input into the
FEA model of the air gap constant, allowing a comparison across
the range of frequencies considered, such that an optimum opera-
tional frequency could be obtained. This was achieved by altering
the displacement � of the input surface using

aboundary = ω2 × � (6)

� ∝
√

KE
f

(7)

here KE, the kinetic energy, is kept constant. A value of � = 1 nm was
assumed for f = 1 MHz, and the displacement scaled accordingly for
the other frequencies considered. This displacement and the appro-
priate quality factors for air, Qair, were then implemented in the
FE model of the air chamber to obtain the resultant maximum 2nd

order time-averaged absolute pressure within the air gap. Based on
these pressures, the resultant ARF, F on a compressible sphere was
calculated, based on Yosioka’s formula [43,44]. This can be stated
as
〈

F
〉

= �f �˚2(kF rS)3FY sin (2kF xS) (8)

with the density compressibility factor FY given by

FY =
� +

(
2/3 (� − 1)

)

1 + 2�
− 1

3��2
(9)

here � = �S/�F and � = cS/cF, in which �S, �F, cS and cF are the density
and speed of sound of the solid and fluid, respectively. The wave
number kF is given by kF = 2�f/cF, rS is the radius of the particle, and
xS is the position of the sphere. The velocity potential amplitude
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Fig. 4. (a) An axisymmetric FE model depicting boundary conditions and 2nd order time averaged absolute pressure distribution (The matched impedance boundary condition
was imposed manually and not with the built in COMSOL PML). The half-wavelength standing wave profile and particle collection position are depicted in white. (b) Force
and velocity direction along with the positive l direction used in the piezoelectric numerical analysis. (c) Boundary conditions implemented in the matching layer–air gap
system. (The wave propagation direction in subset (b) and (c) of this figure has been rotated clockwise by 90◦ to ease the description and mathematical notation).

in a harmonic system, ˚ is given in terms of the density, �, the
pressure, P and the angular frequency ω by

˚ = P

iω�
(10)

Evaluation of the forces via Eq. (8) allowed the FE model to be
used for optimising the value of f for particle manipulation in air.

The next step was to use analytical modelling to determine the
optimum design parameters for the construction of an air-filled
chamber for a given value of f. The parameters to be investigated
were the thickness of the main components within the resonator
(the PZT piezoelectric element, the matching layer and the air gap)
and the optimum material properties of the matching layer. The
latter was needed due to the large acoustic impedance differences
between different components in an air-based system, a far more
significant issue than for operation in liquid. A one-dimensional
numerical analysis was carried out using fundamental equations
to represent the chamber. This approach was similar to that used
by Haake [44], although no assumptions were made concerning
the phase of the output wave from the piezoelectric substrate. The
effect of using a matching layer and air gap on the system as a whole
was considered, the coupling between the matching layer and air
gap being of especial interest due to the large acoustic impedance
mismatch. It is worth noting that a layered resonator design for
operation in liquid systems has been developed [20,38,39] previ-
ously and our results are compared within this study.

The model assumed an acoustic source in the form of a piezo-
electric element, attached to which was an impedance matching
layer in contact with the air. A standing wave is then established by
transmission across the impedance boundary between the match-
ing layer and air, with perfect reflection from the boundary at the
far end of the air cavity, this set up is depicted in Fig. 4(b) and (c). In
contrast to Hill [20], who modelled a resonator for liquid use, this
model includes the piezoelectric element and the matching layer, in
order to investigate the role of material selection in energy transfer
across the high acoustic contrast boundary between the matching
layer material and air. It should be noted that Hill [39] previously,
did include the piezoelectric element using an equivalent-circuit
transducer model and matching layer in his models but did not
investigate the effects of varying the matching layer properties (i.e.

specific acoustic impedance), in contrast to what was carried out
in this study.

The analytical model started by considering the conversion of
the electrical input to an acoustic output from the piezoelectric
layer. Nowotny et al. [45] analysed a general one dimensional
propagation through a two-electrode arbitrarily oriented layered
piezoelectric substrate. As the propagation direction is dictated by
the orientation of our system, we use the simpler approach out-
lined in [46]. This involves forces: F1 and F2 and particle velocities:
v1 and v2 as shown in Fig. 4(b), voltage potential (U), current (I),
piezoelectric element thickness (l) and angular frequency (ω). The
relevant expression is

⎡
⎢⎣

F1

F2

U

⎤
⎥⎦ = −i

⎡
⎢⎢⎢⎢⎢⎢⎣

Zpzcot
(

ˇpzl
)

Zpzcsc
(

ˇpzl
) h

ω

Zpzcsc
(

ˇpzl
)

Zpzcot
(

ˇpzl
) h

ω

h

ω

h

ω

h

ω
C0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎣

v1

v2

I

⎤
⎥⎦ . (11)

here Zpz is the acoustic impedance of the piezoelectric element,

given by Zpz = A
√

�pzED, where �pz is the density of the PZT trans-
ducer, and ED is the stiffened elastic constant (the “stiffening”
occurring due to piezoelectric effects [46]) defined by ED = EE +(

e2/εs
)

, e being the piezoelectric constant, EE the elastic constant
and εs the permittivity at constant strain in the piezoelectric mate-
rial. The wavenumber ˇpz in the piezoelectric is ˇpz = ω/cD

L , where

cD
L is the stiffened longitudinal velocity defined by cD

L =
√

ED/�pz,
and h = e/εs. C0 is the clamped (zero strain) capacitance of the piezo-
electric element, the measured capacitance at a frequency well
above any pronounced resonance.

Boundary conditions were implemented to link the piezoelec-
tric layer shown in Fig. 4(b) with the matching layer and air gap
as shown in Fig. 4(c) (the axes l and x, respectively, are aligned).
These boundary conditions are applied to a general velocity poten-
tial equation representing waves propagating in each of the media
considered. In general, the velocity potential equation is defined as
∅n = ˚nei(ωt±kx+ϑn) and the subscript, n can be replaced by A, B, C or
D as defined in Fig. 4(c). Where, ∅n is the velocity potential, ˚n is the
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velocity potential amplitude (see Eq. (10)) at some position x. ϑn is
the phase of the wave at x = 0, and the sign of the wavenumber k in
the medium denotes the direction of propagation. From this defini-
tion of the velocity potential functions, the particle velocity vn and
pressure Pn can be derived and implemented as boundary condi-
tions using, respectively, where, vn = −∇∅n and Pn = �

(
∂∅n/∂t

)
.

For example, we arrive with an expression for the velocity and
pressure in the air gap, vair and Pair.

vair = ikaire
iωt (˚Bei(−kairx+ϑB) − ˚Aei(kairx+ϑA)) (12)

Pair = iω�aire
iωt (˚Bei(−kairx+ϑB) + ˚Aei(kairx+ϑA)) (13)

By imposing multiples of half-wavelength air gap and a hard
(vair = 0 m/s) boundary condition at the right end of the air gap as
shown in Fig. 4(c), a relationship between ∅A and ∅B can be found
using Eq. (12) using simultaneous equations comparing the real and
imaginary components:

˚B = ˚A (14)

and

ϑB = ϑA + 2 (kair)
(

n�

2

)
(15)

here the wavenumber has the subscript air to indicate it is in
relation to the wave in the air layer. Consequently, a relationship
between ∅D and ∅C can be obtained by implementing pressure and
velocity equilibrium boundary conditions at the matching layer–air
gap interface.

By equating pressure and velocity at the matching layer–air gap
(x = 0) interface using equations for velocity vn and pressure Pn, we
obtain

iω�MLeiωt (˚Dei(ϑD) + ˚Cei(ϑC ))

= iω�aire
iωt (˚Aei(2kair(n�/2)+ϑA) + ˚Aei(ϑA)) (16)

and,

ikMLeiωt (˚Dei(ϑD) − ˚Cei(ϑC ))

= ikaire
iωt (�Aei(2kair(n�/2)+ϑA) − ˚Aei(ϑA)) (17)

where Eqs. (12)–(15) have been used to eliminate terms ˚B and ϑB.
We can solve these two simultaneous equations to obtain an

expression for ∅C in terms of ∅D noting that ∅C at x = 0 is given by
˚Cei(ϑC ) (likewise ∅D = ˚Dei(ϑD)). We  define an acoustic reflection
term R that occurs at the interface between the matching layer and
the air gap such that ∅C = R × ∅ D. The R can be written as:

R =
[

D − 1
D + 1

]
(18)

where,

D =
(

�airkML

�MLkair

)
×
[

ei(2kaird) + 1

ei(2kaird) − 1

]
(19)

here �air and �ML are the densities and kair and kML are the wave
numbers of the air and matching layers respectively, and d is the
thickness of the air gap. Information obtained from this analysis
allows for a relationship between ∅C and ∅D which simplifies the
subsequent analysis steps described below.

We  now have one equation (∅C = R × ∅ D) with two  unknowns (∅C,
∅D). In order to be able to evaluate these unknowns and ultimately
find the pressure profile in the air gap, we utilise the conver-
sion matrix (Eq. (11)) for the piezoelectric element, as this yields
a second equation relating ∅D and ∅C, thus providing a solution
for ∅D in terms of the voltage input, U. Using equations depict-
ing ∅n, vn and Pn and the boundary conditions of F1 = ZBLv1, F2 =
−Aω�ML [∅D + ∅C ] and v2 = −ikMLeiωt [∅D − ∅C ], yields:

∅D = UXT + ∅CRT (20)

where

Y = −2h2Zpz

ω2

[
cos

(
ˇpzl

)
− 1

sin
(

ˇpzl
)

]
−

iZpzcot
(

ˇpzl
)

ωC0
[ZML + ZaBL]

−
[
ZMLZBL + Zpz

2
]

ωC0
+ ih2

ω2 [ZML + ZBL] (21)

RT =

((
−2h2Zpz/ω2

) [(
cos

(
ˇpzl

)
− 1

)
/
(

sin
(

ˇpzl
))]

+
((

iZpzcot
(

ˇpzl
))

/ωC0
)

[ZML − ZBL]

+
[(

ZMLZBL − Zpz
2
)]

/ωC0 −
(

ih2/ω2
)

[ZML − ZBL]
)

Y
(22)

XT =
(

h

ωkML

) [((
Zpz

(
cos

(
ˇpzl

)
− 1

))
/sin

(
ˇpzl

))
− iZBL

]

Y
(23)

and where ZML and ZBL are the acoustics impedances of the match-
ing layer and the backing layer (air) respectively. As ∅C = R × ∅ D,
with R defined above, then combining Eqs. (20)–(23) produces an
expression for ∅D in terms of the voltage input and piezoelectric
properties as below:

∅D = UXT

(1 − RRT )
(24)

It is thus possible to determine the pressure in the air gap as
a result of applied voltage potential, the material properties and
layer dimensions. Eq. (24) gives an expression for ∅D; using this
and the relation ∅C = R × ∅ D, Eq. (19) or (20) will give ∅A. This allows
a description of the pressure field in the air gap, bearing in mind
that Pair is given by Eq. (16) and that ˚A, ˚B, ϑA and ϑB have been
related above in Eqs. (14) and (15).

3.2. Predictions of the models

The models were used to find an optimum design for a complete
resonant chamber, which could then be evaluated experimentally.
The variables under consideration for the layered resonator design
included the material chosen for the matching layer, and individ-
ual layer thicknesses of the piezoelectric material, matching layer
and air gap. A numerical simulation was carried out by varying the
density, �ML and speed of sound, cML of the matching layer (the
product of which results in the specific acoustic impedance, ZML).
The aim was  to study the combined effects of optimising geome-
try and materials to maximise the pressure (in the air gap) which
in turn gives us the force (which acts on the particles) and con-
sider how the acoustic attenuation limits operation in air at higher
frequencies.

In order to investigate the optimum operating frequency, two
sets of data are presented from the FE model for a fixed input
energy. The first uses a constant value for Qair (taken as that at a fre-
quency of 0.95 MHz  (Qair = 1013). This is to illustrate the expected
rise in force with frequency. The second set studies the change in
Qair with frequency so as to investigate attenuation within the air
layer. In this second data set, we expect to see a maximum force
to occur at a particular frequency due to the trade-off between the
increase in force with frequency (as shown in Eq. (8) where 〈F〉
scales with kF) and the loss of energy with attenuation at higher
frequencies. The results are shown in Fig. 5 for path lengths that
represent odd multiples of �air/2, each being resonant within the air
gap. For a constant energy input condition (scaled to 1 nm input dis-
placement at 1 MHz  using Eq. (7)), and a constant Qair, it is observed
in Fig. 5(a) that the resultant 2nd order time-averaged absolute
pressure, P experiences a maximum in amplitude at ∼1.5 MHz
for the �air/2 case (Fig. 5(a)). The curves for 3�air/2 and 5�air/2
show a less pronounced maximum at the same value. For the dry
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Fig. 5. Results of FE modelling for acoustic transmission through the resonator air gap in terms of (a) 2nd order time-averaged absolute pressure 〈P〉 and (b) force per unit
weight (F/weight) as a function of frequency. The results are shown over odd multiples of �air/2. Two sets of data are presented in each plot for a 3.18 mm diameter chamber
(see Fig. 4(a))—one for a constant value of Qair = 1013 (“Constant Damping”), and a second with Qair calculated for each frequency (“Corrected Damping”).

PMMA particles used in the experiments, the radiation force per
unit particle weight (F/weight) calculated using Eq. (8) increases
with frequency for the entire range considered (Fig. 5(b)). F/weight
demonstrates the ratio of radiation force exerted upon a particle
relative to the particle’s weight (capability of levitation) and its
dependency on the frequency of operation.

Consider now the case where Qair is adjusted as a function of
frequency (i.e. the “corrected damping”) case. Now it is observed
(see Fig. 5) that the maximum values of 〈P〉 and F/weight occur
at 1 MHz and 1.1 MHz, respectively, for the �air/2 resonance, with
a significant decrease in amplitude at higher frequencies. Similar
trends are seen for the 3�air/2 and 5�air/2 cases. This indicates the
effect of frequency-dependant attenuation on the resonant char-
acteristics of the chamber. It is worth noting that the relationship
of both 〈P〉 and F/weight with frequency is dependent on the size
of the chamber itself. The FE model assumes side walls through
which energy can be dissipated. Thus, if the diameter of the cham-
ber was to be increased for the same thickness of air gap, a shift
in the maxima to lower frequencies would be observed. This is
illustrated in Fig. 6. This is due to the fact that for smaller sys-
tems more energy is lost due to diffraction; thus, to compensate
for this, a higher frequency is required to reduce diffractive effects.
This trend is similar for the 3�air/2 and 5�air/2 cases. However, it
should be noted that at larger air gap thicknesses, values of both 〈P〉
and F/weight decrease significantly as shown in Fig. 5(a) and (b).
As was demonstrated in Fig. 5(b), the optimum frequency to oper-
ate a parallel acoustic trapping mode in air for r = 3.18 mm (equal
perimeter to a 5 × 5 mm square chamber as used in experiments)
is predicted to be 1.1 MHz.

The value of the best frequency of operation could now be used
within the analytical model, the aim being to optimise the physical
design of the resonant acoustic chamber design. This was achieved
by determining the optimum layer thickness of each layer in the
system. The model was constructed with three layers, as shown in

Fig. 7(a): a piezoelectric layer (backed by air), a matching layer and
an air gap (terminated by a rigid reflector). The air gap was chosen
to be 0.5001�air (i.e. very close to 0.5�air but avoiding a numeri-
cal error in the MatlabTM code when calculating D as shown in Eq.
(19) within the numerical analysis). The optimum thickness values
of the other two layers, and their material parameters, could then
be investigated, together with the role of damping. It should be
noted that the resonator layers were all considered as one system
(i.e. each layer was linked together) in the numerical analysis but
is to be discussed in stages (i.e. layer by layer) to help the discus-
sion of the findings. A three-stage approach was adopted. First, the
material properties and damping factor of the piezoelectric layer
was set to that given by the manufacturer, PZT, manufactured by
Ferroperm Ltd [47]). The role of the thickness of the piezoelectric
layer (tPZT) was examined by finding the velocity potential ampli-
tude (˚D) in an aluminium matching layer across a range of values.
Fig. 7(a) shows the velocity potential for a range of thicknesses (nor-
malised by piezoelectric wavelength, i.e. tPZT/�PZT). A peak value
occurs at tPZT/�PZT = 0.254. Such data was collected for a range of
matching layer acoustic impedances, and in each case the thick-
ness at which a maximum velocity potential occurs (see circle in
Fig. 7(a)) has been identified. The result is shown in Fig. 7(b) for
the case in which the matching layer has a Q factor (QML) of 400
which corresponds to that of typical solids. This QML value was cho-
sen as it is in line with other studies [39,41], however it is worth
noting that this value becomes less significant in a more realistic
scenario when energy losses within the piezoelectric element is
considered as will be discussed later. In both cases it can be seen
that there is no significant (3.6% variation) effect on the optimum
piezoelectric thickness for a matching-layer impedance ZML above
15MRayls.

The second stage was to investigate the best matching layer
thickness (tML) for the optimum thickness of piezoelectric material
identified above, with the air gap remaining fixed at 0.5001�air. The
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Fig. 6. Effect of chamber radius, r on (a) 2nd order time averaged absolute pressure, 〈P〉 vs frequency, f, (b) F/weight vs frequency, f, and (c) the frequency at which the peak
force  occurs.

Fig. 7. Investigation of PZT parameters. (a) Arrangement of PZT element, matching
layer and a fixed air gap of ≈0.5�air. (b) Dependence of ˚D on the normalised piezo-
electric element thickness (tPZT/�PZT). (c) Dependence of (tPZT/�PZT) on the specific
acoustic impedance, ZML (Rayls) of the matching layer, for Qair = 965, QPZT = 1000 and
QML = 400. The dotted line depicts the specific acoustic impedance of aluminium
(ZML = 17.28 MRayls).

value of tML would be expected to depend on ZML (and hence �ML).
The dependence of the 2nd order time-averaged absolute pressure,
〈P〉 in the aluminium matching layer on tML/�ML is shown in Fig. 8(a).
This allowed the best normalised thickness (tML/�ML) to be deter-
mined as a function of impedance ZML, and the results are shown in
Fig. 8(b). This is for fixed values of Qair = 965, QPZT = 1000 (based on
supplier’s (Ferroperm) minimal value) and QML = 400. It is interest-
ing to note that the optimum thickness only differs from a steady
value of tML/�ML ≈ 0.5 at impedance values which are below 10
MRayls. This then predicts that in a chamber such as that assumed
in this work, there is very little sensitivity to the optimum value of
tML/�ML, and that for the situation where zML � zair, the matching-
layer to air interface acts as a pressure-release boundary. This is
consistent with acoustic wave reflection theory [48] where a reflec-
tion coefficient, R of −1 or mathematically represented as a phase
shift of � radians with a magnitude of 1 would be expected on
reflection at the matching layer–air interface. Based on this obser-
vation, a value of tML ≈ n�ML/2 should hold for any solid material,
making the design of the matching layer very simple. Note that this
finding differs from the requirement in a travelling wave airborne
transducer system (due to the presence of the reflected wave in
our system altering the boundary condition), as used for applica-
tions such as non-destructive testing, where a �ML/4 matching layer
thickness is used.

The third stage (Fig. 9) investigated the signal in the air gap
and its dependency on material properties, specifically the acous-
tic impedance, ZML. The maximum pressure in the air gap is
shown for a range of impedances of the matching layer (ZML) in
Fig. 9(a), for fixed values of PZT thickness (tPZT = 0.254�PZT), air gap
(tair ≈ 0.5�air) and the matching layer thickness (tML ≈ 0.5�ML). It
can be seen that there are multiple peaks in amplitude, and that
these are more closely-spaced at lower values of ZML. However,
when damping is added to the matching layer and piezoelectric
layer, these oscillations are less pronounced, as would be expected
(Fig. 9(b)). Here, QML was fixed at 400 (typical for aluminium) and
QPZT varied. Similarly, when QPZT was  set to 1000 whilst QML was
varied, Fig. 9(c), the oscillations were again much less pronounced.
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Fig. 8. Effect of variations in thickness of the matching layer (tML) for a constant PZT
thickness (0.254�PZT) and air gap (≈0.5�air). (a) Dependence of 〈P〉 in the matching
layer medium (aluminium) on the matching layer thickness (normalised by �ML).
(b) Matching layer thickness (normalised by �ML) dependence on specific acoustic
impedance, ZML (Rayls), for values of Qair = 965, QPZT = 1000 and QML = 400. The dotted
line depicts the specific acoustic impedance of aluminium (ZML = 17.28 MRayls).

It is also worth noting that the QML values used play a minimal role
at realistic acoustic impedances as there is not much variation in
the resultant pressure for the range of QML values considered.

It can be concluded from the above analysis that the choice of
matching layer material is not nearly as significant as the thickness.
These numerical findings are consistent with the experimental
observations by Hill [20] who used three different matching layer
materials (i.e. brass, aluminium and macor) where minimal vari-
ations in the transmitted acoustic energy was observed when
constructing a layered resonator in a liquid based resonator. In the
above, it has been demonstrated theoretically that an air-filled cav-
ity behaves in a similar fashion. These predictions can be used to
design effective experimental resonators for particle manipulation
in air, as will now be described.

4. Experimental fabrication and testing

To validate and demonstrate the findings of the models, an
acoustic resonator was fabricated to show that micron-sized parti-
cles could be positioned and held stationary experimentally within
an air-filled chamber. The design was shown schematically in
Fig. 1(a). The actual chamber consisted of a 5 mm square, 0.5 mm
thick PZT element (Ferroperm PZ-26; with diminishingly thin elec-
trodes on either side of the piezoelectric element) adhered to a
3 mm thick aluminium matching layer using a thin layer of epoxy
resin (measured to be <50 �m collectively with the electrodes of
the PZ-26 piezo-ceramic used). The model establishes the opti-
mum  dimensions of each layer in terms of wavelength and the

operational frequency; hence each idealised dimension is dictated.
However, in reality it is not possible to meet all these require-
ments exactly. Specifically, the piezoelectric element was  limited
by those dimensions which were readily available; a 500 �m thick
Pz26 piezoelectric disk was used. As such, the resonant frequency of
the piezoelectric and matching layer component combination was
measured using a Laser Doppler Vibrometer, and this was  matched
to that required and to the air gap thickness.” It is worth noting
that the epoxy resin is not considered in the numerical analysis. As
a result an additional loss of energy transmitted into the match-
ing layer may  be experienced; consequently leading to a reduced
2nd order time-averaged pressure absolute pressure within the
air gap should be experienced. However, as a very thin uniform
layer of adhesive material is used, a relatively small effect should
be expected as shown in the modelling study carried out by Hill
et al. [39]. The transducer was  excited by an alternating voltage
at the bottom surface of the piezoelectric transducer and elec-
trically grounded on the top surface (i.e. at the PZT/aluminium
interface). Electrical connections were made using insulated cop-
per wires and silver conductive paint. Acoustic resonances within
the air cavity were achieved using a glass reflector, attached rigidly
to the moving stage of a micro-positioner, so as to allow precise
control over the air gap. This allowed the optimum conditions pre-
dicted by the modelling to be achieved. The PZT transducer was
driven at the chosen frequency using a Stanford Research Systems
Model No.DS345 waveform generator and an Amplifier Research
Model No.25A250A power amplifier. This was used to trap dry
PMMA  particles (with properties �s = 1190 kg/m3 and cs = 2350 m/s;
Bangs Laboratories Inc.) at specified locations within the air cav-
ity. Imaging was carried out using an optical microscope (Infinity
Photo-optical Company) fitted with a Hitachi KPD20AU CCD cam-
era.

The existing literature [17,28–30] is concerned with signif-
icantly larger objects compared to those chosen for this study.
Experiments have confirmed that the design needed for the
efficient manipulation of micro-particles in air can be achieved
using acoustic resonators, provided the conditions outlined in the
modelling above are met. To this end an acoustic resonator has
been fabricated to operate at 1.1 MHz. The transducer was excited
at a 2 Vpp waveform from the signal generator at 1.0025 MHz (i.e.
resonant frequency of the transducer) with a 3/2�air (≈500 �m)
gap size. Note that this was  used to aid particle visualisation
(instead of 1/2�air). Therefore to achieve sufficient force to levitate
a PMMA  particle, the input excitation amplitude/displacement, �i

should be scaled accordingly (F/weight ∝
(

�i/�@1nm
)2

). The PMMA
microspheres (Bangs Laboratories Inc.; �particle = 1190 kg/m3) of
sizes 83 �m and 15 �m,  respectively, were introduced at the
bottom surface of the air gap (i.e. on top of the matching layer). As
shown in Fig. 10(a) and (b), dry particles were successfully trapped
in air. As shown in Fig. 10(a), the 83 �m particles were individually
trapped just below the pressure nodes. The distance at which
the particle sits below the pressure node can be used to estimate
the acoustic radiation force maximum by performing a force
balance with the weight of the particle, this yields a value of the
order 10−8 N. A range of particles including dry expanded hollow
polystyrene microspheres (Expancel Microspheres 461 DET 40
d25; 35–55 �m and 25 kg/m3) were also used. The system was  able
to trap the above mentioned Expancel microspheres at resonator
air gap distances of up to 9/2�air. It was  thus demonstrated that
the use of the models led to the design of an efficient resonator for
individualised particle collection in air, which, for the first time,
was able to operate at the small particle sizes used. It should be
noted that this is not necessarily the lower limit of particle size but
the lower limit we  were able to demonstrate. Since, the system
used here is an open ended system, wind draft from outside the
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Fig. 9. Variation of 〈P〉 with specific acoustic impedance of the matching layer (ZML). (a) Result for fixed values of PZT thickness (tPZ = 0.254�PZT), air gap (tair/d ≈ 0.5�air) and
the matching layer thickness (tML ≈ 0.5�ML), with Qair = 965. (b) Conditions as in (a) but with QML = 400 and QPZT varied. (c) Conditions as in (a), but with QPZT = 1000 and QML

varied.

Fig. 10. Optical photographs showing levitation of dry PMMA particles of various
diameters in an air-filled cavity of 3/2�air thickness. (a) 83 �m diameter particles
(circled) that were trapped at the pressure nodes of the resonant cavity, as shown
to the right of the image. (b) Entrapment of a very small 15 �m diameter PMMA
particle.

system is a lot more significant and inhibits localised particle
collection. It is worth noting that effects of acoustic streaming
were not evident in experiments (even when mist was used to help
visualise the field) and hence its effects were not considered in this
study. As the particle must be elevated from a substrate, stiction
based adhesion forces act as a key limiting factor on minimum
particle size. These forces scale with the particle radius, r [49], as
well as the relative humidity of the system [50]. This contrasts
with the size scaling of the ARF (r3). Hence, when the particle sizes

decrease, the ARF decreases more significantly than the stiction
based adhesion forces, and as such the later begins to dominate.

5. Conclusions

An acoustic modelling approach has been used to help iden-
tify design parameters of an optimised robust design of an acoustic
resonator in air. A method to obtain an optimum frequency of
operation was demonstrated and found to be dependent on the
size of the system. However, an optimum operational frequency
of 1.1 MHz was determined using finite element analysis when
frequency dependent attenuation factors were considered for the
system studied. In addition, the thickness of the piezoelectric ele-
ment considered (Ferroperm Pz26) should be ≈0.254�PZT, together
with a matching layer thickness of ≈0.5�ML for relatively high
acoustic impedance properties. When suitable quality factors are
considered, the selection of matching layer material becomes less
important as the resultant pressure field amplitudes do not vary
significantly with material selection. However, individual layer
thicknesses play a significant role. The knowledge from the the-
oretical analysis was used to design an experimental resonator
which successfully levitated and trapped solid particles of micron-
sizes (83 �m and 15 �m). Particle levitation and trapping at this
size scale has not been reported in the literature to date which
demonstrates the success of using modelling to elucidate the cor-
rect experimental conditions.
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Chapter 6

Conclusions and Future Work

This chapter will summarise the contribution of the work discussed throughout this thesis.

Following this, ongoing work and recommendation on future work will be presented.

6.1 Contributions

The knowledge gap in evidently necessary micro�uidic batch process systems for sample

preparation is apparent. Therefore, the focus of the work carried out within this thesis

was to widen the understanding and implementation of these systems. Throughout this

thesis, new systems for particle manipulation in liquid and air based batch process systems

were developed. Applicability of acoustics or more speci�cally, acousto�uidics within mi-

cro�uidic systems, opens up the possibility of realising these systems. Utilising acoustics,

the exertion of non-contact gentle, yet robust range of forces that can be selectively used

for various applications. The following will discuss the speci�c contributions that stem

from each of the chapters included in this thesis.

Chapter 3

In this chapter, a method to separate particles based on their size within a static �uid

system was developed. Here, the integration of ARF to collect the particles and acoustic

streaming induced drag forces to assist the delivery of smaller particles to the open �uid-air

interface using BAW. Computational modelling using COMSOL Multiphysics, a �nite ele-

ment analysis package predicted the behaviour of particles of varying sizes. The developed

numerical models suggests the ability to tune the critical particle separation size by scal-

ing the size of the system. With the combination of several key factors (i.e. excitation

amplitude, short and repetitive excitations and channel perimeter pre-�lling with a bu�er)

particle migration to the free open surface was enhanced experimentally. The separation

of 3 µm and 10 µm particles was achieved at a single frequency by exploiting the di�ering

force (i.e. ARF and acoustic streaming induced drag) dominated mechanisms experienced

by the particles. Finally, the separated 3 µm particles at the open surface was extracted

with high purity of 99% using a micro-sampling pipette.
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Chapter 4

Here, an improvement to the performance of size-deterministic particle separation to fur-

ther reduce the separation size within a batch system is demonstrated. SAW is used as

the excitation method as opposed to BAW enabling several key factors to realise the pro-

posed system. The integration of TSAW and SSAW (scales di�erently to particle size as

discussed in Chapter 4) at acoustic wavelengths that approach the size of the particles are

utilised as the underlying sorting mechanism. The sorting is enhanced by sweeping the

frequency over a range to allow migration of the SSAW dominated particles to migrate

beyond a wavelength. Computational numerical analysis, using COMSOL Multiphysics

demonstrates the sorting mechanism and suggests that the shift from SSAW dominant to

TSAW dominant forcing can be achieved by altering the wavelength of excitation. Exper-

imentally, two sets of mixed particles, 7 µm and 5.1 µm using a frequency range of 60 to

90 MHz and 5.1 µm from 3.1 µm particles over a range of 70 to 120 MHz are successfully

separated.

Chapter 5

The demand and underwhelming investigation into very small sub-100 µm particle ma-

nipulation in air is addressed here. A individualised particle manipulation is proposed to

realised a full 3D non-contact acoustic trapping microgripper. Knowledge and understand-

ing of acoustic radiation forces in liquid based systems is transferred across for operation

in air. As a starting point, optimisation of a layered resonator accommodating for acoustic

attenuation and material thickness and selection is investigated. It is suggested, to trap

and manipulate micron-sized particle, the wavelength should be decreased. However, as

the frequency is increased, the acoustic energy lost due to attenuation which scales with

frequency, results in an optimum operational frequency. Furthermore, an analytical 1D

model is developed to predict ideal layer thickness and material properties to be fabricated

experimentally. Finally, experimentally, dense PMMA particles as small as 14.8 µm have

been successfully trapped in air. This design optimisation serves as a building block to

realising a full 3D non-contact acoustic trapping microgripper.

6.2 Ongoing and Future Work

As outlined in this thesis, investigations into batch process systems utilising acoustics has

resulted in several contributions. However, the need for further development into batch

process micro�uidic systems is evidently necessary. This section will brie�y discuss some

ongoing and potential avenues for future research.

In Chapter 4, it is demonstrated that particles can be sorted based on size by em-

ploying TSAW and SSAW simultaneously. The ability to sort particles based on their

characteristics (i.e. mechanical properties, size and shape) is of immense potential. Based

on the sorting capabilities and the understanding of this system, blood sorting into its

individual constituents (i.e. white blood cells, platelets and plasma). Furthermore, this
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technique is currently being developed for enrichment and sorting of diseased circulating

cells that di�er in terms of mechanical properties. For example, human red blood cells

that are infected with one of four species of a parasite that belongs to the genus Plas-

modium. [221] Such an infection increases the sti�ness [222,223] of the cells along with its

adhesive properties. The increased sti�ness decreases the compressibility, κ and therefore,

an acoustic contrast between healthy and infected cells exists. Here, the developed system

aims to sort these healthy and infected cells from each other by exploiting the altered

properties. The current work will look into developing an early detection tool of malaria

parasite infected cells within batch process systems.

As discussed in Chapter 5 (Section 5.1), the design optimisation serves as a precursor

towards developing a complete 3D individualised particle transport. Thus, this work will

be further developed to integrate a modi�ed layered resonator design that allows for 3D

particle mobility in air with the use of an acoustic trapping microgripper. As discussed

within the publication in Section 5.2, the major issue and limiting factor of manipulating

particles of very small sizes is as a result of stiction with the donor surface, associated with

the high surface area to size ratio of microparticles. Therefore, investigation into reducing

adhesion properties arising from stiction is suggested. Finally, a re�ector surface that is

able to establish a resonant acoustic �eld as a stand-alone, self-con�ned component will

need to be integrated, allowing a complete spatial control of the particle.

"The process of scienti�c discovery is, in e�ect, a continual �ight from wonder"

Albert Einstein
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