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Abstract

Forward modelling of wave motions is used to investigate the structure of solar mag-

netic fields, from small scale intergranular flux tubes to large sunspots. While these

structures share some degree of similarity, observationally they differ significantly, due

to different physical length scales involved, as well as to instrumental effects and ob-

servational resolution. In this thesis we apply computational magnetohydrodynamics

and spectral line synthesis to answer two questions about solar magnetic field con-

centrations; i) how can we use spectropolarimetry to identify observational signatures

of wave propagation in a sunspot model, ii) can the Alfvénic “vortices” observed in

magnetoconvection simulations heat the solar chromosphere.

The first question involves the study of synthetic centre-to-limb observations of

acoustic wave behaviour in sunspots and its implications for helioseismology. Modern

observational instruments allow for high resolution Doppler imaging, through instru-

ments such as the Helioseismic and Magnetic Imager (HMI) on the Solar Dynamics

Observatory (SDO). To understand the observations made with these instruments we

must understand both the magnetohydrodynamic and radiative effects. We produce

a model of a sunspot that gives realistic simulated spectropolarimetry and perform

magnetohydrodynamic simulations of wave propagation within it. By studying the

centre-to-limb variation around the sunspot we identify slow modes in the sunspot

umbra as an increase in acoustic power away from the disk centre. This work repre-

sents an important step in the comparison of computational helioseismic results with

observations.

The second question requires the simulation of waves in a small-scale intergranular

magnetic flux tube. We identify the spectropolarimetric signatures of these photo-

spheric vortices, as seen in MURaM magneto-convection simulations. It is shown that

current observational equipment is unable to resolve these motions, next-generation

solar telescopes will be required. We perform a non-ideal simulation of wave propa-

gation in an intergranular flux tube model and show that ion-neutral interactions can

efficiently damp Alfvén waves, heating the chromosphere. This heating is shown to

be strongly dependent on non-linear effects, as shocks perturb the flux tube. High

frequency waves are shown to be deflected along the outer field lines of the flux tube,

leading to lower amplitudes in the flux tube centre and less efficient heating. The dis-

sipation of wave energy through ion-neutral interactions in magnetic structures shows

potential to provide an important part of the chromospheric energy balance.
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Introduction

Solar physics provides unique insights into stellar structure as the Sun is the only star

whose surface and atmosphere we can resolve. The ability to perform high resolution

observations of the solar surface phenomena makes the Sun the ideal laboratory to

study the formation and evolution of stellar magnetic fields. Despite their importance,

many questions still remain about solar magnetic fields; from understanding the solar

dynamo and modelling of the solar magnetic cycle, to the formation and evolution of

surface magnetic flux concentrations, and the role of magnetic fields in the heating of

the chromosphere and corona.

The study of solar oscillations, through helioseismology, provides a method to mea-

sure solar structure, subsurface flows and solar convection. Helioseismology involves

combining observational data with theoretical and computational modelling of wave

propagation to probe the medium which the waves pass through. Observations of the

periodic oscillations of the solar surface were first made by Leighton et al. (1962); Evans

& Michard (1962). These signals are used by global helioseismology to infer the large

scale structure of the Sun. The more modern field of local helioseismology has been

developed to study smaller features, such as flows and subsurface structure around

solar active regions. The principles of helioseismology can also be applied to the so-

lar atmosphere, using the oscillations of coronal flux tubes to infer the local plasma

properties.

Global helioseismology is performed by measuring long time-series of the velocity

or intensity at solar surface and comparing the observed frequencies to the eigenmode

frequencies of solar models. Three oscillatory mode types are predicted in theoretical

studies. Acoustic p−modes have pressure as their restoring force and are strongest in

the 2−4 mHz frequency range. There are two types of gravitational modes: g−modes,

which have a low frequency < 0.5 mHz and propagate below the convection zone,

and surface f−modes, which are surface gravity waves attached to the photosphere.

Internal gravity modes associated with the core have not yet been definitively identified

in surface oscillations and therefore cannot be used as seismic probes. The standing

modes of the spherical Sun (Stein & Leibacher, 1974) are trapped, as they are reflected

from the photosphere and from the increasing sound speed with depth in the solar
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Fig. 1: An l-ν diagram measured using the Global Oscillation Network Group (GONG)
instruments. The figure shows the variation in surface velocity power with frequency ν
and spherical harmonic degree l, which is proportional to the horizontal wavenumber
kh =

√
l (l + 1)/R�), where R� is the solar radius. The bright ridges are the f−mode

and p−modes, corresponding to discrete radial order n. Figure from: NSO/GONG.

interior. These modes are characterised by their spherical harmonic degree l, radial

order n and azimuthal order m. The eigenmodes can be visualised using an l-ν diagram

which show ridges of increased power corresponding to the f− and p−modes in the

solar interior (Ulrich, 1970). Each ridge corresponds to a discrete value of n (Figure

1).

Local helioseismology was developed to study flows and plasma structures on smaller

scales. In order to do this the full wavefield must be interpreted, rather than the global

eigenmodes. Modern focuses of local helioseismology include the seismic detection

of the plasma properties underneath sunspots, and subsurface flows, with important

implications towards understanding of the solar dynamo and the solar cycle. Local

helioseismology has so far had no definite success in measuring subsurface magnetic

fields. Measurements of subsurface magnetic fields would be an important step in

understanding the formation and evolution of active regions, whose magnetic fields

contain the energy which can be transported into the solar atmosphere and released in

the form of flares and coronal mass ejections.

Time-distance helioseismology is a particular local helioseismic technique that in-

volves measuring the travel times and distances of a wave between two points on the
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solar surface and thus determining the local sub-surface properties and dynamics (Gi-

zon & Birch, 2005). First, filtering is performed to remove the effect of solar rotation

as well as low frequency signals caused by convective motions in the photosphere. The

cross-covariance is then calculated between two points, or a ring of points. This gives

a measure of the phase and time lag of waves travelling in either direction, between

the different positions. By fitting a wavelet to the observed cross-covariance the travel

time can be calculated. In Figure 2, a time-distance plot shows a series of wave packets

corresponding to the number of bounces, or times the wave has been reflected off the

solar surface. Travel time inversion kernels are then used to infer the causes of these

travel time differences, whether from magnetic fields, thermodynamic effects or flow

perturbations. The first of these is problematic because of the high plasma beta at

even moderate depth, and the current lack of practical and accurate magnetic kernels

that account for mode conversion.

Theoretical investigations of wave propagation in solar magnetic fields have been

performed using geometric ray calculations (infinitely short wavelength approxima-

tion). These calculations are performed by following the propagation of a sound-speed

perturbation and measuring the shifts in travel time of a ray passing through a inhomo-

geneous medium. To first order this can be calculated by integrating the unperturbed

ray path. This provides an explanation to the coupling of fast and slow magnetoa-

coustic waves in an idealised vertical magnetic field. A generalised ray theory, which

has been formalised to no longer use the perturbation method, can be applied to more

complex magnetic field models (Cally, 2007). This new theory has allowed the inclu-

sion of wave transmission and absorption as rays pass through the equipartition level,

where the Alfvén velocity is equal to the sound speed and mode conversion between

fast and slow magneto-acoustic waves occurs, for a variety magnetic field configurations

(Schunker & Cally, 2006). The assumption of infinitely short wavelength made in ray

calculations prevents it from providing a complete look at the wave process. Numerical

simulations are required.

The interaction of acoustic p−modes with solar magnetic fields that occurs when

a wave enters a region of strong magnetic field lead to significant changes in the wave

travel times used in helioseismic inversions (Moradi & Cally, 2013). Four processes

associated with strong magnetic fields dominate wave behaviour in sunspots: fast-

to-slow mode conversion at the Alfvén/acoustic equipartition level vA/cs = 1 allows

slow waves to transmit into the upper atmosphere or converts them to magnetic (fast)

waves otherwise (Cally, 2006; Schunker & Cally, 2006); the “ramp effect” that reduces

3



Fig. 2: A time-distance diagram showing the pressure perturbation, scaled by the
background pressure, as a function of time and distance for a 2D simulation domain.
The diagram shows the different acoustic wave-packets, the first to arrive at the surface
is (a) first bounce, followed by (b) second bounce, and (c) higher order bounces. A
surface wave is seen as (d), and a wave in the temperature minimum as (e). Figure
from Shelyag et al. (2006).
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the effective acoustic cutoff frequency depending on the magnetic field direction (Bel

& Leroy, 1977); fast wave reflection around the height where the Alfvén speed matches

the fast wave horizontal phase speed; and fast to Alfvén mode conversion near the

fast wave reflection level, generating upward and downward propagating Alfvén waves

(Cally & Hansen, 2011). Fast-to-slow conversion is found to produce large negative

travel time shifts, while fast-to-Alfvén conversion generates positive shifts provided the

vertical plane of the wave vector is nearly perpendicular to the magnetic field lines

(Cally & Moradi, 2013). The complexity and sensitivity to magnetic field of wave

motions above the equipartition level makes interpretation of observations difficult.

Due to these difficulties the seismic detectability of sub-surface magnetic fields is an

active research area. Many techniques are currently in development, such as directional

time-distance seismology (Moradi et al., 2015), two-skip helioseismology (Duvall et. al.

in prep) and full waveform inversions (Hanasoge et al., 2011; Hanasoge & Tromp, 2014).

Modern solar observational instruments have enabled high resolution, high cadence

imaging in a number of wavelengths from infrared to ultraviolet. Using these instru-

ments, the Sun can be imaged from the lowest visible layers of the solar atmosphere

through to the high corona. Spectropolarimetric observations, which measure the full

polarisation state of light across a range of wavelengths, can be used for Doppler imag-

ing and reconstruction of the vector magnetic field in the solar atmosphere. Measure-

ments of magnetic fields in the optically thin corona is difficult due to the low-level

of signal. Current space-based instruments used for local (and global) helioseismology

include the Helioseismic and Magnetic Imager (HMI) on the Solar Dynamics Observa-

tory (SDO) (Scherrer et al., 2012), the Michelson Doppler Imager (MDI) on the Solar

and Heliospheric Observatory (SOHO), and future missions such as the Solar Orbiter

(Müller et al., 2013). Solar spectropolarimetry has allowed the study of the structure of

large (Rajaguru et al., 2013) and small scale magnetic field structures (Ishikawa et al.,

2008), as well as their temporal evolution (Ishikawa et al., 2010).

Modern ground-based telescopes, such as GREGOR, Vacuum Tower Telescope (VTT),

Swedish Solar Telescope (SST) and the New Solar Telescope (NST) provide high-

resolution (< 100 km), high-cadence (seconds) observations of the solar surface. Future

4-meter telescopes, such as the planned Daniel K. Inouye Solar Telescope (DKIST)

and European Solar Telescope (EST), will have an even higher resolution. Instruments

such as HELLRIDE (Staiger, 2012) simultaneously measure multiple spectral lines. As

these lines are formed at different heights in the solar atmosphere, this gives a three

dimensional view of the solar atmospheric processes. The modern high resolution, high
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cadence, multi-wavelength view of the Sun reveals a wealth of structure and dynamical

complexity that could not have even been guessed a few decades ago. In particular,

waves are found everywhere, playing important roles in energy transport and providing

seismic information on the parameters of the plasma in which they propagate.

There remains uncertainty about the mechanisms behind the heating of the outer

atmosphere of the Sun, causing its temperature to increase from 6420 kelvin at the

photosphere to millions of Kelvin in the corona (Grotian, 1939). There are a number

of possible mechanisms to provide this energy, such as magnetohydrodynamic waves

(Narain & Ulmschneider, 1996; Arregui, 2015) or small scale reconnection-driven events

such as nano-flares (Parker, 1988; Cargill et al., 2015). However, there is neither a clear

understanding of the energy transport and release mechanism, nor of the amount of

energy carried by these processes. This must be determined before we can understand

how the observed structures of the chromosphere, transition region and corona are

formed and maintained.

The observed features and dynamics of the solar photosphere, chromosphere and

corona have their roots in the turbulent magnetoconvection occurring in the solar in-

terior. The convective zone spans the region between the radiative zone at 0.71 solar

radii (R�) and the photosphere at 1 R�. The convective motions are observed at the

solar surface as granulation with a spatial scale of around 1.5 Mm. The convective

scale increases up to 35 Mm supergranules, first observed using Doppler velocity mea-

surements near the solar limb (Hart, 1954). Granules are regions of hot plasma upflow

and are surrounded by a network of cooler downflow regions, known as intergranular

lanes. Intergranular lanes concentrate magnetic field leading to the formation of struc-

tures up to a few kilogauss strength (Stenflo, 1973; Grossmann-Doerth et al., 1998).

Turbulent near-surface magnetoconvection acts as an acoustic source for the stochastic

solar p−mode spectrum (Goldreich & Keeley, 1977). The observed behaviour exhibited

by these waves changes as they travel upwards into the chromosphere and corona, or

encounter magnetic fields (Khomenko & Calvo Santamaria, 2013).

Solar physics, and astrophysics in general, is limited as most experimental data is ob-

tained through measurements of electromagnetic radiation. In order to understand the

observable surface and atmospheric solar phenomena, we must use forward modelling to

investigate the subsurface processes generating them. While simplified analytical mod-

els provide an important insight into the physical processes observed, simulations are

necessary to extend this to more complicated models and improved realism. Computa-

tions with realistic magnetic fields have been limited by the Courant-Friedrichs-Lewy
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(CFL) condition (Courant et al., 1928), which gives a maximum timestep ∆t for nu-

merical stability when using a finite difference scheme (∆t = Cmax
∆x
V

for velocity V

and spatial resolution ∆x). Here Cmax is the CFL coefficient, the maximum value for

which the simulation will remain stable. Typically, these coefficients are around 0.5 to

1.5 and will vary with the spatial derivative and temporal integration scheme in use.

This gives a demanding restriction in the case of magnetohydrodynamic simulations

where we aim to resolve small scale phenomena in regions with a high Alfvén velocity

vA. Rapid improvements in computational power already make it possible to perform

forward modeling of magnetohydrodynamic wave propagation and mode conversion in

“realistic” solar magnetic field structures using codes such as MANCHA (Felipe et al.,

2010), VAC (Shelyag et al., 2008), SLIM (Cameron et al., 2007) and SPARC (Hanasoge,

2011).

Magnetohydrodynamic simulations have been used to investigate the mechanisms

behind the formation of acoustic halos around solar active regions (Hanasoge, 2008;

Khomenko & Collados, 2009; Rijs et al., 2015, 2016). Magnetohydrodynamic mode-

conversion has been simulated in a range of realistic magnetic field structures to de-

termine the efficiency of transmission and conversion of an incoming acoustic wave

(Khomenko & Cally, 2012; Felipe et al., 2011). Forward modelling for computational

helioseismology has been used to infer subsurface flows (Shelyag et al., 2007; Bhat-

tacharya & Hanasoge, 2016) and study the acoustic response of active regions (Birch

et al., 2009).

Modern simulations of the solar photosphere, which include realistic physics, such as

non-grey radiation transport and a non-ideal equation of state, show almost ubiquitous

torsional waves in magnetic field concentrations that appear to be Alfénic in nature.

The generation and propagation of these Alfvénic motions are not well understood,

while it is suggested that these motions play a role in the energy transmission through

the solar structured-atmosphere. However, Vranjes et al. (2008) argue that the very

low ionization fraction around the temperature minimum greatly reduces the energy

flux that may be carried by Alfvén waves. Tsap et al. (2011) find that the Alfvén

wave amplitudes do not depend on the ionization fraction, similar results were found

by Zaqarashvili et al. (2011a,b, 2013). Those who argue for the importance of Alfvén

waves generated near the photosphere for the upper atmosphere of the Sun include

Cranmer & Van Ballegooijen (2005) and Jess et al. (2009). Better understanding of

this process is vital due to its potential to explain the physical mechanisms of solar

chromospheric and coronal heating.
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Vortex motions have been observed in studies of magnetic bright points (MBP’s)

in quiet solar regions (Bonet et al., 2008). These motions appear in simulations as

small-scale circular or spiral structures located in intergranular field concentrations

(Shelyag et al., 2012). The behaviour of these solar vortices is unlike those seen in a

purely hydrodynamic “sink” case as both positive and negative vertical components of

vorticity are seen, as well as the high horizontal velocities. A strong vertical Poynting

flux is observed, indicating the transfer of energy upwards to the solar atmosphere.

However, in the lower photosphere these small-scale twisting motions are below the

resolution limit of current telescopes (Shelyag & Przybylski, 2014).

Observations and simulations of torsional motions in intergranular magnetic flux

tubes provide a means to experimentally measure their interior structure. A range of

hydromagnetic waves, i.e. Alfvén, fast and slow magnetosonic waves are produced as

well as wave modes, such as kink and sausage modes (Fedun et al., 2011). These could

propagate into the upper atmosphere and heat the chromosphere and corona, though

a mechanism to efficiently dissipate these waves is currently not well understood.

Magnetic structures, from sunspots to smaller pores, plage and intergranular flux

concentrations, are manifestations of solar activity. The importance of magnetic effects

in plasma can be quantified by the plasma-β parameter, which is defined as the ratio

of gas to magnetic pressure, meaning a high-β plasma is dominated by hydrodynamic

forces and a low-β plasma by magnetic ones. Solar surface regions with strong mag-

netic field (low-β) have a substantially higher magnetic pressure than gas pressure.

Maintaining pressure balance with the surrounding plasma that has a lower magnetic

field leads to a decreased gas pressure and temperature, and inhibits convective plasma

motions. This causes sunspots and pores to appear as dark areas on the solar surface

(Rempel & Schlichenmaier, 2011).

Sunspots are one of the most prominent visually observable markers of the solar

magnetic field. Since the periodic variation of sunspot number was first noted by

Schwabe (1843), observations of sunspot activity have provided an insight into solar

magnetic fields and the solar cycle. Sunspots are large, complex regions of kilogauss

magnetic field. They range from single isolated spots to complex active regions up

to 100 Mm in diameter. Despite their importance in understanding our magnetic

Sun, little progress has been made in determining the subsurface structure of sunspots

(Couvidat, 2013; Felipe et al., 2014a). The exact nature of the formation of sunspots is

still uncertain, with it currently being difficult to discern between the seismic signatures

of a deep monolithic flux tube (Cowling, 1946) and shallow “spaghetti” models (Parker,
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1975; Efremov et al., 2014).

The observed structure of a sunspot is split into two distinct regions, the central

umbra and the outer penumbra (see Figure 3). The umbra is observed as the inner,

darkest part of a sunspot and has a high (2000− 4000 Gauss) magnetic field, with the

inclination decreasing to about 40◦ from the vertical at the umbra-penumbra boundary

(Mart́ınez Pillet, 1997). The sunspot penumbra is formed when the inclination grows

above approximately 35◦. Penumbrae show complex, filamentary structure. Jurčák

et al. (2015) showed that there is a distinct threshold value of the magnetic field at which

magnetoconvection begins to operate and the penumbra begins to form. The inner

penumbral boundary then stabilises where the magnetic field reaches threshold value.

The field strength continues to decrease until the edge of the visible sunspot (700−800

Gauss) where the field inclination increases to approximately 70−80◦. A twist is often

observed in the magnetic field of sunspots, with a twist angle (γ = tan (Br/Bφ)) of the

horizontal magnetic field between 5◦ and 35◦ (Hagyard et al., 1977; Gurman & House,

1981).

In order to test and validate observational and helioseismic techniques there is a need

for models of sunspot structure in which accurate numerical simulations of magnetoa-

coustic wave propagation can be performed. A variety of different sunspot models exist,

with different properties based on the methods used to create them and the purpose

of the model. These models can be purely numerical or semi-empirical with thermo-

dynamic properties determined using helioseismic inversions of observational data to

estimate temperature, pressure, density and magnetic field strength (Moradi et al.,

2010). There are a number of elements of sunspot structure that must be incorporated

in a realistic sunspot model. The model must provide a smooth transition from the

sunspot axis to a quiet Sun background model in addition to a realistic magnetic field

strength and inclination throughout the umbral and penumbral regions. To study and

disambiguate the effects that magnetic field geometry and thermodynamic structure

have on oscillations in sunspots, it is important to study a range of models in which

these parameters are varied independently. A sunspot model suitable for computa-

tional seismology will therefore include the ability to adjust a number of parameters

to generate sunspots with a variety of different sizes and field strengths.

Helioseismic Doppler measurements are made using the shifts in a spectral line,

such as Fe I 6173 Å for the HMI instrument on the Solar Dynamics Observatory and

Ni I 6768 Å line for the MDI instrument on the Solar and Heliospheric Observatory.

Due to the different thermal structure inside a sunspot there will be a change in the
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Fig. 3: An image of an active region, showing the dark umbral regions and a complex
penumbral structure. Two ’light bridges’ can be seen bisecting the sunspot. A number
of smaller pores surround the large sunspot. Image credit G. Scharmer, L. Rouppe van
der Voort et al., using the Swedish vacuum solar telescope.
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height at which radiation at a particular wavelength is emitted. The solar photosphere

is typically defined as the lowest height at which photons of 5000 Å radiation are able

to escape, or log(τ5000) = 0. Observational constraints for the reduction in photospheric

height vary greatly, ranging from 500−1500 km in the sunspot umbra, decreasing at the

umbral boundary and remaining constant at around 100 km in the penumbra (Solanki

et al., 1993). This reduction is known as the Wilson depression and is caused by

cooler plasma inside the sunspot. Sunspot models require a realistic Wilson depression

in order to accurately mimic radiative properties for comparison of simulations with

observations.

To understand the behaviour of waves in a magnetohydrodynamic simulation we

require a static background, which will not evolve in the timescale of the oscillations

being studied. This is provided through using a magnetohydrostatic model, in which

the magnetic and hydrostatic forces are in equilibrium. One of the first widely used

three-dimensional magnetohydrostatic models of solar magnetic field concentrations

was the self-similar model of Schlüter & Temesváry (1958). Variations and modifica-

tions of this model are still widely in use today (Low, 1975, 1980; Moradi et al., 2008;

Hanasoge, 2008; Shelyag et al., 2009; Murawski et al., 2015). Typically, the global

solar model S (Christensen-Dalsgaard et al., 1996) is used for the solar interior, and

semi-empirical quiet Sun models of chromospheric and coronal plasma (Vernazza et al.,

1981; Avrett & Loeser, 2008; Avrett et al., 2015) are used for the solar atmosphere.

Self-similar models provide a strict magnetohydrostatic equilibrium.

While self-similar models can be used to construct toy sunspot models and investi-

gate MHD effects in sunspots, they are unable to make realistic sunspots. Due to the

simplified magnetic field prescriptions and physics used in these models, high magnetic

field strengths can lead to unphysical pressures and densities in the umbra. They do

not provide a realistic distribution of pressure, density and temperature in the umbra,

as it is calculated from the non-magnetic thermodynamic model, either numerically or

based on an analytic prescription. Instead, pressure-distributed models, as introduced

by Pizzo (1986), can be used to distribute the magnetic and thermodynamic structure

between multiple semi-empirical models. These models are used to create sunspots

with realistic magnetic and thermodynamic properties (Khomenko & Collados, 2008;

Cameron et al., 2011).

Finally, highly realistic dynamical sunspots can be created through introducing a

strong field into a radiative magnetohydrodynamic simulation (Rempel et al., 2009).

Accounting for radiative transfer and an appropriate choice of boundary conditions
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(including somewhat questionable boundary conditions at the top of the computational

box) will generate a sunspot with realistic penumbral fine structure and allow for the

study of the time evolution of a sunspot, including its formation and decay. These

models, however, are computationally expensive due to the radiative transport, non-

linear magnetohydrodynamics and low CFL number. This makes them less suitable for

wave simulations for helioseismology, as investigating different sunspot models, driving

functions and frequencies requires multiple simulations of large time series. These

models are also far too shallow for helioseismic applications.

Observational measurements are restricted by variations of the velocity, magnetic

field and opacity in the region at which the radiation is formed. There are also limita-

tions from the spatial, temporal and spectral resolution of the instrument used. With

modern spectral synthesis codes it is now possible to directly compare numerical sim-

ulations with observations. The radiation output of the simulated solar photosphere

and chromosphere can be calculated. This synthesised spectrum can then be degraded

to imitate the effects of observational equipment, allowing direct comparisons to be

drawn between simulated and observed data. Applications of this include using a 3D

radiation-hydrodynamic code with a spectral-line synthesis code, and applying filters

to imitate the effects of HMI-like measurement on the line profiles of Fe I 6173 Å line,

and MDI-like measurement on the NiI 6768 Å line (Fleck et al., 2011). Instruments

such as MDI and HMI sample the spectral line at a series of discrete wavelengths

using instrument transfer functions, known as filtergrams. Filtergrams have been di-

rectly applied to synthesised spectra to obtain multi-height observations of simulated

magnetoconvection (Nagashima et al., 2014).

To compare simulations with the observations made with these instruments we

must understand both the complex magnetohydrodynamic effects as well as the effects

of non-locality and non-uniformity of radiation formation in solar magnetic structures.

Stokes analysis of simulated and observational data produced by the MURaM code

(Vögler et al., 2005) was used (Khomenko et al., 2005) and compared to observational

data for the quiet Sun (Khomenko et al., 2003). Specifically, it was used to investigate

Stokes profiles of Fe I 6301.5 Å, 6302.5 Å, and 15648 Å, and 15652 Å spectral lines.

Quantitative agreement was found between a lot of the measurements, with features of

the solar surface such as magnetic bright points observed (Shelyag et al., 2004). The

effect of the lower resolution observations was simulated and found to decrease the

contrast of the simulated images (Shelyag & Przybylski, 2014).

The availability of modern supercomputing facilities has made it possible to intro-
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duce realistic physics into the study of waves in solar structures. The high Alfvén

velocities present in magnetic field concentrations lead to computationally intensive

simulations due to a restrictive CFL condition and consequently small simulation time-

steps. Large computational resources are required to simulate these structures with

high spatial and temporal resolution. With the introduction of non-ideal terms in

the magnetohydrodynamic equation system, it is also possible to include the effects

of partial ionisation, such as ambipolar diffusion and the Hall effect. The ionisation

fraction is as low as 10−4 throughout much of the solar photosphere and chromosphere,

allowing the non-ideal terms to have a significant effect on wave propagation in strong

magnetic field regions. The incorporation of radiative losses, whether through a simpli-

fied Newton cooling model or more detailed radiative transport, is required to simulate

the formation of the chromosphere. The introduction of these physical processes into

simulations brings us closer to a better understanding of energy transfer, conversion

and diffusion in magnetic field structures.

This research will provide a general study of wave interaction with solar magnetic

field concentrations on a variety of scales. In Chapter 1 the equations of linear mag-

netohydrodynamics, MHD waves and the SPARC linear MHD code, which has been

developed for helioseismology of magnetic regions, are described. Chapter 2 describes

a problem with the driving of acoustic sources for helioseismic simulations, and the

solution to generate realistic acoustic spectra. Chapter 3 is dedicated to radiative

transport, spectral synthesis and synthetic observations of solar magnetic structures.

Chapter 4 describes a sunspot model developed to give accurate spectropolarimetry

and allow computational helioseismology to be performed on synthetic observations.

Finally, in Chapter 5 we describe non-linear, non-ideal simulations of small scale flux

tubes to investigate the role of ambipolar diffusion in damping Alfvén waves.
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Chapter 1

Magnetohydrodynamics and the
SPARC code

In this chapter we provide an introduction to ideal magnetohydrodynamics. We then

derive the linear magnetoacoustic wave equation and dispersion relations. The be-

haviour of fast, slow and Alfvén waves in magnetic fields is described, including MHD

mode conversion and the effect of a stratified atmosphere on the waves. We then de-

scribe the Seismic Propagation through Active Regions and Convection (SPARC) code

used throughout this thesis, including the improvements made in the parallelisation

algorithm and boundary conditions.
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1.1 Magnetohydrodynamics

The magnetohydrodynamic equations can be derived using a number of methods. For

a strict derivation of these equations from the Boltzmann equations see Goedbloed

& Poedts (2004). We will present a simple derivation for a charged, stratified fluid.

The description of ideal magetohydrodynamics begins with Maxwell’s equations (here,

written in cgs units):

∇×B =
4π

c
J +

1

c

∂E

∂t
, (1.1)

∇× E = −1

c

∂B

∂t
, (1.2)

∇ ·B = 0, (1.3)

∇ · E = 4πσ. (1.4)

Here B, E, and J are the magnetic field, electric field and electric current density

vectors, respectively, while c is the speed of light in a vacuum, t the time and σ the

electric charge density.

These Equations can be simplified by considering non-relativistic fluid velocities

v � c. Then, for the Maxwell-Ampere Equation 1.1, using Equation 1.2, we have

1

c

∣∣∣∣
∂E

∂t

∣∣∣∣ ≈
v2

c2

B

l0
� B

l0
≈ |∇ ×B| . (1.5)

This assumption simplifies Equation 1.1 to give

J =
c

4π
∇×B. (1.6)

The equations of electrodynamics 1.1 - 1.4 are combined with the equations of fluid

mechanics to give the magnetohydrodynamic equations. The conservation of mass is

described by the continuity equation

∂ρ

∂t
+∇ · (ρv) = 0, (1.7)

for the plasma density ρ and velocity v. To describe the conservation of momentum

in a charged, gravitationally stratified fluid, two additional terms will supplement the

standard momentum equation of hydrodynamics. Firstly, the force of gravity will be

included, Fg = ρg. For an ionised, quasi-neutral fluid, the Lorentz force per unit
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volume is given by

F =
1

c
J×B + σE. (1.8)

The inclusion of these two terms gives the momentum equation for magnetohydrody-

namics

ρ
∂v

∂t
= −ρ (v · ∇) v −∇p+ ρg +

1

c
J×B + σE, (1.9)

for a gas pressure p. In the momentum Equation 1.9, by using Equations 1.2 & 1.4

again considering only non-relativistic velocities v � c, we find

σE ≈ v2

c2

B2

l0
� B2

l0
≈ |J×B|, (1.10)

allowing one to remove the E term from the momentum Equation 1.9. This removes

the electric field from the system of equations 1.7-1.10.

In a plasma, the relationship between the current density and electric field is given

by Ohm’s law. In ideal MHD the plasma is considered to be a perfectly conducting fluid,

the electric field strength in the co-moving frame of reference E′ is zero. Considering

the transformation back to the non-inertial frame gives the ideal Ohm’s law

E′ = E +
1

c
v ×B = 0. (1.11)

Substituting this into Faradays Equation 1.2, and simplifying gives the induction equa-

tion
∂B

∂t
−∇× (v ×B) = 0. (1.12)

Substituting Equation 1.6 into the momentum Equation 1.9 gives

ρ
∂v

∂t
= − (v · ∇) v −∇p+ ρg +

1

4π
(∇×B)×B. (1.13)

The reduced system of equations given by the momentum Equation 1.13, continuity

Equation 1.7, and induction Equation 1.12 describe the behaviour of plasma in ideal

magnetohydrodynamics.

The constraint of Equation 1.3, or no magnetic monopoles, must be maintained.

This can cause problems in computational MHD, where certain discretisations will not

conserve ∇ ·B, potentially leading to numerical instabilities.

Finally, the system of equations is closed by solving an energy equation, such as the
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internal energy (eint)

∂eint
∂t

+ v · ∇eint + (γ − 1)eint∇ · v = 0, (1.14)

or the total energy (etot) of the system

∂etot
∂t

= −∇ ·
(

v

(
etot + p+

|B|2
8π

)
− 1

4π
B (v ·B)

)
+ (ρg · v) . (1.15)

The ideal MHD approximation has been applied successfully to describe many solar

phenomena. The assumption of perfect ionisation made in ideal MHD is broken in large

regions of the photosphere and chromosphere. For many of the temporal and spatial

scales studied, the non-ideal effects are small allowing the ideal approximation to be

used (Khomenko, 2015). In magnetic regions of the chromosphere and corona the ideal

approximation breaks down and non-ideal effects, such as ion-neutral drift (ambipolar

diffusion) and the Hall effect must be considered. Non-ideal magnetohydrodynamics is

covered in greater detail in Chapter 5. However, Cally & Khomenko (2015) show that

the Hall term is negligible in the lower solar atmosphere for the low frequency wave

(several mHz) that concern us here.

1.2 Magnetohydrodynamic waves

To study the linear waves propagating in a solar plasma we write the system of equa-

tions of ideal magnetohydrodynamics (Priest, 2012; Cally & Andries, 2016, in prep)

in terms of a time-independent background and a time-varying perturbation. Ex-

panding the density, pressure, magnetic field and velocity in terms of perturbations

(ρ1, p1,B1,v1) around a background state (ρ0, p0,B0,v0) gives

ρ = ρ0 + ρ1,

p = p0 + p1, (1.16)

B = B0 + B1,

v = v0 + v1.

With a background model in magnetohydrostatic equilibrium, satisfying

−∇p0 + ρ0g +
1

4π
(∇×B0)×B0 = 0, (1.17)
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we can use Equation 1.16 and 1.17 to rewrite equations 1.7, 1.12 and 1.13. This

is performed by expanding and removing non-linear terms as well as cancelling the

background terms in magnetohydrostatic equilibrium from the momentum equation.

In order to study the case of no background flows we set v0 = 0 and a small time

dependent perturbation v1. Then, the momentum Equation 1.13 can be written as

ρ0
∂v1

∂t
= −∇p1 + ρ1g +

1

4π
(∇×B0)×B1 +

1

4π
(∇×B1)×B0. (1.18)

Similarly, we linearise the continuity equation

∂ρ1

∂t
+∇ · (ρ0v1) = 0, (1.19)

and the induction equation

∂B1

∂t
−∇× (v1 ×B0) = 0. (1.20)

This system is closed with the linearised energy equation (written for gas pressure):

∂p1

∂t
= c2

s

∂ρ1

∂t
, (1.21)

where cs =
√

γp0
ρ0

is the local sound speed and γ the adiabatic index. Taking the time

derivative of the linear momentum Equation 1.18 with a constant background field, we

can simplify ∇ × B0 = 0. Equations 1.19, 1.20 and 1.21 can then be used to remove

ρ1, p1 and B1 from Equation 1.18, giving

∂2v1

∂t2
= −c2

s∇ (∇ · v1) + g∇ · (v0 + v1) +
1

4πρ0

(∇× (∇× (v1 ×B0)))×B0. (1.22)

Taking a solution of the form v1 = V exp (i (k · r− ωt)) with a position vector r =

(x, y, z), a wavenumber k and frequency ω gives

ω2V = c2
sk (k ·V)− 1

4πρ0

(k× (k× (V ×B0)))×B0. (1.23)

For the hydrodynamic case, with no magnetic field B0 = 0 we get

ω2V = c2
sk (k ·V) . (1.24)
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This gives us a longitudinal sound wave V ‖ k with a phase velocity ω
|k|k = ±csk and

the group velocity ∂ω
∂k

= csk. The wave-vector parallel to the magnetic field is given by

k2
‖ = |k|2 cos2(θB), where θB is the angle between the wave-vector k and the magnetic

field B0.

For solutions in the case of a non-zero magnetic field, we take the scalar product of

Equation 1.23 with k, B0 and k×B0:




ω2 − (v2
A + c2

s) |k|2 a2|k|2k‖ 0

c2
sk‖ −ω2 0

0 0 ω2 − v2
Ak

2
‖







k ·V
B0 ·V

k×B0 ·V


 =




0

0

0


 (1.25)

Here vA =
√
B2

0/4πρ0 represents the Alfvén speed in the plasma. Solutions to Equation

1.25 only exist when the determinant of the coefficient matrix is zero,

(
ω − v2

Ak
2
‖
) (
ω4 −

(
v2
A + c2

s

)
k2ω2 + v2

Ac
2
s|k|2k2

‖
)

= 0. (1.26)

This gives two dispersion relations. The first term describes the Alfvén wave,

ω − v2
Ak‖ = 0, (1.27)

and the second the magnetoacoustic wave modes

ω4 −
(
v2
A + c2

s

)
k2ω2 + v2

Ac
2
s|k|2k2

‖ = 0. (1.28)

The Alfvén wave mode, given by Equation 1.27, can also be recovered from Equation

1.23 by setting k ·V = 0. This gives a transverse wave with the velocity perpendicular

to the background magnetic field, phase velocity vA cos(θB)k and the group velocity

vAB0.

Taking Equation 1.28 and solving it for ω2 gives two other wave modes:

ω2 =
|k|2
2

(
v2
A + c2

s ±
√

(v2
A + c2

s)
2 − 2v2

Ac
2
s cos(2θB)

)
, (1.29)

Here the fast mode corresponds to the + sign, and the slow mode to the − sign. The

fast (vf ) and slow (vs) wave-velocities depend on the direction of propagation through

the magnetic field. A fast wave will have the maximum velocity of vf =
√
c2
s + v2

A

when travelling perpendicular to the magnetic field, and a minimum velocity vf =

max[vA, cs], when parallel.
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The nature of fast and slow waves varies depending on the relative magnitudes of

vA and cs. From Equation 1.29, when vA � cs, the fast wave will be acoustic in nature,

with the velocity of an acoustic sound wave. As the plasma-β decreases, the fast wave

becomes magnetic in nature, and isotropic when vA � cs.

A slow wave achieves its maximum speed vs = min[vA, cs] when traveling parallel

to the magnetic field and is unable to propagate perpendicularly, though it has a finite

maximum velocity vs → vAcs√
v2A+c2s

as θB → π
2
. The slow wave mode is magnetic when

vA � cs, traveling transverse to the magnetic field, while when vA � cs the slow mode

becomes acoustic and the polarisation is aligned with the magnetic field.

v

v

v

v

Fig. 1.1: The fluid displacement (red) as the direction of the velocity v changes relative
to a background magnetic field B0 pointing in the positive x direction. The upper panel
shows the fast wave, while the lower panel shows the slow wave. Two cases are shown,
the left figure shows the case where cs/vA = 0.5, and the right figure shows the face
where cs/vA = 2.0. Figure from Spruit (2013)
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v v

Fig. 1.2: The phase speed of the fast, slow and Alfvén wave modes as the direction of the
velocity v changes relative to a background magnetic field B0 pointing in the positive
x direction. Two cases are shown, the left figure shows the case where cs/vA = 0.5,
and the write figure shows the face where cs/vA = 2.0. Figure from Spruit (2013)

1.2.1 Waves in a stratified atmosphere

The p−modes travelling through the solar interior are trapped acoustic waves. In

the non-magnetised quiet Sun regions of the stratified solar atmosphere, when the

region is small and the spherical geometry can be ignored, the wave equation can be

determined using the plane parallel approximation (Deubner & Gough, 1984; Balraforth

& Gougb, 1988). For a vertically stratified background, considering the wavenumber as

|k|2 = k2
z +k2

h, where kh is the horizontal wavenumber, kz the vertical wavenumber, and

applying the Wentzel-Kramers-Brillouin (WKB) approximation (Gough, 2007) gives a

dispersion relationship

ω2 − c2
s|k|2 − ω2

c +
c2
sN

2k2
h

ω2
= 0, (1.30)

where N is the Brunt-Väisälä frequency, representing the oscillation frequency of a pure

gravity wave. When the Brunt-Väisälä frequency is real (N2 > 0), the parcel of gas

will oscillate vertically, and the stratified background model will be convectively stable

as seen in most of the solar atmosphere. For an imaginary Brunt-Väisälä frequency

(N2 < 0), the plasma is unstable, and as small perturbations are unable to be damped,

they will grow and convection occurs.
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The acoustic cutoff frequency ωc is calculated as

ω2
c = c2

s

1− 2H ′

4H2
(1.31)

for a density scale height H. The acoustic cutoff frequency is a dubious concept and

theoretical calculations vary. A number of different equations can be calculated, de-

pending on the formulation of the wave equations used (Schmitz & Fleck, 2003). Al-

though these forms give the same result in an isothermal atmosphere, for a realistic

solar atmosphere they will differ. The form used in Equation 1.31 can lead to large

spikes in the acoustic cutoff frequency, violating the WKB approach used in theoretical

calculations. The inclusion of magnetic fields will further complicate things, changing

the acoustic cutoff frequency and allowing lower frequency waves to escape higher into

the atmosphere (McIntosh & Jefferies, 2006).

The dispersion relation (Equation 1.30) gives a number of insights into the behaviour

of the modes trapped in the solar interior. We can see the waves are able to propagate

vertically when (ω2 − ω2
c ) + k2

hc
2
s(N

2/ω2 − 1) > 0. The lower turning point is given by

the Lamb depth, where ω2 = c2
sk

2
h as cskh >> ωc deep in the solar interior. At the

upper turning point waves will be reflected as they reach the acoustic cutoff frequency

ω <
√
c2
sk

2
h(N

2/ω2 − 1) + ω2
c < ωc (Cally & Moradi, 2013).

When fast acoustic waves travel in a magnetised region, the acoustic cutoff frequency

and its effects are changed in a number of ways (Bogdan & Judge, 2006; Cally, 2007).

In addition to the mode conversion processes discussed below, which allow acoustic and

magnetic waves to interact, a magnetic field will change the acoustic cutoff frequency.

For a field aligned slow wave in a region where vA � cs, propagation will be allowed

when ω2 > ω2
c cos2(θB). This modification by the attack angle θB, the angle between

the magnetic field B and the wave vector k, allows for slow waves to propagate higher

into the solar atmosphere where they are observed as ’magnetic portals’ (Jefferies et al.,

2006).

1.2.2 Mode Conversion

Around the equipartition region, where the Alfvén velocity and sound speed are equal

(vA/cs = 1), interaction between the fast and slow waves will occur. In this region,

mode conversion and transmission will enable energy to be transmitted and converted

between the fast and slow magnetoacoustic wave modes. Below the equipartition layer
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the fast wave is predominantly acoustic in nature and the slow mode magnetic in

nature. Above the equipartition layer the slow mode is acoustic in nature, and the fast

wave is magnetic. Transmission refers to the wave changing from the fast branch to

the slow branch (or slow-to-fast) remaining acoustic in nature. Conversion will occur

if the wave remains in the fast branch, changing nature from acoustic to magnetic.

This transmission (acoustic-to-acoustic) will be stronger in a number of situations:

1) a small angle between the wave vector k and the magnetic field B, 2) lower frequen-

cies and 3) a thin region where vA ≈ cs (the interaction region), occurring when Alfvén

speed gradient is steep (Cally, 2007).

As an upward-travelling fast-acoustic wave enters a region of low plasma-β, part

of its energy is transmitted into an upward-travelling field-aligned slow-acoustic mode

as it crosses the equipartition layer. The remaining energy is converted into a fast-

magnetic wave. Then, after reflecting from the upper turning point, the magnetic-fast

mode will again transmit energy into a downward travelling slow-magnetic mode with

the remaining energy converting to a fast-acoustic wave (Cally, 2006). As seen in

Figure 1.3, the inclination of the field plays a role in determining the strength of the

conversion process. Since most incoming acoustic p−modes will approach the solar

surface at a steep angle, conversion of these waves to acoustic slow modes will occur

preferentially in near-vertical fields, such as sunspot umbra (Cally et al., 2016).

In regions above the vA/cs = 1 layer, near the fast wave reflection height, energy

may be lost from the fast-magnetic wave to the Alfvén wave through mode conversion.

While fast to slow conversion can occur in a simplified 2D geometry, fast to Alfvén mode

conversion is a three-dimensional process, occuring only when the wavevector is at an

angle to the plane of the magnetic field (Cally & Hansen, 2011). Wave propagation

studies in a simple magnetic field geometry have found that the energy lost from the

reflected fast wave can exceed that lost through transmission to slow waves (Cally

& Goossens, 2008). The efficiency of energy loss was found to be greatest in field

inclinations of 30◦ − 40◦ and when the wave is propagating at a large angle from the

magnetic field plane (60◦ − 80◦).

Numerical studies of fast to Alfvén conversion were performed in a 2.5D sunspot

model (Khomenko & Cally, 2012). By comparing the acoustic and magnetic energy

fluxes above the vA/cs = 1 layer, the efficiency of conversion to Alfvén waves was found

to behave as described above for simplified inclined field models. A few points of dif-

ference were noticed. Firstly, the inclination at which maximum energy is transmitted

to the atmosphere is lower than in the simple inclined model. Secondly, it was found
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that when the angle between the wave vector and magnetic field is 90◦ − 180◦, the

conversion to upwards traveling Alfvén waves is inefficient. As expected from theory,

after reflection of the fast wave has occurred, conversion to downwards traveling Alfvén

waves is more efficient.

Three-dimensional studies of fast-to-Alfvén conversion found that the maximum

energy is achieved at high inclinations and with an angle between the wave vector and

magnetic field of 50◦−120◦ (Felipe, 2012), although the magnetic field strength was low

(900 G). Investigations of the interaction of Alfvén waves with a realistic chromosphere,

transition region and corona have shown that the Alfvén flux reaching the corona is

produced through fast mode conversion (Hansen & Cally, 2012). In three-dimensional

studies of sunspot acoustic halos, the ’moat’ separating the concentric halos was seen

to correspond to a region of penumbral field where returned fast waves are efficiently

converted to downwards traveling Alfvén waves (Rijs et al., 2016). Realistic simulations

in a sunspot atmosphere have yet to be performed due to computational limitations

from the extreme Aflvén velocities found in kilogauss magnetic fields in combination

with chromospheric and coronal densities. Current simulations either use a low upper

boundary, decreasing the region in which conversion can occur, or introduce an Alfvén

speed limiter. Although these limiters have a minimal effect on the solar p−mode

spectrum (Moradi & Cally, 2014), they will greatly reduce the Alfvénic flux.

1.3 SPARC

Forward modelling for computational helioseismology is necessary to develop and test

helioseismic techniques. Validation of helioseismic measurements is performed by di-

rectly comparing inferred plasma properties to those in a simulated model. In order to

correctly use phase and travel-time shifts to diagnose sub-surface properties in mag-

netic regions we must first understand how the magnetic fields will effect these measure-

ments. This involves modelling the physical processes impacting p−modes travelling

through the solar interior and the variations they cause in the observed surface velocity

observations.

A number of codes are currently in use, including linear (SPARC (Hanasoge, 2011),

and SLIM (Cameron et al., 2007)) and non-linear (MANCHA (Felipe et al., 2010), VAC

(Shelyag et al., 2008), and FLASH (Murawski et al., 2013)). The SPARC code has been

widely used and validated for local helioseismology (Hanasoge et al., 2007; Hanasoge,
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Fig. 1.3: This figure shows the two different mode conversion processes of an incoming
fast wave in a simple inclined field model; fast-to-slow conversion occurs at the vA = cs
level, and fast-to-Alfvén conversion occurs near the fast wave turning point. In the
case of a low attack angle (top panel) we see a large amount of transmission to upward
travelling slow modes, the magnetic fast wave can now convert to upward travelling
Alfvén waves before returning to the solar interior. Conversion to slow modes is again
seen as the equipartition layer. For the case of a large attack angle (bottom panel) the
transmission to upwards travelling slow modes is greatly reduced, with more energy
transmitted to downward travelling Alfvén and downward travelling slow waves. Figure
taken from Khomenko & Cally (2012).
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2011). Modern radiative MHD codes such as MURaM, CO5BOLD and MANCHA

are now available, however their large computational requirements make it expensive

to perform simulations of a sufficient length for helioseismology. The low frequencies,

large spatial scales, long simulation times and inherently linear nature of helioseismic

methods make linear MHD simulations an ideal tool for computational helioseismology.

We have improved the SPARC code significantly over the original. The introduction

of an explicit derivative and filtering scheme allows the domain to be decomposed in

three dimensions. A new decomposition and parallelisation algorithm is introduced,

greatly increasing the scaling with number of cores. Finally, the high-fidelity Perfectly

Matched Layer (PML) boundaries previously only applied on the vertical boundaries

have been added to the horizontal boundaries and tuned for maximum efficiency.

The structure of this section is as follows. In Subsection 1.3.1 we describe the equa-

tions of linear magnetohydrodynamics solved by the SPARC code. Then we describe

the layout of the code, including numerical scheme in Subsection 1.3.2, the paral-

lelisation algorithm in Subsection 1.3.3 and finally the PML boundary conditions in

Subsection 1.3.4.

1.3.1 Equations

The SPARC code uses the set of equations derived by Hanasoge et al. (2010) in the

previous versions of the code. The code calculates the perturbations around a magne-

tohydrostatically stable background model, satisfying Equation 1.17.

The linear MHD equations are written in terms of pressure (p), density (ρ), sound

speed (cs), gravity (g) and magnetic field (B) and velocity (v). Variables subscripted

with 0 are the values of the background model, or, in the case of velocity, describe a

weak flow field |v0| << ωL0 for a frequency ω and length-scale L0. The equations are

written in non-conservative form as:

∂ρ

∂t
= −∇ · (ρ0v)−∇ · (ρv0), (1.32)

ρ0

(
∂

∂t
+ Γ

)
v =− ρ0v0 · ∇v − ρ0v · ∇v0 −∇p− ρg0ez (1.33)

+
1

4π
[(∇×B0)×B + (∇×B]×B0) + S− ρ0σdampv,
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∂p

∂t
= −c2

sρ0∇ · v − v · ∇p0 − v0 · ∇p, (1.34)

∂B

∂t
= ∇× (v0 ×B) +∇× (v ×B0) . (1.35)

Two additional terms are introduced to the right hand side of the momentum equation:

the driving source term S, and a frictional damping sponge σdamp boundary condition

(Colonius, 2004). A wave-damping Γ term is present on the left hand side of the

momentum equation. This allows better approximation of the solar p−mode spectrum

(Schunker et al., 2011).

The SPARC code can be run in full 3D or in a reduced 2D geometry to allow for quick

testing of new models and simulation parameters. For simulations with magnetic field a

2.5D mode is available, solving for the full v = (vx, vy, vz), and B = (Bx, By, Bz) in a 2D

geometry ( ∂
∂y

= 0). The code can be run in three modes: hydrodynamic with a uniform

background in x and y (quiet Sun), 3D hydrodynamic, or 3D magnetohydrodynamic.

1.3.2 Numerical Scheme

For efficient calculation with minimal communication in a three-dimensional decom-

posed domain the implicit derivative schemes and FFT-based Orszag two-third rule

horizontal filtering used in the original SPARC code have been replaced. To calculate

spatial derivatives a five-point central difference scheme (Vögler et al., 2005) and an

eleven-point optimised finite difference scheme (Bogey & Bailly, 2004) are available

for use in both the horizontal and vertical derivatives. The high order scheme offers

lower dispersion and dissipation errors in wavenumber at the cost of computational

time. Also included are uncentred derivatives for the boundary cells when absorbing

or reflecting boundary conditions are used (Berland et al., 2007).

Finally, to perform the temporal integration, an optimised five-step Runge-Kutta

scheme is used (Berland et al., 2006). Explicit filters are included to prevent aliasing and

numerical instabilities in the solution, stabilising the system. Two filters are available,

the 7-point filter described by Parchevsky & Kosovichev (2007) and the 11-point de-

aliasing filter of Vichnevetsky & Bowles (1982). The frequency of application of these

filters is specified. For most simulations, vertical filtering every 10 − 20 timesteps,

and horizontal filtering every 50− 100 timesteps are sufficient to ensure stability. For

atmospheres with large horizontal density and pressure gradients, for example a sunspot

with a deep Wilson depression, the frequency of horizontal filtering may need to be
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increased. To deal with the large variation in physical parameters over the domain

from the convective zone to chromosphere, the code uses a vertical grid spacing based

on the sound speed. The z-directional grid spacing is distributed such that the acoustic

travel times between each cell are the same for the quiet Sun, ∆z ∝ 1/cs.

The code includes a Lorentz force limiter, which is required due to the high Alfvén

speed in the upper chromosphere. Although unphysical, it is necessary to prevent

reduction of the time-step and excessive computational times. Moradi & Cally (2014)

show that the Alfvén limiter has negligible effect on the seismology provided the Alfvén

speed plateau is comfortably above the horizontal phase speed of the p−modes under

consideration. This is applied by setting the maximum Alfvén velocity va,max and

calculating the reduction Rmag(x, y, z) needed, according to

Rmag =
v2
a,max

v2
a,max +

v2A(x,y,z)

c2q(z)

, (1.36)

where vA(x, y, z) is the local Alfvén velocity and cq(z) is the quiet Sun sound speed

(Rempel et al., 2009). The functional form of the Equation 1.36 limits the maximum

fast wave velocity, sufficiently relaxing the time-step restriction, while having a minimal

effect below the equipartition layer cs/vA = 1 (Cameron et al., 2011). The reduction

is then applied to the Lorentz force terms in the right hand side of the magnetohydro-

dynamic equations.

In previous versions of the code the Lorentz force limiter was applied directly to

the background magnetic field. Reducing the magnetic field using a limiter of the form

given by Equation 1.36 in a magnetic atmosphere where vA/cq changes quickly causes a

steep decline of the background magnetic field B0 with z, which is both unphysical and

numerically problematic. This requires a further reduction of the vertical derivatives

Rmag
∂B0x
∂z

, and Rmag
∂B0y
∂z

in the ∇×B0 terms of the momentum equation to maintain

stability. As the limiter is now applied directly to the momentum equation, this reduc-

tion is no longer included. The new method also prevents the formation of a ’magnetic

bottle’, leading to an eventual numerical instability in certain magnetic field topologies,

such as a sunspots with a realistic umbral magnetic field strength and density.

Convective instabilities are fatal to linear simulations leading to exponential growth

of amplitude of oscillatory modes and, consequently, to a numerical blow-up. The
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condition for convective stability is the Brunt-Väisälä frequency (see Chapter 2),

N2 = g(
1

γ

∂ log(ρ)

∂z
− ∂ log(p)

∂z
), (1.37)

must be positive. This is usually achieved through the use of either a solar-like poly-

tropic (Hanasoge et al., 2008) or artificially stablised (Schunker et al., 2011; Parchevsky

& Kosovichev, 2007) background model.

1.3.3 Parallelisation Algorithm

In order to run efficiently on a distributed memory system the simulation domain

must be decomposed. Efficient computation is achieved when the simulation time

Tsim decreases inversely proportionally to the number of cores Tsim ∝ 1/ncores. The

previous version of SPARC decomposed the 3D domain into 2D x-z directional slices.

This scheme was only able to scale efficiently up to ncores = ny/2, for ny the number of

grid points in the y-horizontal direction. Therefore the maximum number of cores that

could be used was ny providing a substantial bottleneck in high resolution simulations.

In order to increase the scalability of the code to thousands of cores a new decomposition

scheme is used, dividing the simulation domain into 3D cubes.

For a parallel simulation run on multiple cores, the simulation domain must have its

x, y, z directions split into (gx, gy, gz) pieces, where number of cores must be equal to

gxgygz. This will give sub-domains of size (bx, by, bz), dividing the full (nx, ny, nz) do-

main. The grid size does not need to be divisible by block-sizes, although it will give op-

timal load balancing. Communication is performed through non-blocking send-receives

in the derivative and filtering routines. The number of cells sent and received in the

(x, y, z) dimensions is (2(bx +mx)bybzgx, 2bx(by +my)bzgy, 2bxby(bz +mz)gz), wheremx,y,z

is the number of ghost cells required for the derivative or filtering stencil. The 2.5D

version of the code is parallelised with by = ny = 1, and domain decomposition of the

x and z dimensions.

In an effort to mask communication with computation of the derivatives and filtering

routines, we calculate the interior points while waiting for the boundary cells as follows:

1. Allocate arrays, for the x-dimension (−mx + 1 : bx +mx, by, bz)

2. Call non-blocking MPI send and recieve routines.
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3. Calculate derivatives for the interior of the sub-domain, for the x-dimension loop-

ing over i = mx + 1 : bx −mx, j = 1 : by, k = 1 : bz .

4. Call MPI WAIT to pause until the communication with adjacent cores from step

(1) is complete.

5. Calculate boundary cells depending on the simulation set-up (Periodic, Dirichlet,

Neuman), for the x-dimension looping over the lower i = 1 : mx, j = 1 : by,

k = 1 : bz and upper i = bx −mx + 1 : bx,j = 1 : by,k = 1 : bz boundaries.

A similar method is used for the y and z derivatives.

The FITS datatype does not have a parallel library for input/output. This causes a

significant bottleneck to the code operation for large simulations. To prevent excessive

communication requirements for input/output with a large number of cores the FITS

file type has been replaced with HDF5. There are two output files provided during

the operation of the SPARC code: a background file and a perturbation output file.

Additionally, a 3D sub-domain can be selected for the perturbation output.

The code outputs initial conditions to the 0th save, simulation output to saves 1 : n

for n output snapshots. If the simulation crashes, all arrays are dumped to a full output

save. Table 1.1 outlines these two files and the datatypes and attribute information

within. A routine is included with the code to convert the old background files of

SPARC. The code also includes the option to restrict the perturbation output to a

subset of the simulation domain allowing for a reduced storage requirement. The code

can be re-initialised from a full simulation domain output.

To test the scaling of the new version of the SPARC code we have run two typical

simulations; one hydrodynamic and one magnetic, each run for 0.25 hour of simulated

time. A domain of x, y = 300 Mm2, with z varying from −50 Mm to 2 Mm has been

used in both simulations. The higher-order 11 point derivative scheme is used with

the 11 point filter applied every 20 iterations in the z-direction and every 80 iterations

in the x, y-direction. Data output is made of a slice at the height of measurement of

the HMI-instrument (200 km) every 45 seconds, with a full data-cube saved every 300

seconds. The hydrodynamic simulation requires a timestep of 1.5 seconds, while the

introduction of a magnetic field reduces this to 0.2 seconds. The resultant scaling with

the number of cores can be seen in Figure 1.4. Although sub-linear, it represents a

significant improvement over the previous implementation.
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Fig. 1.4: Average simulation time per iteration showing the scaling of the SPARC
code from 64, up to 2048 cores for a typical magnetic (red) and hydrodynamic (blue)
simulation. The solid lines show ideal, linear scaling.
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Table 1.1: Output Files
File Background Perturbation Output
Attributes Background Name Simulation Name

Dimensions (nx, ny, nz) Dimensions: (nx, ny, nz)
Max ∆t (seconds, CFL 1.5) Time of Output (t seconds)

Norm of Energy (|Emag|, |Ekin|, |Etherm|)
Xlength (cm) Xlength (cm)
Ylength (cm) Ylength (cm)

(nxpmlb, nxpmlt, nypmlb, nypmlt, nzpmlt, nzpmlb)
Contains z (nz) z (nz)

p0 p
ρ0 ρ
cs0 vx, vy, vz
Alfvén Limiter (R)
Damping Sponge (Sp)

If Magnetic Bx0, By0, Bz0 Bx, By, Bz

If Flows vx0, vy0, vz0
If PML Ψx,Ψy,Ψz

and Magnetic ηx, ηy, ηz
Φx,Φy,Φz

1.3.4 Boundary Conditions

To perform local helioseismic simulations high-fidelity absorbing boundary conditions

are desired to prevent spurious reflection of waves interfering with measurements. Of

particular importance is the absorption of waves with a frequency above the acous-

tic cut-off ωc, which should escape through the upper boundary, and the removal of

p−modes with low spherical harmonic degree ` which will travel deeper than the bottom

of the simulated domain. Absorbing boundaries in complex magnetic field structures

are non-trivial, due to differences in behaviour of the various magnetohydrodynamic

wave modes. High frequency acoustic waves will escape out the top boundary and low-`

waves will not be reflected before the bottom of the simulation domain. Two options

are included for absorbing boundary conditions.

A simple absorbing sponge, or constant frictional term can be added to the right

hand side of the momentum and continuity equations (Colonius, 2004). While very

stable, sponge boundary conditions require a small damping coefficient and many cells

to perform effectively. This makes them computationally infeasible for the simulations

of size and length we wish to perform in local helioseismology. To better absorb the

variety of wave modes present in MHD, a convoluted perfectly matched layer (cPML)
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boundary conditions are applied to the top, bottom and side boundaries. A full deriva-

tion of the cPML for MHD in a stratified media is described by Hanasoge et al. (2010),

using an auxiliary differential equation (ADE) formulation (Gedney & Zhao, 2010).

This method has been applied to work in all boundary layers of a three-dimensional

simulation. To summarise, the ADE-cPML layer transforms the wave-number kx,ky

and kz of a wave travelling in the PML layer, for the x, y and z boundary layers by

applying the following relation

k∗‖ → k‖

[
κ‖ +

d‖
α‖ − iω

]
, (1.38)

where ‖ is the direction parallel to the boundary. The function d‖ is a damping function,

while α‖ is the frequency dependant term, which acts as a filter, and κ‖ is an additional

parameter that damps evanescent waves. For example, in the z-dimension we have

d(x, y, z) = Rc
N + 1

2L

√
cs(x, y, z0)2 + vA(x, y, z0)2

( z
L

)N
, (1.39)

where cs is the sound speed at the beginning of the PML layer (z0) and vA is the Alfvén

velocity. In the z direction κ will be described as

κ(z) = 1 + (κmax − 1)
( z
L

)N
, (1.40)

and α as

α(z) = πf0
z

L
. (1.41)

This leaves us with four free parameters: the maximum of the evanescent damping

term (κmax), the characteristic frequency (f0), the order of the polynomial at which

κ and d increases (N) and a reflection coefficient (Rc) which increases the strength of

damping in the PML.

This wave-number transformation can be described as a grid stretching, as the

derivatives inside the PML layer are performed in terms of the stretched coordinates.

In the z-direction the z-derivative will be stretched, and the behaviour will be similar

in x and y boundary layers. The transformed derivative, for the direction parallel to

the boundary layer, is calculated as

∂‖Ψ
∗
‖ =

[
1

κ‖
−

d‖/κ2
‖(

d‖/κ‖ + α‖
)
− iω

]
∂‖Ψ‖. (1.42)
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For the z-PML, this requires the computation of the terms Ψ‖ in the continuity

equation 1.32, Φ‖ = (Φx,Φy,Φz) in the momentum equation 1.33 and η‖ = (η⊥1, η⊥2)

in the induction equation 1.35. The new version of SPARC has cPML’s implemented

on all the boundaries. The method of implementation remains the same with the

introduction of 6 arrays required in each of the PML layers. These must also be updated

in time, giving six extra equations to solve for the appropriate boundary layer. These

are solved in the PML for the derivative parallel to the boundary:

∂Ψ∗‖
∂t

=
d‖
κ2
‖
∂‖v‖ −

(
d‖
κ‖

+ α‖

)
Ψ‖, (1.43)

∂Φ∗‖
∂t

=
d‖
κ2
‖
∂‖

[
B0‖B

4π
+

B‖B0

4π
−
(
p+

B ·B0

4π

)
e‖

]
−
(
d‖
κ‖

+ α‖

)
Φ‖, (1.44)

∂η∗‖
∂t

=
d‖
κ2
‖
∂‖
[
B0‖v − v‖B

]
−
(
d‖
κ‖

+ α‖

)
η‖. (1.45)

For the vertical PMLs the stratification must be adjusted in the boundary layer to

ensure hydrostatic equilibrium. The derivatives of the background pressure and density

are reduced as

∂zp
∗
0 =

α/κ

d/κ+ α
∂zp0, (1.46)

∂zρ
∗
0 =

α/κ

d/κ+ α
∂zρ0, (1.47)

while to preserve hydrostatic equilibrium the gravity is also reduced according to

g∗0 =
α/κ

d/κ+ α
g0. (1.48)

As there is no stratification in the horizontal boundaries, this is not applied to the

horizontal derivatives of the background pressure and density. In the corners of the

simulation domain the PML layers are simply stacked on top of each other. A weak

absorbing sponge has also been included inside the PML to prevent numerical errors,

with a value given by

σdamp = σ0

√
cs(x, y, z0)2

( z
L

)N+1

, (1.49)

where σ0 is a constant.

Due to the large differences in the plasma-β and density over the simulation domain
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the wave type and direction of incidence will also vary. This has led to a selection of

Rz = 30.0, Nz = 2.0 and κz = 8.0 for the upper vertical boundary, Rz = 5, Nz = 2.0

and κz = 8.0 for the lower vertical boundary and Rxy = 15.0, Nxy = 3.0 and κxy = 8.0

for the horizontal boundaries. The values of R,N and κ can be adjusted in the code

for different driver amplitudes or different simulation domains.
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Chapter 2

Excitation of the acoustic wavefield
in the solar interior

In this chapter we investigate gaps in the acoustic power spectrum seen in a number

of numerical simulations. An eigensolver is used to calculate solutions to the solar

p−modes in combination with hydrodynamic simulations of wave excitation in the

stratified solar atmosphere. It is found that the gaps are caused by driving at nodes of

solar eigenfunctions. A distributed pulse driver is developed to overcome this problem

and provide more accurate generation of waves.
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The field of helioseismology uses the eigenfrequencies of resonant p−modes in the

solar interior to determine subsurface structure. The most prominent observational

manifestation of these resonant modes is a ν-k, or ν-` diagram, where ` is the spherical

harmonic degree. This diagram represents the power in the oscillations measured at

the solar surface in terms of their frequency ν and horizontal wavenumber k. These

diagrams show a series of ridges, each of which is an eigenmode of different radial order

n, corresponding to the number of nodes in the radial eigenfunction (Gizon & Birch,

2005).

In time-distance helioseismology, phase-speed filters are used to isolate particular

parts of the ν-k diagram, corresponding to p−mode wavepackets travelling between

two surface locations. Alternatively, ring diagram analysis fits ν-k power spectra for

a local region of the solar surface (Hill, 1988; Schou & Bogart, 1998) and uses it

to measure local velocity flows and plasma parameters. Accurate measurements of

the solar acoustic wavefield are necessary in order to perform realistic computational

helioseismology.

The solar p−mode spectrum is stochastically driven by turbulent convection near

the solar surface. In the solar interior the source of these perturbations is turbulent

Reynolds stress (Schwarzschild, 1948; Goldreich et al., 1994). Nearer to the surface,

acoustic waves are excited by non-adiabatic pressure fluctuations, produced by the

interaction between convection and radiative cooling (Stein & Nordlund, 1989). 3D

numerical simulations have been used to investigate the interaction between p−mode

oscillations and near-surface magneto-convection (Stein & Nordlund, 2001). Comparing

the different perturbation mechanisms, Nordlund & Stein (2001) concluded that the

pdV work of stochastic gas pressure (p) fluctuations in the non-adiabatic layers is the

primary driving mechanism of the solar p−mode spectrum.

For computational studies of acoustic wave propagation we need a driving function

that can approximate the characteristic frequencies of solar interior magnetoconvection.

The driving of acoustic sources is typically performed using a number of distributed

pulse sources (Parchevsky et al., 2008; Felipe et al., 2016) or a plane of randomised

sources with suitable wavenumber and frequency distribution (Hanasoge & Duvall,

2007; Rijs et al., 2016). The central frequency of the source is typically set to the peak

in the observed solar power spectrum at 4.5 mHz using pulses like a Richter wavelet

(Parchevsky & Kosovichev, 2007) or a truncated sinusoid (Shelyag et al., 2009). The

pulses are distributed at a set depth, typically around 100 − 150 km, which Kumar

& Basu (2000) found to be the optimal height for exciting p−modes in the required
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2 − 5 mHz frequency range. The source function is typically added to the right hand

side of the vertical component of the momentum equation.

Gaps in the acoustic power spectrum have been seen in a number of simulations

(Parchevsky & Kosovichev, 2007; Rijs et al., 2015; Przybylski et al., 2015); see Figure

2.1 for an example. We wish to understand the cause of these anomalies, and remove

them from our simulations. Absorption of power at certain frequencies typically repre-

sents a problem with boundary conditions. By varying the box size and using periodic,

sponge and perfectly matched layer (PML) boundary conditions, this potential source

of error was ruled out. The power gaps remain the same in all cases.

Fig. 2.1: The ν-k power ridges of the stratified solar atmosphere from a 4 hour simu-
lation with a pulse driver.

In this chapter we will investigate the cause of the gaps in the acoustic power

spectrum observed in our numerical simulations, and develop a new method of driving

to resolve this problem. In Section 2.1 we generate a convectively stable solar model,

used in MHD simulations for computational helioseismology throughout this thesis. In

Section 2.2 we use a boundary value method to solve for the eigenmodes of the solar

interior. We apply this solver and find that driving at nodes of the eigenfunction could
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be the cause of these gaps. In Section 2.3 we perform numerical simulations of acoustic

wave propagation in the solar interior, comparing the results to those obtained from

the eigensolver to verify the nodes as the cause. Finally, in Section 2.4 we describe the

new driving function to resolve the issues presented.

2.1 Convectively Stabilised Solar Model

In order to perform helioseismic inversions an accurate background model is required

to compute the p−mode spectrum of the solar interior. In this thesis we simulate the

output radiation spectrum of solar magnetic field structures in addition to performing

computational helioseismology. We require a background that we can use to achieve

both goals: convective stability for linear simulations, and a realistic semi-empirical

pressure, density and temperature distribution over the photospheric spectral line for-

mation region.

Linear modelling is frequently applied to helioseismic problems due to its speed and

the long simulation times required. A linear simulation requires a background model

which is both convectively and hydrostatically stable to prevent fatal instabilities. To

provide a convectively stable quiet Sun background model, the method described by

Parchevsky & Kosovichev (2007) is used. We generate a convectively stable quasi-solar

model with minimal changes to the photospheric line formation regions and the correct

sound speed profile below the surface, at the expense of a slightly reduced density and

pressure in the deeper regions.

A measure of convective stability is the Brunt-Väisälä frequency:

N2 =
g

γp

∂p

∂z
− g

ρ

∂ρ

∂z
, (2.1)

calculated in terms of the pressure p, density ρ, adiabatic index γ and gravitational

acceleration g of the solar model used. This represents the oscillatory frequency of a

parcel of gas in a gravitationally stratified fluid. Convective stability is achieved when

N2 > 0, or the Brunt-Väisälä frequency is real and the parcels of gas oscillate stably.

In addition to convective stability we require hydrostatic equilibrium to prevent

exponential growth of perturbations. Strict hydrostatic equilibrium is also required to

generate the magnetohydrostatic sunspot model presented in Chapter 4. The hydro-
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static equilibrium is calculated as:

∂p

∂z
= −ρg. (2.2)

Following the method of Parchevsky & Kosovichev (2007) we rearrange Equations 2.1

and 2.2 in terms of ∂ρ/∂z, introducing a free parameter α;

∂ρ

∂z
= −gρ

2

γp
− αρN

2

g
, (2.3)

where the gravity acceleration g, Brunt-Väisälä frequency N , and the adiabatic index

γ are functions of depth. The free parameter α must be greater than zero to enforce

convective stability. Using a shooting method, α is increased between 0 and 2 in order

to match the pressure in the model at a chosen depth in the solar interior. Equations

2.2 and 2.3 are solved using a fourth-order Runge-Kutta method on a one-dimensional

grid.

To enforce convective stability, the Brunt-Väisälä frequency is modified. This in-

volves setting the negative values in the convectively unstable solar interior to small

positive ones, scaled inversely with gravity. Some smoothing of the Brunt-Väisälä fre-

quency function is required around the super-adiabatic layer, in order to achieve a

realistic sub-surface distribution. The plasma distribution above the photosphere is

left untouched, apart from enforcing strict hydrostatic equilibrium through integration

of Equation 2.2. This causes minor changes to the pressure and temperature of the

model.

The method described above can be applied to any solar model. In general, for

average quiet Sun distributions a model is created by smoothly joining a photospheric

model, such as VALIIIC (Vernazza et al., 1981) or the updated models of Avrett

& Loeser (2008); Avrett et al. (2015) to the Standard Solar Model S (Christensen-

Dalsgaard et al., 1996) at around z = −0.5 Mm. An equispaced grid covering the height

range from−150 to 20 Mm is used, with a vertical resolution of ∆z = 0.0068 Mm. Using

the modified Brunt-Väisälä frequency, Equations 2.2 and 2.3 are integrated downwards

from the upper boundary, set to z = 10 Mm. The free parameter giving the closest

match at the lower boundary (z = −50 Mm) is α = 0.95.

The density, pressure, temperature and sound speed of the convectively stabilised

solar model is plotted in Figure 2.2. Comparison of the stabilised thermodynamic

variables to the original semi-empirical distribution (blue-dotted line) shows a close
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match over the photosphere and chromosphere. The density and pressure are increased

in the interior with only a slight change to the resulting sound-speed. The new model

is also compared to two models previously used in solar MHD simulations. Firstly,

the modified Model S of Hanasoge et al. (2008) is shown (red line). This model is

designed for computational helioseismology and accurately replicates the solar p−mode

power spectrum. The modified Model S is convectively stabilised, with a realistic

photosphere and chromosphere replaced by an isothermal layer. Secondly, the model

used by Khomenko & Collados (2008) is plotted (green line). This model provides

a close match to the VAL-IIIC photosphere and chromosphere at the expense of an

increased pressure, density and sound speed in the interior.

Fig. 2.2: Plots of the density, pressure, temperature and sound speed of the original so-
lar model (blue dotted line) and the convectively stabilised model (blue solid line). Also
compared are the modified Model S of Hanasoge (solid red line), and the convectively
stabilised model used by Khomenko (solid green line)
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2.2 Eigenmodes of the Solar Interior

We wish to understand the nature of the gaps observed in the solar p−mode power

spectra of our linear magnetohydrodynamic simulations. With the assumption that

the wavelength is substantially shorter than the solar radius, the equations of motion

for solar acoustic waves can be written in Cartesian form and the effects of spherical

geometry can be ignored (Lamb, 1932). Modelling linear perturbations of normal mode

oscillations in the non-magnetic Sun can be elegantly written in terms of Ψ, defined as

Ψ = ρ1/2c2
s∇ · ξ, (2.4)

where ρ is the density, cs the sound speed and ξ the fluid displacement (Deubner &

Gough, 1984).

The equation of motion for adiabatic perturbations in a stratified atmosphere is

written as (
∇2 − ω2

c

c2
s

− 1

c2
s

∂2

∂t2

)
∂2Ψ

∂t2
+N2∇2

hΨ = 0, (2.5)

in terms of the Brunt-Väisälä frequency N and the acoustic cut off frequency ωc (Cally,

2006). An alternate form of the Brunt-Väisälä frequency to Equation 2.1 is defined in

terms of density scale height H(z) and gravitational acceleration g, as

N2 =
g

H
− g2

c2
s

, (2.6)

and the acoustic cutoff frequency ωc is calculated as

ω2
c =

cs
4H2

(
1− 2

∂H

∂z

)
. (2.7)

For solutions to propagate, the angular frequency ω must exceed the cutoff frequency.

The sharp changes in density and pressure near the solar surface introduce a spike in

the pressure scale height, giving a cutoff frequency of around 5.3 mHz.

To directly compare the results to our simulations we use the model described in

Section 2.1, with the Solar Model S to describe the interior, and the model of Avrett

et al. (2015) for the atmosphere. Figure 2.3 shows the density scale height, sound

speed, Brunt-Väisälä and acoustic cutoff frequencies of the model used.

Assuming a solution of the form Ψ = Ψz exp (i (kxx+ kyy − ωt)) allows Equation

2.5 to be simplified to a second order ordinary differential equation:
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Fig. 2.3: The density scale height (top left), sound speed (top right), Brunt-Väisälä
frequency (bottom left) and acoustic cutoff frequency (bottom right) of the convectively
stablised quiet Sun model.
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∂2Ψ

∂z2
= K(z)Ψ, (2.8)

where K is the vertical wavenumber,

K2 =
ω2 − ω2

c

c2
s

+ k2
hR

2
�

(
N2

ω2
− 1

)
. (2.9)

The horizontal wavenumber can be written as k2
h = k2

x + k2
y = `(`+1)

R2
�

for spherical

harmonic number ` and the solar radiusR�. In Figure 2.4 the dependence of the vertical

wavenumber on frequency and wavenumber is plotted for the model described above.

For lower frequencies and higher wavenumbers the turning point is seen to lie deeper

in solar interior. For higher frequencies, the region in which waves cannot propagate

is narrow, eventually disappearing as it reaches frequencies above the acoustic cutoff.

Waves can easily tunnel across this gap.

To explore the form of the solar eigenfunctions in a realistic atmosphere we use a

shooting method to solve the second order ODE described above in Equation 2.8. This

will solve for the eigenfunction of each of the p−mode ridges at a chosen frequency.

The choice of starting wavenumber k for a particular frequency and p−mode can be

made from either the simulated or observed solar acoustic power spectrum. Using the

“NDSolve” package of Mathematica with evanescent boundary conditions, we solve for

the eigenfunction Ψ as defined in Equation 2.4, and the wavenumber k of each p−mode

ridge at the chosen frequency.

The vertical displacement ξ and the horizontal displacements iζ are recovered from

the eigenfunction Ψ (Equation ??) as

ikhζ =
1

ρ1/2c2
s

Ψ (2.10)

∂ξ

∂z
=

1

ρ1/2c2
s

Ψ (2.11)

Figure 2.5 shows the solutions of vertical displacement with depth for the n = 1 to

n = 6 p−mode ridges. The method used is unable to solve for the higher order p−modes

at low frequencies.

From the calculated eigenfunctions we can immediately notice a bunching in fre-

quency of the nodes for the different higher-order p−modes, as has been seen in the

simulated ν-k diagrams. The heights of the nodes are ≈ −1.4 and −3.6 Mm at 3.5 mHz
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Fig. 2.4: The vertical wavenumber K, for a number of frequencies and wavenumbers.
The wave is trapped in the region where K < 0 and will be reflected and become
evanescent at the acoustic cutoff, around z = −0.5 Mm, where K > 0.
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increasing to ≈ −0.4 and −1.6 Mm at 5 mHz. We can therefore reasonably assume that

for a given node depth, the frequencies of the solar p−modes will also be bunched. In

order to test this assumption we will perform 3D hydrodynamic simulations of acoustic

waves, with the depth of the driving functions varied.
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Fig. 2.5: The vertical displacement ξ, for the eigen-solutions of the wave equation. A
selection of frequencies are shown and the n = 1 to n = 6 p−modes plotted. For low
frequencies, the solution method used is unable to find the higher p−modes.

46



2.3 Numerical Simulations

We perform a number of simulations of acoustic wave propagation in the model de-

scribed in Section 2.1. The simulations are performed with the SPARC code, as de-

scribed in Chapter 1.3. The code solves the linearised ideal MHD equations for wave

propagation in a stratified solar environment. We use the 11 point central difference

scheme for the spatial derivatives in combination with the 11 point explicit filter to

prevent numerical instabilities in the solution.

For boundary conditions, we use a Perfectly Matched Layer (PML) (Hanasoge et al.,

2010) at the top and bottom boundaries, allowing for efficient absorption of the out-

going waves. The side boundaries are periodic.

The simulation domain has horizontal extent of nx = ny = 256 grid points, with a

physical size of 300 Mm, giving a resolution of ∆x = ∆y = 1.176 Mm in the horizontal

directions. To deal with the large variation in physical parameters over the domain

from the convective zone to chromosphere, the code uses a vertical grid spacing based

on the sound speed. The grid has nz = 400 points between −25 and 1.5 Mm and is

distributed such that the acoustic travel times between each cell are the same for the

quiet Sun, ∆z ∝ 1/cs. This gives a resolution of around 50 km near the photosphere,

and around 500 km in the lower solar interior.

In order to test the cause of the observed gaps a plane of 1000 pulse sources is

used. Each of these sources is represented by a 3-dimensional Gaussian ball in space,

and a sinusoid truncated by a Gaussian in time, as described in Shelyag et al. (2009).

The sources are applied to the RHS of the momentum equation (1.33) as a vertical

acceleration perturbation,

S (x, y, z, t) = A0 sin

(
2πt

to

)
exp
− (t− t1)2

σ2
t

(2.12)

× exp
−
(
(x− x0)2 + (y − y0)2)

σ2
h

exp
−(z − z0)2

σ2
z

,

where t0 = 300 s, t1 = 300 s, σt = 75 s, σh = 1.5 Mm, σz = 0.15 Mm. The hori-

zontal position of the pulse is (x0, y0) is randomly assigned and the depth below the

photosphere, z0, varied to investigate the changes in the acoustic power spectrum. Six

simulations are run, with z0 set to a depth of 100, 200, 300, 500, 1000, and 2000 km

below the photosphere. The simulations are run for 6 hours to allow the domain to

be excited to a steady state, output is then recorded at the HMI observation height of
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Table 2.1: Nodes of vertical fluid displacement ξ
p−mode Frequency (mHz) Wavenumber (Mm−1) Node height (Mm)

3 3.075 0.380 -2.003
4 4.740 0.852 -2.005
5 3.840 0.381 -0.999
6 4.720 0.510 -0.506
6 5.200 0.662 -0.304
6 5.35 0.720 -0.202

z = 200 km for a further 12 hours, with an output cadence of 30 seconds.

In Figure 2.6 we can observe how the wave energy at the solar surface depends on the

depth of the driving function. For sources near the solar surface, < 300 km depth, the

gaps are moved above the acoustic cutoff frequency, where they are difficult to observe.

Deeper drivers will have gaps at a lower frequency, until eventually a second set of

nodes becomes visible. To check our results we use the solver described in Section 2.2.

For each p−mode we use the frequency and wavenumber of the gaps in the simulated

power spectrum to calculate the eigenmode. We then search for the node(s) to check

if their depth matches that of the driving function.

Calculating solutions of the n = 6 p−mode at a frequency of 4.72 mHz and a

wavenumber of 0.51 Mm−1 give a node in the ξ at −0.506 Mm. This result matches

the gap in power ridge of the n = 6 p−mode for the case of driving at −0.5 Mm,

marked with a + in the middle-right panel of Figure 2.6. Again, for an n = 6 p−mode, a

frequency of 5.2 mHz, and a wavenumber of 0.662 Mm−1 the node of ξ is at −0.304 Mm.

Table 2.1 gives a list of the solutions marked on Figure 2.6. All are located towards

the top of a gap in the acoustic power.

In many simulations a driving depth of 100 − 200 km is used. This moves the

gaps higher in frequency, where the solar acoustic cutoff will greatly reduce the power

above 5.3 mHz, masking the gaps. The high frequency gaps are very sensitive to small

changes in driving height. A shallow source < 100 km using a Gaussian ball of FWHM

σz = 50 km or greater will show no observable power gaps.

48



Fig. 2.6: The ν-k power ridges of the stratified solar atmosphere. Each represents a
simulation with a different depth at which the driving function is placed. Of interest
are the gaps in the ridges at a nearly constant frequency. Top left) Driver at -0.1 Mm,
top right) Driver at -0.2 Mm, middle left) Driver at -0.3 Mm, gaps at ≈ 5.2 mHz,
middle right) Driver at -0.5 Mm, Gaps at ≈ 4.7 mHz, bottom left) Driver at -1 Mm,
gaps at ≈ 3.75 mHz, bottom right) Driver at -2 Mm, gaps at ≈ 3.0 mHz and 4.5 mHz.
Green + symbols represent solutions of the eigensolver with a node at the appropriate
driving height.
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2.4 A pseudo-random forcing function for helioseis-

mic simulations

A“realistic”solar driving function will be distributed in all three dimensions in a narrow

layer below the solar surface, representing the convective buffeting. In order to remove

the power gaps discussed above, in addition to providing a more realistic excitation of

acoustic waves in the solar interior, a pseudo-random three-dimensional set of pulses is

created.

A number of pulses npulses are chosen. For each of these pulses, described in Equation

2.12, the variables required (x0, y0, z0, σh, σz, t0, t1, σt, A0) are picked. An additional

variable, tend is defined, and after t > tend a new set of variables is selected. The

variables are chosen using the following prescription:

1. The horizontal position variables, x0 and y0, are uniformly distributed over the

horizontal extent of the simulation domain.

2. The vertical position, z0, is uniformly distributed between−100 km and−2000 km

3. The pulse amplitude A0 is picked from a Gaussian distribution around a mean

value µamp = 1 m s−1 with a standard deviation σamp = 0.25µamp.

4. To ensure a resolved pulse, σh is chosen from a normal distribution with a mean

of 2∆x and a standard deviation of 0.25∆x. Where ∆x is the grid resolution.

5. The vertical extent of the pulse, σz is chosen from a normal distribution, the

mean varies with height, from 50 km at −100 km to 100 km at −2000 km. A

standard deviation of 0.25∆x is used.

6. The value of the period of oscillation t1 is picked from a Gaussian distribution

with a mean corresponding to the peak frequency of the solar power spectrum,

1/4.5 mHz, and a standard deviation of 1/2.0 mHz.

7. The temporal distribution of the Gaussian σt, is set to 0.5t1

8. The mean time of the pulse t0 is chosen uniformly from between t + 4σt and

t+ 6σt.

9. The end time of the pulse tend is set to be t0 + 4σt
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The forcing function is created by summing all pulses, scaled with the inverse of the

background density 1/ρ0 and added to the right hand side of the momentum equation.

This application of a large number of pulses is computationally expensive in a serial

simulation, or over a small number of CPU cores. However in the large parallel simu-

lations typically undertaken with the SPARC code the uniform distribution of sources

allows us to speed this process up. Each core will only calculate the sources if part of

the ball (x0 ± σh, y0 ± σh, z0 ± σz) lies within its domain.

We use the simulation domain and computational setup described in Section 2.3.

The plane of pulses is replaced with the randomly distributed pulses following the

prescription described, and npulses is set to 2000. One downside of this approach is

the simulation must be allowed to stir until the domain is sufficiently random. This is

achieved by waiting until the norm of the kinetic-energy in the box ρv2/2 plateaus.

Figure 2.7 shows the ν-k diagram from this new simulation. Overplotted are solu-

tions to the p−mode ridges calculated from the eigensolver described in Section 2.2.

These show a close match between the simulated and calculated values and no gaps in

the power ridges.

2.5 Summary and Conclusions

In this chapter we have investigated the cause of gaps in the acoustic power spectrum

of helioseismic solar simulations. Through the use of a boundary-value solver for the

solar interior and linear hydrodynamic simulations we have determined it can be seen

that the cause of these gaps is driving at nodes of the solar p−mode eigenfunction. To

summarise the results:

1. Anomalous gaps have been found in linear helioseismic MHD simulations.

2. Using a boundary value solver and SPARC MHD simulations we have shown that

the cause of gaps is driving at nodes in the solar p−mode eigenfunction.

3. Two solutions are identified; placing sources at a low depth, or distributing

sources in z.

4. We have developed a pseudo-random distribution of sources that yields more

realistic spectra.
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Fig. 2.7: The ν-k power ridges of the stratified solar model simulated with the dis-
tributed sources routine. Results from the eigensolver are overplotted with green +.

A number of possible avenues exist to further improve the excitation mechanism in

future work. Firstly, we aim to match the observed power spectrum with that of the

distributed sources. This could be performed by using a machine learning approach to

adjust the random variables to better fit the solar p−mode ridges.

The excitation of waves under and around a sunspot is a problem which needs to

be investigated. Strong magnetic fields, like sunspots, inhibit convection. This affects

the height at which preferential driving occurs. Currently, for simulations using the

sources described in Section 2.4 and a strong magnetic field, an additional scaling of the

driver is performed by multiplication of the source function with the plasma-β squared

(Dmag = max (1, β2)). Future work will adjust the forcing function in and around a

sunspot, to determine a best match to the acoustic power measured in observed active

regions.
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Chapter 3

Synthetic Observations with MHD
Simulations

In this chapter we calculate synthetic observables for magnetohydrodynamic simula-

tions. An introduction to radiative transfer and spectral synthesis is provided. Finally

we study the observational signatures of photospheric “vortices” previously identified in

the MURaM magneto-convection simulations. In order to observe these torsional mo-

tions synthetic centre-to-limb observations are made using the Fe I 6302 Å spectral line.

The effect of degrading the spatial and spectral resolution on simulated observables is

studied. It is found that the line-of-sight Doppler shifts and Stokes−V signatures of

the vortices are unresolvable at the resolution of the Solar Optical Telescope on board

the Hinode satellite. In order to observe these motions the 20 km resolution of next-

generation 4 m telescopes, such as DKIST and EST, will be required.
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Observations of the Sun can be made using a number of techniques, including imag-

ing, where the intensity of radiation is sampled at a particular wavelength, and spec-

troscopy, which measures the intensity over a grid of wavelengths, allowing the study

of spectral lines. In addition the polarisation state of the radiation can be measured

using polarimetry. Spectropolarimetry uses the full Stokes vectors for light, over a cho-

sen wavelength range, to gain an understanding of the plasma properties in the region

where the radiation is formed.

Imaging can be performed at a number of wavelengths. This allows for simultaneous

observation at a number of heights in the atmosphere. Using these observations we

can develop a three-dimensional picture of wave propagation from the photosphere

to the corona. Study of the power spectrum and phase differences between different

observation heights and angles can be used to identify MHD wave modes.

Magnetic fields and strong velocity gradients present at the solar surface impart

polarisation signatures on the radiation formed. An understanding and interpretation

of the formation, transmission, measurement of polarized light allows us to extract more

information from the observed radiation spectrum. However, measuring the different

polarisation states requires a higher photon count. In particular, spectropolarimetry

has been successfully applied to the measurement and study of solar magnetic fields

using Zeeman splitting and the Hanle effect (Trujillo Bueno, 2003).

In Section 3.1 we give a description of electromagnetic radiation using Stokes vec-

tors, in Section 3.1.2 we provide the fundamentals of computational radiative transfer,

including the Zeeman effect, and in Section 3.2 we show synthetic spectropolarimetry

of a MURaM simulation.

3.1 Spectral Synthesis

3.1.1 Stokes Vector

The electric field vector E of a monochromatic electromagnetic wave travelling in the

z-direction is given by:

Ex = Ax cos(2πνt− φx), (3.1)

Ey = Ay cos(2πνt− φy), (3.2)
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where ν is the frequency, Ax, Ay are the amplitudes and φx, φy are the phases. The

Stokes vector I = (I,Q, U, V ) provides a complete description of the polarisation state

of light (Stokes, 1852). The Stokes-I value gives the intensity of the light, Stokes−Q
and −U profiles are the intensity differences between linear polarisation states, the

former between 90◦ and 0◦ and the latter between 45◦ and −45◦, and the Stokes−V
profile represents the intensity difference between right and left circularly polarised

light (Stenflo, 2013):

I ≡ A2
x + A2

y,

Q ≡ A2
x − A2

y,

U ≡ 2AxAy cos(φx − φy), (3.3)

V ≡ 2AxAy sin(φx − φy),
I2 ≥ Q2 + U2 + V 2.

The intensity of the polarised component is Ip:

I2
p = Q2 + U2 + V 2, (3.4)

and the unpolarised component is Iu, which satisfies I = Iu + Ip. The degree of

polarisation P is then calculated as

P =
Ip

Iu + Ip
=
Ip
I
.

As a light ray passes through plasma, the effect of the medium on the Stokes vector

is described by a 4× 4 Mueller matrix M . The emergent radiation vector I′ will be:

I′ = MI, (3.5)

or, for a ray of light passing through multiple plasma regions, the final state of the

emergent radiation will be a product of the matrices, corresponding to the different

regions, and the incoming intensity:

I′ = MnMn−1...M3M2M1I. (3.6)

In order to study the propagation of light through the solar atmosphere we define the

Stokes vectors in terms of the coordinate system given in Figure 3.1, where z is the
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line-of-sight (los). The local plasma properties, such as vector magnetic field and vector

velocity, will be projected onto this new reference frame.

Fig. 3.1: The x,y,z frame of reference used in radiative transfer equations; where z is
the line-of-sight. In order to account for magneto-optical effects, the magnetic field
vector B must be projected onto the new reference frame. The inclination angle γ, and
azimuthal angle χ are used to determine the absorption and dispersion of polarised
radiation passing through the plasma.

3.1.2 Radiative transfer

In this section we briefly summarise the method of solving the radiative transfer equa-

tion, as used by common spectral synthesis codes, following the description of Rees et al.

(1989). We consider local thermodynamic equilibrium, which for the photospheric lines

studied in this thesis is a reasonable, although not perfectly valid, assumption (Shchuk-

ina et al., 2005). The radiative transfer equation (or Unno-Rachkovsky equation, Unno,

1956) is given by
∂I

∂z
= −KI + j, (3.7)

for an absorption matrix K,

K = κc1 + κ0Φ, (3.8)
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and an emission vector j,

j = κcSce0 + κ0SlΦe0. (3.9)

Here, e0 is the vector (1, 0, 0, 0)T , 1 is the 4× 4 unit matrix, κc is the unpolarised

continuum opacity, κ0 is the line-centre opacity, Sc is the continuum source function,

and Sl is the line source function. In local thermodynamic equilibrium (LTE) Sl = Sc.

The source function is calculated from the Planck function at the local temperature

Sc = Bν(T ). The line-absorption matrix Φ is calculated as

Φ =




φI φQ φU φV

φQ φI φ′V −φ′U
φU −φ′V φI φ′Q
φV φ′U −φ′Q φI



.

The components of the matrix are given by:

φI =
1

2
φp sin2(γ) +

1

4
(φr + φb)

(
1 + cos2(γ)

)
,

φQ =

(
1

2
φp −

1

4
(φr + φb)

)
sin2(γ) cos(2χ),

φU =

(
1

2
φp −

1

4
(φr + φb)

)
sin2(γ) sin(2χ),

φV =
1

2
(φr − φb) cos(γ), (3.10)

φ′Q =

(
1

2
φ′p −

1

4
(φ′r + φ′b)

)
sin2(γ) cos(2χ),

φ′U =

(
1

2
φ′p −

1

4
(φ′r + φ′b)

)
sin2(γ) sin(2χ),

φ′V =
1

2
(φ′r − φ′b) cos(γ).

These are described in terms of the inclination and azimuthal angles γ and χ of the

magnetic field vector, generalized absorption profiles φp,b,r and anomalous dispersion

profiles φ′p,b,r for p, b, and r the π (unshifted), blue-, and red-shifted σ components of

a Zeeman triplet.

The Zeeman effect occurs when a magnetic field is present. It produces strong polar-

isation signatures which can be used to study solar magnetic fields. To observationally

determine the structure of magnetic flux concentrations over the full range of field

strengths seen on the Sun, the polarization signatures of the Zeeman effect must be

58



understood. The longitudinal Zeeman effect allows measurement of the magnetic field

component along the los, while the transverse Zeeman effect can be used to measure

magnetic fields perpendicular to the los.

The Zeeman effect leads to a splitting of the energy levels into three components,

based on the magnetic quantum numbers of the upper (Mu), and lower (Ml) states of

the line transition. Each allowed transition k(= u, l) has a set of quantum numbers:

Lk is the orbital angular momentum, Sk the spin, Jk the total angular momentum,

and Mk the magnetic quantum number. A magnetic field will split each level into

2Jk + 1 states, where the allowed quantum numbers are Mk = −Jk, ..,+Jk, and Jk =

|Lk − Sk|, ..., |Lk + Sk|. The introduction of a magnetic field removes the degeneracy

of Mj, displacing the energy level and leading to a wavelength shift of the ij Zeeman

component, where ij = 1, ...Nj for j = p, b, r. This wavelength shift will be

∇λi,j =
eλ2

0|B|
4πmc2

(glMl − guMu)i,j , (3.11)

for electron charge e , atomic weight m, speed of light c and Landé g-factor

gk =
3

2
+
Sk (Sk + 1)− Lk (Lk + 1)

2Jk (Jk + 1)
. (3.12)

Each component has a corresponding strength Sij , which is normalised according to:

Nj∑

ij=1

Sij = 1, (3.13)

for j = p, b, r. The generalised profiles are then written as

φj =

Nj∑

ij=1

SijH
(
a, v − vij + vlos

)
, (3.14)

and

φ′j = 2

Nj∑

ij=1

SijF
(
a, v − vij + vlos

)
. (3.15)

Here H(a, v) is a Voigt profile

H (a, v) =
a

π

∫ ∞

−∞

e−y
2

(v − y)2 + a2
dy, (3.16)
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and F (a, v) a Faraday-Voigt profile

F (a, v) =
1

2π

∫ ∞

−∞

(v − y) e−y
2

(v − y)2 + a2
dy, (3.17)

with a collisional (Lorentzian) line-broadening parameter:

a = Γλ2
0/4πc∇λD, (3.18)

and a shift from line centre v, describing Doppler (Gaussian) broadening:

v = (λ− λ0) /∇λD. (3.19)

Here Γ is the line damping parameter, λ, the line wavelength, and ∇λD, the Doppler

width, expressed as ∇λD = λ0vT/c. For a Maxwellian velocity distribution (thermal

broadening), vT = (2kT/m)1/2, where T is temperature, and k the Boltzman constant,

so vij = ∇λij/∇λD.

For a Zeeman triplet with a transition from Ju = 1 to Jl = 0 the wavelengths of the

three components can be determined based on the Landé g-factor and magnetic field

strength. The wavelengths of the three components are:

λπ = λ0

λb = λ0 − gu∆λB (3.20)

λr = λ0 + gu∆λB

where λB is the wavelength shift, for B measured in Gauss:

∆λB = 4.6686× 10−10λ2
0|B|mA. (3.21)

The longitudinal Zeeman effect imparts a Stokes−V (circular polarisation) signa-

ture, occurring when the magnetic field component is parallel to the los. The trans-

verse Zeeman effect responds to magnetic field values perpendicular to the los and is

detected in Stokes−Q and −U (linear polarisation) signatures. Figure 3.2 summarises

the polarisation signatures of the Zeeman effect depending on the direction between

the magnetic field and los. As a ray of radiation passes through the solar atmosphere,

the local plasma properties along the line-of-sight will act as sources and sinks of po-

larisation signals.
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Fig. 3.2: The polarisation signatures of the Zeeman effect depending on the direction of
the magnetic field relative to the los. The Stokes−V signature shows two lobes, which
change sign if the magnetic field direction reverses. The linear polarisation signature
observed in Stokes-Q has three lobes and does not change when the magnetic field
direction is reversed. Figure from Trujillo Bueno (2003).
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3.1.3 Computation of Synthetic Spectral Lines

The spectropolarimetry codes MODCON/STOPRO (Solanki, 1987; Shelyag et al.,

2007) and NICOLE (Socas-Navarro et al., 2015) have been used in this thesis to cal-

culate the radiation emitted from the output of MHD simulations performed with the

MANCHA, MURaM or SPARC codes. The process followed to synthesise a radiation

spectrum remains similar for any pairing of MHD and spectral synthesis code.

For 1-dimensional radiative transfer calculations the output plasma parameters must

be taken from the MHD code and input column-by-column into the spectral synthesis

code. Depending on the direction of observation, calculation of the plasma parameters

along the new los is performed by shifting the simulation domain around the horizontal

photospheric layer z = 0. The observed domain then decreases in the direction of

inclination as ∆x′ = ∆x cos(γ), where γ is the inclination from the vertical. The

velocity and magnetic field components are projected from the standard reference frame

of the MHD simulations, with z the radial direction, into the line-of-sight reference

frame. To simulate centre-to-limb observations, images for a number of inclination

angles must be computed, from the disk centre (viewing cosine µ = cos(γ) = 1.0) to

the solar limb (µ = cos(γ) = 0.0).

Synthetic spectropolarimetric diagnostics of MHD simulations will require calcula-

tion of the radiation output for a large number of pixels; a synthesised spectrum will

be required for each pixel at each of the simulation snapshots. For example, in a he-

lioseismic simulation performed over 4 hours at 15 second cadence, there will be 960

snapshots, each requiring a synthesised Fe I 6173 Å spectrum calculated at 5 different

observation angles for all 2562 horizontal pixels. This can quickly give 107 − 108 total

pixels, requiring parallel computation.

In the case of the MODCON/STOPRO synthesis codes, as used in Chapter 4, a

Fortran 90 OpenMPI master code was written to distribute the load to individual cores

running the MODCON/STOPRO codes. The NICOLE code is used in Section 3.2. It

is a modern synthesis code that has been designed for massively parallel computa-

tion, using a master Python code to perform the preproduction and inclination of the

physical domain and execute a FORTRAN/OpenMPI synthesis code.

The inputs required for operation of the two synthesis codes are similar, with the

plasma properties required summarised in Table 3.1, and the spectral line profile param-

eters in Table 3.2. The spectral line parameters required are taken from the ATLAS9

database (Kurucz, 1993), with the exception of the line broadening parameters, which
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are taken from the calculations of Barklem et al. (1998). An overview of the process

followed is:

1. A background model of the magnetic field structure is calculated,

2. This model is perturbed in a MHD simulation,

3. The plasma parameters are extracted from the simulation, and the domain is

inclined by shifting the photosphere in the direction of los

4. The vector magnetic field and velocity are projected onto the new coordinate

system

5. The optical depth along the ray path is calculated

6. The Unno-Rachkovsky Equation 3.7, is solved for each surface pixel, and finally,

7. The output spectral line is used to calculate synthetic spectropolarimetric ob-

servables.

Both radiative transfer codes require a ’master’ code to perform the manipulation

of the input plasma parameters. These codes calculate the correct input parameters

and spectral line data, before feeding them into a dedicated line synthesis routine.

The NICOLE code uses more modern numerical methods than the STOPRO code,

however it lacks the ability to calculate molecular lines. The move from STOPRO to

the NICOLE code has been primarily driven by the increased computational speed

and ease of use when calculating large numbers of spectral lines on HPC clusters.

An additional benefit is the NICOLE code is open-sourced and community supported,

receiving regular updates and bug fixes.

3.2 Synthetic spectropolarimetry of simulated magneto-

convection

The MURaM radiative magnetohydrodynamic code (Vögler et al., 2005) was used to

generate a model of solar photospheric magneto-convection. A simulation domain of
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Table 3.1: Plasma properties required for spectral synthesis
Quantity Units

T Temperature Kelvin
p Pressure g cm−1 s−2

ρ Density g cm−3

|B| Magnetic field magnitude Gauss
γ Inclination angle of magnetic field from los Degrees
χ Azimuthal angle of magnetic field from los Degrees
vlos Line of sight velocity cm s−1

vmt Micro-turbulence velocity cm s−1

Table 3.2: Atomic transition parameters required for spectral synthesis
Description Units Fe I 6173 Fe I 6302

Z Atomic number (-) 26 26
ION Ionisation state, 1-N, 2-+, 3-++ (-) 1 1

λ0 Central wavelength (Å) 6173.3343 6302.4940

LW Line width (Å) 2 2
Pexc Excitation potential (eV) 2.2227 3.6860

Log(gf) Oscillator strength (-) -2.88 -1.13
2Su+1LuJu Term description, upper level (-) 5P1.0 5P1.0
2Sl+1LlJl Term description, lower level (-) 5D0.0 5D0.0

σ Collisional cross section (au) 281.0 850.2
α Collisional velocity parameter (-) 0.266 0.239
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12× 12× 2.56 Mm was used, with a grid of nx = 480 , ny = 480 and nz = 256 points

giving a resolution ∆x = 25 km, ∆y = 25 km and ∆z = 10 km. The upper boundary is

closed, the lower boundary open and the horizontal boundaries periodic. A tabulated

equation of state is used (Irwin, 2012).

The process for generating the models is the same as that described in Shelyag

et al. (2012). A non-magnetic convection simulation is run until a statistically steady

state model is achieved. A 200 G unipolar magnetic field is then introduced and the

simulation is allowed to evolve until a steady state is again reached. This simulation

setup is used to imitate a solar Plage region. The convective motions distribute mag-

netic field into the intergranular lanes, allowing the formation of the magnetic field

structures in which photospheric “vortices” are found. The chosen initial conditions

lead to the formation of intergranular magnetic flux concentrations with a maximum

strength of 1 − 2 kG. A detailed study of a simulation using similar initial conditions

was performed by Vögler et al. (2005) and the morphology and lifetime of the magnetic

field concentrations was shown to be consistent with observations.

Once a steady state simulation had been reached the NICOLE code (Socas-Navarro

et al., 2015) was used to simulate the Fe I 6302.5 Å spectral line in LTE. The full

Stokes vector I(λ) = (I(λ), Q(λ), U(λ), V (λ)) is calculated with 400 wavelength points

at a spectral resolution of 0.0015 Å around the central wavelength. The parameters for

the Fe I 6302.5 Å spectral line can be seen in Table 3.1.

In order to investigate the Hinode satellite’s capability to detect spectropolarimetric

signatures of torsional Alfvén waves, a number of synthetic observables are calculated.

The observation of torsional oscillations in a vertical flux tube requires the measure-

ment of horizontal velocity components. Measurements made using spectropolarimetry

determine the velocity along the los

vlos = vz cos γ + vh sin γ, (3.22)

where vz is the vertical component of velocity, and vh the horizontal component relative

to the solar surface. The angle γ is between the line-of-sight at which the observation is

made, and the direction vertical to the solar surface. Observational measurements of a

horizontal velocity will therefore require a high inclination (γ). For observations of the

solar limb, projection effects will lead to a reduction of resolution with γ, proportional to

cos(γ). This means when determining the radiation spectrum of a simulation snapshot

of resolution ∆x, the effective observational resolution is ∆x cos(γ).

65



Three different angles of observation are simulated, at inclinations of γ = 0◦, 30◦

and 60◦ degrees from the vertical. These values correspond to a viewing cosine of

µ = 1.0, 0.866 and 0.5 respectively. Figure 3.3 shows the continuum intensity at

6302.8Å of the simulated photosphere. The images with the original simulation reso-

lution of ∆x = 25 km, ∆y = 25 km and ∆λ = 0.0015 Å are shown in the left panels.

For comparison with current observational instruments, the right hand panels show

observation at the resolution of the Solar Optical Telescope (SOT), on board the Hin-

ode satellite (Tsuneta et al., 2008). The degradation of the simulated observations

has been performed though convolution of the Stokes vector with Gaussian kernel of

σx = 145 km, σy = 145 km and σλ = 0.2515 Å. Much of the fine structure seen in the

intergranular lanes is lost with the decreased resolution, although intergranular bright

structures can still be seen.

The width of a spectral line is calculated as:

Wl =

√∫
(Ic − I) (λ− λcog)2 dλ∫

(Ic − I) dλ
, (3.23)

where Ic is the continuum intensity, I(λ) the intensity (Stokes−I) in terms of wave-

length λ. The centre of gravity wavelength λcog of the shifted spectral line is calculated

as

λcog =

∫
(Ic − I)λdλ∫
(Ic − I)dλ

. (3.24)

The linewidth provides a measure of the thermal and magnetic effects on the spectral

line. Figure 3.4 shows the variation of the measured line width with resolution and angle

of observation. For the magnetically sensitive Fe I 6302.5 Å spectral line the regions of

extreme high and low width are seen in the intergranular lanes with strong magnetic

field concentrations. The decreased resolution has a large impact on the observed line

width. The intergranular regions can still be observed, however the extreme high and

low values are no longer resolved.

The line-of-sight velocity (vlos) is calculated from the shift in wavelength. This is

measured using the centre of gravity wavelength of the simulated line profile:

vlos = c
λ0 − λcog

λ0

, (3.25)

where c is the speed of light and λ0 is the central wavelength of the spectral line.

The los velocities in the simulation are shown in Figure 3.5. At disk centre (top
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Fig. 3.3: The normalized continuum intensity at 6302.8 Å calculated for the MURaM
simulated photospheric model. The panels show, from top to bottom, observations at
0◦, 30◦ and 60◦ to the vertical. The left panels show the original simulation results,
with a resolution of 25 km, while the right hand panels show those degraded to 145 km,
the resolution of the SOT on board Hinode. The region highlighted shows one of the
structures studied in more detail.

67



Fig. 3.4: The linewidth of the Fe I 6302.5 Å spectral line, calculated for the MURaM
simulated photospheric model. The panel layout is the same as in Figure 3.3.
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panels) the observation is dominated by the upflow in convective cells and intergranular

downflows. At high inclinations, a number of small-scale structures, seen as alternating

bands of positive and negative velocity become visible. One example of these structures

has been highlighted in the bottom panel of Figures 3.3-3.6. However, when degraded

to the resolution of the Hinode satellite the signatures of these motions are smoothed

out.

The Stokes−V area asymmetry is calculated by integrating the Stokes−V profile

and normalising it by the total area

δAV =

∫
V dλ∫
|V |dλ. (3.26)

The presence of these asymmetries has been seen to occur towards the edge of gran-

ules, and in the intergranular lanes. Highly asymmetric line profiles are seen when

there are strong gradients of the velocity and magnetic field in the direction of the los

(Grossmann-Doerth et al., 2000). At high inclination there are more regions with highly

asymmetric Stokes−V profiles as there is more gradient in physical parameters along

the los. When the resolution of observation is reduced, regions of high asymmetry are

still observed in the intergranular lanes. However, the fine-scale Stokes−V signatures

of the vortex structure are no longer observed, this can be seen in the highlighted region

of the bottom panel of Figure 3.6.

Comparison of the degraded observations with the original 25 km simulation shows

the decreased resolution will simply smear out the small scale structures seen in the

intergranular magnetic field concentrations. These patterns are the observational sig-

natures of the photospheric “vortices” observed in simulations as Alfvénic oscillations.

In particular, the observed patterns of red- and blue-shifted horizontal Doppler velocity

(Figure 3.5) and the fine variations in Stokes−V area asymmetry (Figure 3.6) become

unresolvable.

By convolving the 60◦ radiation spectrum to a number of resolutions we can identify

the spatial resolution required to see these structures in observations. Figure 3.7 shows

the results of observation at resolutions of 25 km, 50 km, and 100 km, with a reduced

spectral resolution of 0.2515 Å. The structure is clearly visible at a resolution of 25 km,

and the velocity pattern of the vortex region can still be made out at 50 km. Once the

resolution has been reduced to 100 km, the alternating red- and blue-shifted velocity

pattern can no longer be seen.

Due to the 145 km resolution of the Hinode SOT, it will be unable to observe
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Fig. 3.5: los Doppler shifts of the Fe I 6302.5 Å spectral line synthesised from a MURaM
photospheric magnetoconvection model. The panel layout is the same as in Figure 3.3.
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Fig. 3.6: The Stokes−V area asymmetry of the simulated photosphere, calculated with
the Fe I 6302.5 Å spectral line. The panel layout is the same as in Figure 3.3.
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Fig. 3.7: The line-of-sight Doppler velocity (left) and Stokes−V asymmetry (right) for
observation at 60◦ from the vertical (µ = 0.5). The panels show the effect of lowering
the spatial resolution on observation of the region highlighted in Figures 3.3-3.6. From
top to bottom: Observation at the original simulation resolution of 12.5 km in x and y,
at 25 km, at 50 km, and at 100 km. The horizontal lines in the top left panel show the
location of the bisectors taken in Figure 3.9.
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the Alfvénic vortex motions. The largest solar telescopes currently available, such as

GREGOR and NST have a mirror size of around 1.5 m. This corresponds to a spatial

resolution of approximately 70 km at disk centre. At this resolution, telescopes will

struggle to pick out the torsional motions identified. Next generation telescopes which

use a 4 m mirror are already under construction (DKIST and EST) and will have an

estimated spatial resolution of down to ≈ 20 km at disk centre. These next generation

instruments will be able to resolve the torsional motions, as observed in our simulations.

With a high spectral resolution we can also perform multi-height observations by

calculating spectral line bisectors. The relative intensity Irel is determined by normal-

ising the intensity by the continuum value, Irel = I/Ic. This gives a value between 0

and 1. A bisector is then calculated by finding the two wavelengths at which the line

has a specified relative intensity and calculating the midpoint wavelength (λbsr).

A set of bisectors is determined for one hundred intensity values, spaced between

Irel = 0.1 and 1.0. This allows measurement of velocities throughout the line formation

region. Bisectors taken at higher relative intensities, near the continuum value, will

correspond to lower heights. The continuum formation height is the lowest value at

which light will escape, corresponding to log (τ6302) = 0. Measurements made at lower

relative intensities, near the line core, will correspond to higher in the atmosphere.

The los velocity is calculated using the Doppler shift of the perturbed bisectors from

the central wavelength λ0 of the spectral line:

vbsr = c
λ0 − λbsr

λ0

. (3.27)

Two examples of bisectors of Fe I 6302.5 Å spectral line are shown in Figure 3.8 on top

of the Stokes−I profile. Two examples are shown, one non-magnetic, unsplit profile

and the second from a strongly magnetic pixel, showing Zeeman splitting of the spectral

line. For highly asymmetrical profiles, the calculation of bisectors near the line-core

can be problematic, as one of the components may be deeper than the other.

A number of bisectors are taken along slits through the region studied in Figure 3.7,

marked in the top-left panel. The bisector velocity shifts are shown in 3.9 and give a

two-dimensional view along the slit and over the line formation region. Comparison of

the centre-of-gravity velocity across the slits sampled with the bisector velocity shifts

show strong similarity to the velocity measured at the continuum intensity. The slits

that sample the observed vortex structure are between y = 4.34 Mm and 4.69 Mm

and x = 5.1 Mm and 5.8 Mm. These measurements show only minimal change in the
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Fig. 3.8: Two simulated Fe I 6302 Å spectral lines: left, for a non-magnetic pixel chosen
from the centre of a photospheric granule; right, for a Zeeman split profile from a pixel
in a kilogauss intergranular flux concentration. The dashed line shows the spectral line
bisector calculated for each profile.

alternating velocity bands over height.

3.3 Conclusion

It is important for us to bridge the gap between numerical simulations and observations

of the solar surface and atmosphere. Although spectral synthesis is computationally

expensive it is necessary to understand the various features seen in observations of the

Sun. We can then explain these based on the subsurface and unresolved behaviour that

can be studied in realistic numerical simulations, but not with current observational

limitations. In addition, these simulations allow us to predict possible targets of interest

to direct next generation observations.

In this chapter we summarised the numerical process that is required to perform

synthetic observations of a solar numerical simulation. In addition we studied the obser-

vational manifestation of photospheric vortices through observations of MURaM sim-

ulations. To summarise the results: 1) centre-to-limb spectropolarimetric observables

were calculated for the Fe I 6302.5 Å, as used in the Hinode satellite, 2) observation at

high resolution and large viewing cosine µ > 0.5 allow the observation and investigation

of torsional motions in solar magnetic field structures, seen as alternating bands of red

and blue shifted velocities, 3) modern telescopes are unable to resolve these small-scale

structures, however next generation observations will have a high enough resolution.

Future work will involve repeating this experiment with different spectral lines, to
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Fig. 3.9: A number of bisector slices, taken from Irel = 0.1, 1.0 and along a slit from
x = 4.6 to 6.4 Mm. Each panel shows various y-values, which have been highlighted
in Figure 3.7. This roughly corresponds to a 2D slice of the solar atmosphere, with
Irel = 1 the lowest, and Irel = 0.1 the highest. Note that this slice does not correspond
to a constant height in the simulation domain, as the height of radiation formation
varies with local plasma properties.
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identify which will be the most suitable to observe and identify these motions. This will

also allow an investigation of the observational structure vortices exhibit at different

heights in the solar atmosphere. A study of a higher cadence time-series will also be

required to better understand the evolution of these structures.

A study of the ability of these Alfvénic waves to heat the chromosphere is presented

in Chapter 5. This is performed using non-ideal MHD simulations of a flux tube

mimicking the one at the centre of the vortex studied in this chapter.
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Chapter 4

Spectropolarimetrically Accurate
Magnetohydrostatic Sunspot Model
for Forward Modelling in
Helioseismology

In this chapter we present a technique to construct a spectropolarimetrically accurate

magnetohydrostatic model of a large-scale solar magnetic field concentration, mimick-

ing a sunspot. Using the constructed model we perform a simulation of acoustic wave

propagation, conversion and absorption in the solar interior and photosphere with the

sunspot embedded into it. With the Fe I 6173 Å magnetically sensitive photospheric

absorption line of neutral iron, we calculate observable quantities such as continuum

intensities, Doppler velocities, as well as full Stokes vector for the simulation at various

positions at the solar disk, and analyse the influence of non-locality of radiative trans-

port in the solar photosphere on helioseismic measurements. Bisector shapes were used

to perform multi-height observations. The differences in acoustic power at different

heights within the line formation region at different positions at the solar disk were

simulated and characterised. An increase in acoustic power in the simulated observa-

tions of the sunspot umbra away from the solar disk centre was confirmed as the slow

magneto-acoustic wave.
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4.1 Introduction

Techniques of local helioseismology are currently unable to unambiguously determine

sub-surface structure of the flows and sound speed perturbations in and around large-

scale solar magnetic field concentrations, such as sunspots and pores (Shelyag et al.,

2007; Gizon et al., 2009; Moradi et al., 2010). Due to the complexity of magnetohydro-

dynamic processes involved, our understanding of the behaviour of magnetoacoustic

waves as they are absorbed, reflected and refracted by sunspots is far from complete.

There are also possible significant discrepancies in travel time measurements origi-

nating from the effects of non-locality of radiative transport in the solar atmosphere.

Changes in spectral line formation heights due to magnetic field presence (see e.g.

Shelyag et al., 2007), systematic centre-to-limb variations in absorption line forma-

tion (Shelyag & Przybylski, 2014), as well as instrumental effects, such as stray light,

and other processes involved in formation and measurement of radiation intensities

and Doppler shifts result in our inability to unambiguously measure the travel time

perturbations and, therefore, infer solar sub-surface structure (Rajaguru, 2011).

Rapid improvements in computational power already make it possible to perform

forward modelling of magnetohydrodynamic wave propagation and mode conversion in

“realistic”solar magnetic field structures (Shelyag et al., 2009; Moradi et al., 2008; Felipe

et al., 2010; Cameron et al., 2011; Khomenko & Cally, 2012; Felipe, 2012; Zharkov et al.,

2013; Felipe et al., 2014b). Spectral line synthesis codes and radiative diagnostics tools

also allow computations of mock observables from the simulated plasma parameters,

allowing for direct comparison between simulations and observations in computational

helioseismology.

Creating a sunspot that is both spectropolarimetrically accurate and magnetohy-

drostatically stable is inherently difficult, as the sound speed and temperature can

change significantly with small changes in the density and pressure stratification. The

sunspot model of Khomenko & Collados (2008) was created to allow empirical quiet

and umbral solar models to be used in the near-surface layers in combination with

a Schlüter-Temesváry flux tube model (Schlüter & Temesváry, 1958) in the interior.

However, the model created this way is still not convectively stable. Convective insta-

bility is fatal to linear MHD simulations, but these codes are less expensive than full

non-linear simulations, and ideal for the long time series required in helioseismology;

for the study of fast and slow magneto-acoustic waves; and for simulating fast-slow and

fast-Alfvén mode conversion in the photosphere and lower chromosphere. The effects of
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convective stabilisation on the eigenmodes of solar models for helioseismic simulations

were studied by Schunker et al. (2011). A technique for stabilising the atmosphere is

discussed in Section 2.1.

In this paper, we present a model of a magnetohydrostatic and spectropolarimet-

rically accurate sunspot. Our model is based on the sunspot-like model of Khomenko

& Collados (2008). The model was adjusted to provide a more accurate replication of

photospheric sunspot properties taken from semi-empirical models, while still maintain-

ing a smooth transition of physical properties between the magnetic and non-magnetic

regions required for stable numerical simulation. This technique makes it possible to

obtain accurate photospheric absorption line formation heights as well as allowing the

study of observational signatures of acoustic wave propagation in the simulated model

at different positions on the solar disk. We perform a magnetohydrodynamic simula-

tion of the propagation of a wave through this sunspot-like model and investigate the

behaviour of acoustic waves in the simulated model using the synthesised radiation, as

if it were observed. We also investigate effects of the centre-to-limb variation effects

on Doppler velocity measurements and study the line bisector shapes to allow for a

multi-height view in the line formation region, which can be used to observationally

disentangle wave mode conversion process in the solar atmosphere.

The structure of the chapter is as follows. In Section 4.2 we describe the background

model. In Section 4.3 we explain the magnetohydrodynamic simulation and the spectral

synthesis methods used to provide artificial observables. Section 4.4 provides results

and description of the radiative effects on acoustic wave measurements in observations.

In Section 4.5, we discuss our findings.

4.2 Model

Following the method described by Khomenko & Collados (2008), an axisymmetric

sunspot model is created in cylindrical geometry using three parameters a, η and B0

which change the sunspot radius, magnetic field inclination and strength, respectively.

A full description of the effects of these parameters on the magnetic field configuration

is given by Khomenko & Collados (2008). The model is defined on a two-dimensional

r-z plane discretised into a domain from −10 to 2 Mm in height, with a radius of

100 Mm and resolution of ∆z = 0.1 Mm and ∆r = 0.2 Mm.

Below −1 Mm depth a Low-type magnetic flux tube (Low, 1980) is constructed
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using an extension of the exact Schlüter-Temesváry formulation (Schlüter & Temesváry,

1958).

For the near-surface layers zd > −1 Mm and in the atmosphere a Pizzo-type mag-

netic flux tube is used (Pizzo, 1986). The Pizzo method creates a pressure-distributed

magnetic field structure through an extension of the Low formulation used above. The

magnetohydrostatic equation for a non-twisted, cylindrical structure can be simplified

by introducing a magnetic vector potential (Low, 1975). This allows the problem to

be reduced to a single equation for a scalar u(r, z) (Pizzo, 1986)

∂2u

∂r2
− 1

r

∂u

∂r
+
∂2u

∂z2
= −4πr2∂p(u, z)

∂u
, (4.1)

where the partial derivative with respect to u represents the change in gas pressure

(p(u, z)) along the field lines. The self similar model is created with a, η, B0 and a depth

z0, which gives the height of the lower boundary where the field is vertical. Then, for a

chosen height where the two models will be joined, zd, the bottom boundary condition

for the field line constant u will be

u = r2
eBP

1− e−
r2

r2e

2
, (4.2)

where re and BP are

re =
(zd − z0)2 + a2

η
, (4.3)

BP = B0

2h2
p

(zd − z0)2 + a2
. (4.4)

Additionally, the Pizzo method boundary conditions require both a quiet Sun (de-

noted with index q) and umbral (denoted with index um) pressure, density, tempera-

ture, and pressure scale height (h = p
ρg

) and temperature distributions as functions of

depth. The quiet Sun model (pq,ρq,hq) generated above was used for the outer bound-

ary condition. For the inner boundary the Avrett semi-empirical model (Avrett, 1981)

is used, which is then joined to the pressure and density profiles at the axis of the

self-similar flux tube using log-linear interpolation. This is then convectively stabilised

using Equations 2.2 and 2.3 as described in detail in Chapter 2.

The Wilson depression is a measure of the reduction in the height of the photosphere

due to the reduced gas pressure inside of a sunspot. The height at which observations

of a Sunspot are made is impacted by the depth of its Wilson depression. An accurate
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Wilson depression is important to directly compare our model with observations. The

Wilson depression in the sunspot model can be prescribed by shifting the log(τ5000) = 0

of the umbral model (pum, ρum, hum).

The pressure and scale height are then distributed throughout the domain using the

following:

p(u, z) = pq(z)− (pq(z)− pum(z))

(
1− u(r, z)

umax

)2

, (4.5)

h(u, z) = hq(z)− (hq(z)− hum(z))

(
1− u(r, z)

umax

)2

. (4.6)

Where umax is the maximum value of the potential u(r, z), and is reached at the quiet

sun boundary. The potential solution given by Equation 4.1 is used as an initial

guess. The pressure distribution given by Equations 4.5 and 4.6 is iterated together

with Equation 4.1 using a Gauss-Seidel method. Thus, the complete force balance is

calculated with a specified precision, giving a final distribution of the potential and

pressure.

The Pizzo and Low type flux tubes are then joined at zd = −1 Mm and recalculated

using Equations 4.5-4.6. The density is then calculated from the ideal gas law

ρ(r, z) =
p(r, z)

g(z)h(r, z)
, (4.7)

Finally, the radial and vertical components of the magnetic field vector Br, Bz are

calculated from the variation of the field line constant u

Br(r, z) = −1

r

∂u

∂z
, (4.8)

Bz(r, z) =
1

r

∂u

∂r
. (4.9)

To extend this model below z = −10 Mm a vertical flux tube with a constant

Bz and zero Br is used, and the pressure and density profiles are continued smoothly

downwards.

Finally, the FreeEOS equation of state (Irwin, 2012) is applied to find the adiabatic

index, temperature and sound speed at each grid cell in the model. The model is then

converted to Cartesian geometry, giving the full set of physical parameters required for

the MHD simulations and radiative transfer calculations.
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Using the procedure explained above the magnetic field structure pictured in Figure

4.1 was constructed. The background coloured contour map in the figure shows the

modulus of magnetic field B. The field lines are nearly vertical in the “umbral” region

(r < 10 Mm), and show inclination of about 60◦ in the“penumbral” region, r > 10 Mm,

of the sunspot model.

In the figure, the dashed line shows the log(τ5000) = 0 layer, while the dotted

contours represent cs/vA = 0.1, 1, and 10 levels. As is evident from the figure, in

the umbral region at the axis of the sunspot, the log(τ5000) = 0 layer is positioned

higher than cs/vA = 1 layer, suggesting formation of the continuum radiation in the

magnetically-dominated sunspot atmosphere.

The 6173 Å photospheric absorption line of neutral iron is used for observations

of the full solar disk with the Helioseismic Magnetic Imager (HMI) onboard the Solar

Dynamic Observatory (SDO). Therefore, this line was chosen to carry out radiative

diagnostics of the sunspot model using the SPINOR code (Solanki, 1987; Shelyag et al.,

2007). For each one-dimensional column of the model, continuum intensity and spectral

line profile calculations are performed by solving the Unno-Rachovsky (Unno & Simoda,

1963) radiative transfer equation for the Stokes vector [I, V,Q, U ]. Off disk centre

observations are simulated by inclining the numerical domain and interpolating the

density, temperature, magnetic field and velocities onto the new line of sight (los). The

slanting is performed around the z = 0 km height and in the direction of negative y

(Figure 4.2). The velocity and magnetic field vectors are then projected into the new

reference frame. The calculation uses 500 wavelength points with a δλ = 0.002 Å to

ensure the spectral line is highly resolved. The los velocity is given by vlos = vz cos γ+

vx sin γ. The magnetic field is recalculated using a similar relation.

Figure 4.2 shows the continuum images of the sunspot model calculated for γ = 0◦,

30◦ and 60◦ angles between the surface and the los, which correspond to viewing cosine

µ = cos γ = 1., 0.866 and 0.5, respectively. We find that the model produces a realistic

limb darkening dependence with a continuum value of 79% of the disk centre intensity

at µ = 0.5. This is only slightly higher than the 75% of the limb darkening curve

determined by Foukal et al. (2004).

The velocity response functions of the 6173 Å spectral line are shown in Figure 4.3

for the quiet Sun, two penumbral regions at ±10 Mm, and in the centre of the sunspot

umbra for the chosen positions at the solar disk. These locations have been marked

with crosses in Figure 4.2. Since, for observations away from solar disk centre, two

points at the same distance from the sunspot axis are not equivalent, the penumbral
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Fig. 4.1: Magnetic field structure of the sunspot model. The magnetic field strength is
shown with the magnetic field lines overplotted (solid). Also shown are the cs/vA = 1
(middle dotted), 0.1 (upper dotted) and 10 (lower dotted) contours. The dashed line is
the log(τ5000) = 0 contour, representing the visible photosphere. Note that the aspect
ratio is severely stretched.
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Fig. 4.2: 6173 Å continuum intensity of the sunspot model at the observational angles
(top to bottom) 0◦, 30◦ and 60◦ to the vertical. The figures have been normalised to
the quiet Sun value at 0◦ inclination. Inclination is performed towards an observer
displaced in the negative y direction. The crosses show the two penumbral, and one
umbral point used in Figure 4.3.
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Fig. 4.3: los velocity response functions of Stokes−I profile of 6173 Å Fe I line
computed for the models of quiet Sun (first column), far-side and near-side penum-
brae (second and third columns, respectively), and umbra (fourth column) for µ =
1.0, 0.866 and 0.5 positions at the solar disk. The y-axis represents the height along
the los at which the perturbation is placed, where 0 Mm represents the log τ5000 = 0
layer for the quiet Sun photosphere. The 5000 Å optical depth axis is also shown, with
a dashed line showing the observed depression of the photosphere. The corresponding
Stokes−I (top right) and Stokes-V (top-left) profile shapes were over-plotted in white
in each panel over the wavelength range shown in the figure.
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models have been chosen so that los of P1 crosses the umbral region, while the los

of P2 inclines further into the penumbra. The response functions were calculated by

computing a perturbed profile with a small positive (directed towards the observer)

los velocity perturbation and subtracting from it an unperturbed profile for the same

location.

The top row of Figure 4.3 shows the response functions of the four points in the

model for the disk centre calculation. The perturbation is directed towards the observer,

causing the line to be blue-shifted. The lobes of the response function tilt inwards

towards the line core, marked as 0.0 Å in the plots, clearly demonstrating dependence

of the sensitivity of the profile on height; the regions closer to the line core (on the

x-axis) are formed higher in the atmosphere.

The top-right figure shows a fully Zeeman-split profile in a strong umbral magnetic

field. Notably, while the line formation height range is narrower compared to the quiet

Sun, the response function lobes are wider in wavelength, suggesting higher sensitivity

of the line to velocity perturbations.

The two penumbral points are identical in the solar disk centre simulation due to

the symmetry of the sunspot. As the penumbral magnetic field is weaker, the line is

not completely split. In the line core, the response function shows two smaller regions

of sensitivity to the velocity perturbation.

Figure 4.3 demonstrates that the line formation height range increases with the

inclination angle. In the case of the quiet Sun (left column of the figure), it increases

from ∼ 400 km at the disk centre to ∼ 800 km at µ = 0.5. As the line width does

not change significantly, the wavelength range of the response function does not change

with the inclination.

For the cases of magnetised penumbral and umbral atmospheres, the observed visible

sunspot surface increases with the inclination angle. Between µ = 1 and 0.5, the

log τ5000 = 0 level for the penumbral points P1 and P2 is shifted downwards by ∼
100 km, and by ∼ 400 km for the umbra. The line sensitivity height range also

increases further away from the disk centre, similarly to the quiet Sun.

Notably, the line profiles and the response function shapes for P1 and P2 are very

different. The far-side umbra (second column of Figure 4.3, P1 in Figure 4.2) has a

formation range that extends into the highly magnetic umbra. This can be observed as

an increasingly split profile as inclination increases in the 2nd and 3rd rows. The near-

side penumbral pixel (third column, P2) similarly forms in a region of lower magnetic
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field. Due to the inclination of the magnetic field, P1 measures a higher magnetic field

strength along the los while P2 inclines against the direction of field line inclination.

The angle of the two ridges is seen to be larger in the umbral distributions than

the quiet Sun. For a small wavelength range in the quiet Sun up to 500 km of the

atmosphere will be measured. Comparitively, in the umbral distribution a similar filter

would only sample around 100 km.

The large range of responses seen in the different penumbral and umbral positions

will lead to larger uncertainty in the observation height of velocity measurements. The

impact of Zeeman-split profiles on velocity measurements is only amplified at larger

inclinations.

4.3 Numerical Simulations

We perform a simulation of acoustic wave propagation in the simulated model with the

SPARC code, discussed in detail in Section 1.3. The code was designed to solve the

linearised ideal MHD equations for wave propagation in a stratified solar environment

(Hanasoge, 2011). The version of the code we employ for the simulations uses Message

Passing Interface (MPI) to parallelise the computation and reduce computation time.

It uses an implicit compact 6th order finite difference scheme applied to the horizontal

and vertical derivatives. An explicit filter is used to prevent numerical instabilities in

the solution.

The boundary conditions used in the simulation include a Perfectly Matched Layer

(PML) (Hanasoge et al., 2010) at the top and bottom boundaries, allowing for efficient

absorption of the outgoing waves. A 12.5 Mm ‘sponge’ type absorbing layer is used

on the side boundaries, which adds a linear friction term to the governing equations

(Colonius, 2004). The code includes a Lorentz force limiter (Rempel et al., 2009), which

is required due to the high Alfvén speed in the solar atmosphere. The limiter, although

unphysical, prevents reduction of the time step and excessive computational times (see

1.3.2). The Alfvén speed limiter is set at vA = 125 km s−1, which is sufficiently high to

allow fast MHD waves of interest, which have horizontal phase speed less than this, to

propagate and refract correctly while still allowing us to use a manageable time step.

Our cap is large enough for this not to be an onerous constraint. The implications of

the limiter on helioseismic travel time shifts have been studied in detail by Moradi &

Cally (2014).
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The numerical grid has horizontal extent of nx = ny = 256 grid points, with a

physical size of 140 Mm, giving a resolution of ∆x = ∆y = 0.55 Mm in the horizontal

directions. To deal with the large variation in physical parameters over the domain

from the convective zone to chromosphere, the code uses a vertical grid spacing based

on the sound speed. The grid has nz = 300 points between 1.5 and −25 Mm and is

distributed such that the acoustic travel times between each cell are the same for the

quiet Sun, ∆z ∝ 1/cs. This gives a resolution of around 50 km near the photosphere,

and around 1 Mm in the lower solar interior. This means we do not resolve slow waves

in the large-β regime, but these are effectively decoupled from the system anyway, so

their neglect is not important. The following acoustic source, similar to that described

by Shelyag et al. (2009), was used:

vz = A0 sin(
2πt

To
) exp

−(t− T1)2

σ2
t

exp
−(r − r0)2

σ2
r

(4.10)

× exp
−(z − z0)2

σ2
z

,

where T0 = 300 s, T1 = 600 s, and σt = 100 s. The horizontal position of the pulse

is given by r0(x, y), with x = 45 Mm and y = 70 Mm, and the vertical position is

z0 = −0.65 Mm. The standard deviation of the Gaussian ball is set to σr = 1 Mm for

the horizontal dimension and σz = 0.25 Mm for the vertical dimension.

The SPARC code solves the MHD equations for the perturbations around the MHS

background model. A master-slave Open-MPI code has been written to take these

perturbations, combine them with the background model and incline them as required.

The SPINOR routines are then applied to each pixel to generate the full Stokes vector

for each pixel. Using the generated Stokes−I profiles, the los centre-of-gravity Doppler

velocity (vcog) is calculated by computing the position of the centre of gravity of the

line profile and determining its shift from the unperturbed counterpart, computed for

the background model as

vcog = c
λ0 − λcog

λ0

, (4.11)

where λcog is the centre of gravity of the spectral line

λcog =

∫
(Ic − I)λdλ∫
(Ic − I)dλ

. (4.12)

To calculate bisector Doppler velocities from the spectral line the relative intensity Irel

was determined by normalising the measured Stokes−I between 0 and 1. Bisectors of
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the spectral line were calculated at 100 evenly spaced values between 0.05−0.95 of Irel.

The bisectors were calculated for the background model and for each output snapshot,

as described in detail in Section 3.2. A Doppler velocity (vbsr) was then determined for

each snapshot using the shift of the bisector wavelength (λbsr) from the unperturbed

background value, according to:

vbsr = c
λ0 − λbsr

λ0

. (4.13)

4.4 Results

Using the model described in Section 2 and methodology given in Section 3, a 2.5 hour

simulated observation of wave propagation through the sunspot model was performed.

The top panel in Figure 4.4 shows a time-distance plot of the centre-of-gravity los

Doppler velocity measured using Equation 4.12. The first three wave bounces can be

easily seen. A shift in the wave arrival time can be observed as a flattening of the

wavefront as it passes through the sunspot umbra at y = 0 Mm. The middle panel

of Figure 4.4 shows a time-distance plot of the vertical component of velocity at the

z = 0 Mm level of the simulation domain. A comparison between the top two panels

shows that the vertical velocity in the domain and the los Doppler velocity are visually

identical. Some reflection can be seen from the top and bottom PMLs, and from the

side boundaries.

The bottom panel of Figure 4.4 shows the horizontal component of velocity, scaled

by
√
ρ to provide a view of the slow magnetoacoustic wave in the strong magnetic field.

A slice is taken through the centre of the simulated sunspot (x = 0, y = 0). The fast

wave can be seen to propagate through the sunspot in the lower interior where plasma-

β is high. At around z = −0.400 Mm in the umbra, the incoming fast wave hits

cs/vA = 1 layer (see Figure 4.1) and undergoes partial transmission as a slow mode

(effectively acoustic in cs < vA). The slow magnetoacoustic wave (now magnetic in

cs > vA) can be seen to propagate back down into the sunspot as a flattening banding

in the time distance plot. The wave amplitude in the atmosphere is low due to scaling

by the very low densities, however, it still can be seen to continue to travel upwards

above the photosphere and escapes through the absorbing upper boundary.

Figure 4.5 shows a power spectrum plotted with azimuthally averaged wavenumber

and frequency. The spectrum has been calculated from the 2.5 hour time-series of

centre-of-gravity velocities calculated from the synthesised line profile. The power
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Fig. 4.4: Response of the model to the acoustic source. Top panel - simulated Doppler
velocities at 0◦ inclination, measured at x = 0 Mm. Middle panel - simulated vertical
component of velocity at a geometric height z = 0 Mm, measured at x = 0 Mm. The
differences between these two are found to be small. Bottom panel -

√
ρvy through

spot centre (0,0) Mm showing the propagation of slow modes down through the box.
Two dashed horizontal lines in the top plots mark the position of the sunspot umbra.
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ridges are well resolved, although there are gaps in power at 4.5 mHz and shifts seen

for high l. Similar gaps are found in the simulations of Parchevsky & Kosovichev

(2007) with high top boundary (1.75 Mm; their Figure 6c), and attributed to trapping

of acoustic modes. The source of these gaps were investigated in detail in Chapter 2.

It was found that gaps appear when driving with a spatially localised pulse source, as

the height of this source is at a node of the solar p−mode eigenfunction.

Fig. 4.5: A ν− l power spectrum for the sunspot box calculated from synthetic Doppler
velocities.

Using the Fe I 6173 Å spectral line data, velocity shifts were calculated for each

bisector as the differences between the perturbed and background values (Equation

4.13). From the 2.5 hour time series of these velocities acoustic power maps of wave

propagation in the sunspot were created. The power maps are calculated for 100

bisector depth positions by taking the fast Fourier transform of the velocity time series

for each of the (x, y) pixels in the model. The acoustic power is binned into different

frequency bins by applying a Gaussian filter with a FWHM of 0.5 mHz around the

chosen central frequency. For each frequency band and inclination the acoustic power

is normalised by its average in the simulation domain.
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By taking the Doppler velocity measurements at multiple bisector depths, it was

possible to disentangle the dependence of the wave behaviour on the height within the

line formation region. As Figure 4.3 shows, bisectors taken higher in the line profile

are formed deeper and closer to the continuum formation height, at a physical height

of around 150 km, while bisectors taken deeper are closer to the absorption line core

and formed higher at a physical height of around 500 km. As was already noted, these

formation heights vary significantly in the penumbra and umbra of the sunspot, with

an offset of 350 km due to the prescribed Wilson depression.

First we aim to investigate the horizontal distribution of acoustic power throughout

the simulation domain. The region of the acoustic source at x = 45 Mm, y = 70 Mm

has been masked in the power maps. Figures 4.6 and 4.7 show the acoustic power

calculated from the Doppler shifts measured at the bisector positions of 0.3 Irel and

0.9 Irel, respectively. The acoustic power was binned into 1 mHz frequency bands

centred at 3, 4, 5, 6 and 7 mHz (left to right in the figures), and the disk positions

of −60◦, 0◦ and 60◦ were used (top to bottom). los velocity measurements off the disk

centre are affected by a larger line formation region and the presence of horizontal

velocity components in the los velocities. Immediately obvious in the figure is a series

of concentric rings of power travelling out from the source. These rings can be thought

of as the spatial analogue of the ridges seen in Figure 4.5 and occur at discrete values

because a single point-like source was used in the simulation.

The differences between the acoustic power maps in Figure 4.6 and 4.7 represent

changes in the wave behaviour over the formation height of the spectral line. This

formation height can span almost a megametre close to the solar limb (see Figure 4.3),

and the differences are substantially more pronounced in the magnetic regions.

In the acoustic power maps (Figures 4.6 and 4.7) a solid line representing the sunspot

umbra is overplotted. Outside the sunspot umbra the sunspot shadow is observed at

all frequencies. In the sunspot shadow, the power from the pulse has been absorbed or

reflected by the magnetic field structure. This is most obvious at lower frequencies (left

two columns). As frequency increases, the ridges of increased acoustic power can still be

seen behind the sunspot. Interestingly, the magnetic field perturbs the concentric rings

seen at 7 mHz, as the fast wave propagation speed and turning height change. Behind

the sunspot in the 7 mHz band (right column), a small region of increased power can

be seen between the two outermost rings of the power ridges (around y = 30 Mm). As

this is seen in high frequencies and as a ring around the sunspot, rather than around

the source, it appears to be a far-side acoustic halo. Acoustic halos are seen around
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active regions as an excess of acoustic power compared to the quiet sun. 1

Comparison of the weakly-magnetic regions of each column in Figure 4.6 shows little

variation with inclination, regardless of frequency. In these regions the propagating fast

wave dominates the simulated observations as there is little magnetic field to alter the

fast-wave turning point or to allow for mode-conversion process to take place. Inside

the umbral region, the acoustic power maps for the disk centre case show very little

power in 3 and 4 mHz, and the power in the vertically-aligned oscillations is seen to

be almost completely absorbed. As the inclination increases, the 3 and 4 mHz power

in the umbra remains low, while the 5, 6 and 7 mHz power bands show a significant

power enhancement.

From the response function (first column in Figure 4.3) we expect there to be larger

differences in power between the line core (Figure 4.6) and line wings (Figure 4.7) as

we observe further away from the solar disk centre. There is little difference found in

the disk centre cases (middle row) between the two figures. However, at 60◦ inclination

significant differences can be seen between the power maps at the line core and line

wings. Particularly, (1) the umbral power increase is only seen at the line core (Figure

4.6); (2) the ring-like structure (marked by the dashed circle in the left panel of Figure

4.6) found at around y = −20 Mm in the bottom left two panels is somewhat wider

at the line core than in the line wings (Figure 4.7). This structure is most apparent in

the 3− 4 mHz frequency bands (first two columns), and the power in it decreases with

increasing frequency. While the inclination of the magnetic field at the surface at the

radius of 20 Mm is 60◦ degrees from vertical the magnetic field strength is low, and the

equipartition layer cs = vA is located above the line formation region. Therefore, the

ring is of acoustic nature and cannot be related to the slow magneto-acoustic mode, as

it is found at the source side in both −60◦ and 60◦ inclinations corresponding to the

los direction which is either parallel or highly inclined to the magnetic field.

As demonstrated, the umbral and penumbral acoustic power structures are mostly

seen near the line core (Figure 4.6). In the los velocities measured from bisectors in

the line wings (Figure 4.7) only a faint structure can be seen at high inclinations, again

more obvious in the 7 mHz power band (bottom right).

To better understand the three-dimensional structure of the umbral power increase,

1A more comprehensive look at the physics of acoustic halos, based on three-dimensional simu-
lations of this sunspot model can be found in Rijs et al. (2015, 2016), see Appendices A & B, which
expands on the previous works of Hanasoge (2008); Khomenko & Collados (2009). They are attributed
to fast MHD waves reflected in active region atmospheres by the steep Alfvén speed gradients there.
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Fig. 4.6: Acoustic power map calculated from the shifts in the bisector of the
Fe I 6173 Å line at a bisector height of 0.3 Irel. The columns, from left to right,
show power in the 3, 4, 5, 6 and 7 mHz bands. The rows, from top to bottom, show
measurements made at −60◦, 0◦ and 60◦ inclination from the vertical, where the field
of view has been inclined in the y-direction. The power at each inclination angle has
been normalised by its average in each frequency band. This represents a velocity mea-
surement made near the line-core, showing the behaviour higher in the atmosphere.
The sunspot umbra has been marked with a solid circle, while the dashed line in the
bottom right panel represents the slice taken in Figure 4.8. The low frequency ring has
been marked in the top left panel.
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Fig. 4.7: Acoustic power map calculated from the shifts in the bisector of the
Fe I 6173 Å line at a bisector height of 0.9 Irel. The layout of the columns and
rows is as seen in Figure 4.6. This figure represents measurements made near the line
wings.
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Fig. 4.8: Bisector power map at x = 0 Mm. The layout of the columns is as in Figure
4.6. The rows, from top to bottom, show measurements made at 0◦, 30◦ and 60◦

inclination from the vertical. The vertical axis in this figure represents the line depth
where the bisector wavelength and Doppler velocity are measured and covers a large
part of the line formation region of 400 − 800 km in length. The formation region
depends on the magnetic field strength and inclination (Figure 4.3).
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in accordance with the response functions shown in Figure 4.3, a multi-height obser-

vation is made by computing the Doppler velocities from bisector shifts measured at

different line depths within the line formation region. In Figure 4.8, a Doppler velocity

map for a slice marked by a dashed line in Figure 4.7 is plotted for each bisector depth

in the range 0.3− 0.9 Irel.

For the 0◦ and 30◦ inclinations (top and middle rows of Figure 4.8), the changes in

the structure and magnitude of acoustic power over the line formation range are limited

to an increase in power in the high frequency bands for observations made closer to the

line core. This matches the observations of acoustic halos by Rajaguru et al. (2013),

where the acoustic power was weaker using filtergrams close to the line wings. At 60◦

inclination (bottom row, left two columns) the faint x = ±20 Mm radius low frequency

ring can be made out, increasing in radius at larger heights.

The vertical extent of the umbral power structure, seen at high inclinations at 6–7

mHz (bottom right two panels in Figure 4.6–4.8) shows a significant increase in power

higher in the formation region. The formation of this acoustic power structure seems to

start mid-way up the line formation region, suggesting a highly localised phenomenon.

The inclination of the field lines at the centre of this power increase (y = 4.11 Mm)

is approximately 20◦ from the vertical. Taking into account the observation angle of

±60◦, the field line is almost perpendicular to the line-of-sight. Comparison with Figure

4.1 shows the continuum formation height of the spectral line and the cs/vA = 1 layer

cross at z = 0 Mm and 4 Mm radius from the sunspot centre, allowing for direct

observation of conversion of fast (parallel to the magnetic field line, perpendicular to

the los) waves to slow (perpendicular to the magnetic field line, and parallel to the los)

waves. The increased power in this region corresponds to the slow magneto-acoustic

wave in the region where the magnetic field is close to perpendicular to the los. This

result confirms previous findings by Zharkov et al. (2013) that the observed acoustic

power increase in the sunspots is a signature of slow magneto-acoustic waves.

4.5 Discussion and Conclusion

In this chapter we have: (1) described a modification of the Khomenko sunspot model

we developed to provide a more accurate line formation region, allowing for accurate

spectral synthesis to be performed; (2) analysed response functions in our model to

understand our synthesised centre-to-limb observations of the Fe I 6173 Å spectral line
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in a model sunspot; (3) have investigated wave propagation through the model using

a three-dimensional simulation of magnetoacoustic wave propagation; (4) computed

the spectral line profiles and provided a time series of the simulated observations of

the sunspot model using the simulation data; (5) used spectral line bisector measure-

ments to perform multi-height simulated observations over the line formation region;

(6) studied maps of the acoustic power in the sunspot to better understand the ab-

sorption line response to the oscillations in sunspots and the effects of non-locality of

radiative transport on helioseismic measurements.

The sunspot is found to absorb or scatter the incoming acoustic wave energy in

all but the 6 and 7 mHz frequency band. There are signatures of a slight power

enhancement seen around the sunspot, similar to those seen in observations of acoustic

halos.

Small ridges of acoustic power can be seen in the 7 mHz band in the shadow of

the sunspot. Zharkov et al. (2013) showed in a simple 2D simulation that there was

a significant power enhancement as a far-side acoustic halo. We can see slight power

enhancements in the range of 25-40 Mm from the sunspot. Comparing the different

rows in Figures 4.6 and 4.7 shows that outside the sunspot umbra, the horizontal and

vertical velocities behave similarly, with only minor differences in the power maps.

The appearance of a high-frequency anomalous acoustic power excess in the sunspot

centre – the umbral “belly button” – can be seen predominantly in the case of 60◦ incli-

nation with faint traces at lower inclinations. This geometry suggests that it is driven

by slow magneto-acoustic waves, as it is seen when the horizontal velocity component

dominates the los velocity (bottom rows of Figure 4.6 and 4.7). It can be seen as a

crescent-like structure, which is most dominant towards the line core (higher in the

atmosphere, Figure 4.6 and very faint in the spectral line wings (lower in the atmo-

sphere, Figure 4.7. Umbral power enhancements are seen in the space-based (Zharkov

et al., 2013, HMI) and ground based (Balthasar et al., 1998) observations of sunspots.

Notably, no power excess was observed in the G band (Nagashima et al., 2014). The

appearance of this power increase in a simulated sunspot suggests a magneto-acoustic

phenomenon, rather than photon noise. There are many differences in both sunspot

properties and the radiative effects on HMI measurements that could explain the lack

of the umbral power increase in all acoustic observations of sunspots. These include

changes in the Wilson depression, the wide range of the velocity response function in

a magnetic structure (Figure 4.3), low resolution and high-noise measurements off the

disk centre or issues with using discrete filters on highly split profiles.
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Current measurements of acoustic travel times in computational helioseismology

are largely performed using measurements at the geometric heights in the simulation

domain (Moradi & Cally, 2013), or on a surface roughly representing the continuum

formation height determined by the log(τ5000) = 0 layer in the simulation domain

(Khomenko & Cally, 2012; Moradi et al., 2015). Despite the fact that the physical

velocity in the simulation matches reasonably well to the los velocities calculated from

the simulated spectral lines, this method misses a lot of information that can otherwise

be gained from the range of formation of the spectral lines. As we show, this range

also changes substantially if the simulation is performed for positions at the solar disk

away from the centre. Using the model we described, artificial observables mimicking

the HMI and MDI pipelines can be made (Scherrer et al., 2012; Fleck et al., 2011), as

well as comparisons to ground-based observations.

The multi-height Doppler measurements made by Nagashima et al. (2014), using

the HMI filtergrams provide a similar approach to multi-height measurements as the

bisectors used in this study. Rather than velocity measurements made using shifts in

Stokes-I, HMI uses measurements of both Stokes-(I + V ) and Stokes-(I − V ). As the

next step, it will be important to fully simulate the HMI data pipeline response to a

variable magnetic atmosphere before a direct comparison to the HMI measurements

can be made.
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Chapter 5

Dissipation of Alfvén Waves by
Ambipolar Diffusion

In this chapter we investigate the ability of ion-neutral interactions to dissipate Alfvén

waves in the solar chromosphere. An acoustic driver is used to generate perturbations in

a self-similar magnetohydrostatic flux tube model. As these waves travel into the centre

of the magnetic field concentration, where plasma-β < 1, mode conversion occurs and a

significant Alfvén wave component is seen. In order to quantify the absorption of wave

energy through ion-neutral interactions we compare the energy and Poynting flux in

simulations with, and without ambipolar diffusion. It is found that the inclusion of the

ambipolar term can dissipate a significant amount of energy, a factor of 20 higher than

the dissipation of static currents. This heating is caused by the damping of magnetic

waves, as seen by a decrease in Poynting flux by up to 90% when ambipolar diffusion is

included. The dependence of this energy dissipation with resolution, driver amplitude

and frequency is studied.
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5.1 Introduction

In Chapter 3 we investigated the observational signatures of photospheric “vortices”.

These vortex motions have been identified as Alfvénic motions (Shelyag et al., 2013) and

shown to carry a substantial Poynting flux into the chromosphere (Shelyag et al., 2012).

However the dissipation of these Alfvénic motions, required if they are to heat the

chromospheric plasma, is difficult in ideal magnetohydrodynamics. Non-ideal effects,

in particular ambipolar diffusion, show potential for the dissipation of these waves.

The recent increases in supercomputing power and availability have allowed the in-

clusion of partial ionisation into numerical magnetohydrodynamic codes, both through

inclusion of non-ideal MHD terms describing ion-neutral interaction and non-ideal

equations of state. In this chapter we investigate the ability of ambipolar diffusion

to damp Alfvénic waves, and thereby heat the solar chromosphere. To do this we use

the newly implemented non-ideal module of the MANCHA MHD code.

First, we discuss the implications of non-ideal magnetohydrodynamics for wave heat-

ing of the chromosphere in Section 5.1.1. Next, in Section 5.1.2 we give a summary of

the non-linear MHD processes important to this chapter. In Section 5.2 we describe

the flux tube model used, designed to mimic a region similar to that studied in Chap-

ter 3. Then the MANCHA code, and simulation setup used are described in Section

5.3. A study of wave heating with variations in simulation resolution, driver amplitude

and driver frequency is presented in Section 5.4. Finally, in Section 5.5 we discuss the

results.

5.1.1 Non-Ideal Magnetohydrodynamics

Due to the low degree of ionisation in the photosphere and chromosphere, deviations

from the ideal magnetohydrodynamic assumption are found to be important for numer-

ous processes in the solar atmosphere, see the review of Khomenko (2016) for a detailed

explanation. The effects of partial ionisation have been investigated for a number of so-

lar applications, including flux emergence (Arber et al., 2007, 2009), the development

and growth of instabilities (Fontenla, 2005; Vranjes et al., 2006; Pandey & Wardle,

2012; Soler et al., 2012; Dı́az et al., 2014) as well as magnetic reconnection (Zweibel,

1989; Brandenburg & Zweibel, 1994; Leake et al., 2012; Murphy & Lukin, 2015; Hillier

et al., 2016). Of particular interest, the addition of neutral atoms in the chromospheric

plasma provides a possible mechanism to heat the chromosphere through the dissipa-
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tion of static currents. The dominant non-ideal effects which must be considered in the

magnetised solar chromosphere are that of Ohmic resistivity, ambipolar diffusion and

the Hall effect.

Ohmic resistivity leads to an additional diffusive term, due to the drift between

electrons and ions/neutrals. In the solar atmosphere it is only significant in the lower

regions (0− 500 km), with low magnetic field strength (Khomenko & Collados, 2012).

The time-scale of this diffusion was found to be large (107 s) and so the contribution

to chromospheric heating is small.

The Hall effect in a weakly ionised plasma is caused by the drift between ions and

electrons, with the former remaining pinned to the magnetic field. For solar magnetic

field regions the Hall effect will be higher than Ohmic diffusion in magnetic fields greater

than ≈ 100 G (Pandey & Wardle, 2008). In addition, the Hall effect has the ability to

couple Alfvén and magnetoacoustic fast waves (Kato & Tsutomu, 1956; Waters et al.,

2013) and facilitate fast reconnection (Shay et al., 2001; Rogers et al., 2001; Birn et al.,

2001). For photospheric and chromospheric regions, the conversion of low frequency

(mHz) seismic waves into Alfvénic oscillations through the Hall effect was found to be

inefficient except in regions of low magnetic field, of the order of a few gauss (Cally &

Khomenko, 2015). Suitable regions are prevalent in the quiet Sun, so the Hall effect

shows potential to be significant in the generation of the transverse waves observed in

the corona. At higher frequencies the Hall effect becomes stronger, however a power

law is expected for the velocity power spectrum leading to low power at these high

frequencies. It is important to not though that the Hall effect is not diffusive; it just

redistributes energy between the Alfvén and fast waves.

Ambipolar diffusion represents drift between the charges and neutrals, with the

charges remaining pinned to the magnetic field. It is proposed that the dissipation

of currents in the chromosphere is an important heating mechanism (De Pontieu &

Haerendel, 1998; Judge, 2008; Krasnoselskikh et al., 2010; Mart́ınez-Sykora et al., 2012).

Ambipolar diffusion provides another mechanism to dissipate perpendicular currents,

allowing for heating orders of magnitude higher than seen in the fully ionised case

(Khomenko & Collados, 2012). Ion-neutral drift provides a possible source of heating

through the damping of magnetohydrodynamic waves.

Partial ionisation effects have been shown to have a large impact on the generation

and propagation of waves in solar magnetic flux concentrations. In the solar photo-

sphere and chromosphere changes in viscosity, friction and conductivity occur due to

interaction with neutrals, which damp waves (Khodachenko et al., 2004; Forteza et al.,
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2007). This damping depends on the collisional frequencies and ionisation fraction

(Kumar & Roberts, 2003; Pandey et al., 2008). The ion-neutral friction can become

significant relative to the magnetic tension term, allowing for the dissipation of Alfvén

and fast magnetoacoustic waves (Piddington, 1956; Osterbrock, 1961; Haerendel, 1992;

De Pontieu et al., 2001; Leake et al., 2005; Soler et al., 2013, 2014, 2015). Using a

single-fluid approximation cut-off frequencies have been proposed for Alfvén and kink

waves (Soler et al., 2009; Barceló et al., 2011), these were shown to be unphysical and

caused by neglected terms which are solved using two fluid magnetohydrodynamics

(Zaqarashvili et al., 2011b). However, in two fluid MHD additional cutoffs are present,

suppressing the propagation and excitation of Alfvén waves. The Alfvénic flux may be

significantly lower when interactions with the neutrals are included (Soler et al., 2013;

Vranjes et al., 2008).

Magnetoacoustic waves and Alfvénic motions carry a significant Poynting flux into

the solar chromosphere (Osterbrock, 1961; Goodman, 2005; Steiner et al., 2008; Kras-

noselskikh et al., 2010; Goodman & Kazeminezhad, 2010; Goodman, 2011; Shelyag

et al., 2012, 2013; Shelyag & Przybylski, 2014). These Alfvénic motions will generate

currents. Ambipolar diffusion provides a potential mechanism for the dissipation of

these currents, though it is argued by Arber et al. (2016) that the shock heating will be

more important than the dissipation of Alfvén waves through ion-neutral interaction.

In order to incorporate the presence of neutral species into ideal MHD simulations

we must supplement the ideal MHD equations. Two methods are typically used to do

this: a multi-fluid approach, or a single-fluid quasi-MHD. In a multi-fluid formulation

the MHD equations are solved for the different plasma components; ions, electrons

and neutrals. The equations for different species are coupled through collisional terms.

For a single-fluid approach the ideal MHD equations are supplemented with a number

of additional terms, calculated through the summation of the effects from the various

plasma components.

A three-fluid approach involves solving MHD-like equations for ions, electrons and

neutrals, averaging over the different ion and neutral species. A two-fluid approach

assumes that the neutral species and ion species are sufficiently coupled, thus leading

to two coupled sets of equations, one for an average charge and a second for an average

neutral. This approach requires a stronger coupling between two charged particles

than between one neutral and one charged and can fail if the neutral-neutral collisional

coupling is weak compared to ion-neutral coupling (Zaqarashvili et al., 2011a,b).

The collisional coupling of plasma is strong in the solar chromosphere, this allows
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a quasi-MHD single-fluid approach to be used. A full description of this approach is

available in Khomenko et al. (2014), including discussion of the assumptions made and

comparison to a two fluid approach. The single-fluid equations for a multi-component

plasma are calculated by summing up the various neutral and ionised components to

obtain an equation for an average atom. This approach considers only singly ionised

ions and assumes charge neutrality.

Here we provide a derivation of only the necessary equations, the generalised Ohm’s

law, with additional non-ideal terms, and the non-ideal induction equation. This deriva-

tion is given in SI units. Throughout this section the subscripts e, i, and n represent

electrons, ions and neutrals while the subscript c is used to describe the total effect of

all charges. When summing over the different species we use α for the ions and β for

the neutrals.

For a charged fluid with density ρ, charge q, number density n, magnetic field B,

electric field E, centre of mass velocity u and gravity g we have the ion momentum

equation:

ρα
Duα
Dt

= nαqα (E + uα ×B) + ραg −∇p̂α + Rα − uαSα, (5.1)

where R represent elastic collision terms, S are the inelastic collision terms and p̂α the

ion pressure tensor. Similarly, the electron momentum equation is:

ρe
Due
Dt

= −ene (E + ue ×B) + ρeg −∇p̂e + Re − ueSe, (5.2)

where p̂e is the electron pressure tensor. The continuity equation for charges is

∂ρc
∂t

+∇ · (ρcuc) = Sc, (5.3)

where ρc =
∑N+1

α=1 ρα + ρe and Sc = Se + Si.

To calculate Ohm’s law we multiply the equations of each species 5.1 & 5.2 by

qα/mα, where α = 1, .., N represents the ions, and α = N + 1 represents electrons.

Summing these equations for each component, and expanding the material derivative

Du

Dt
≡ ∂u

∂t
+ u · ∇u (5.4)
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gives

N+1∑

α=1

(
nαqα

∂uα
∂t

+ nαqαuα · (∇uα) +
qα
mα

uαSα

)
=

N+1∑

α=1

(
nαq

2
α

mα

(E + uα ×B) + nαqαg −∇
qα
mα

pα +
qα
mα

Rα

)
. (5.5)

Applying the continuity equation 5.3 to the left hand side, and cancelling the gravity

terms due to charge neutrality gives

∂J

∂t
+∇·(Ju + uJ)+∇·

N+1∑

α=1

(nαqαwαwα) =
N+1∑

α=1

(
nαq

2
α

mα

(E + u×B)−∇ qα
mα

p̂α +
qα
mα

Rα

)
,

(5.6)

where dyadic notation is used and w is the drift velocity. The current density J is

defined

J = e
∑

α

nαuα − eneue. (5.7)

For the Lorentz force term, we neglect terms proportional to me/mα,

N+1∑

α=1

nαq
2
α

mα

(E + u×B) ≈ e2ne
me

(E + u×B) +
e2

me

N∑

α=1

nαwα ×B− e

me

J×B, (5.8)

and assume wα ≈ ui−u, that is, the drift velocity of individual items is approximately

their average drift velocity. Here ui is the centre of mass velocity and u the average

velocity is calculated according to

u = ξcuc + ξnun, (5.9)

where ξn is the neutral fraction, and ξc the fraction of charges. Including the Lorentz

force from Equation 5.8 and assuming that currents are stationary, Equation 5.6 be-

comes

E′ = (E + u×B) = −ξnw ×B +
J×B

ene
− ∇p

ene

+
ρe

(ene)
2

(
N∑

α=1

νeiα +
N∑

β=1

νenβ

)
J− ρe

ene

(
N∑

β=1

νenβ −
N∑

α=1

N∑

β=1

νiαnβ

)
w. (5.10)

Here ν represents the collisional frequencies between electrons and ions νe;iα , electrons

and neutrals νe;nβ , and ions and neutrals νiα;nβ for each species of ions α, and neutrals
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β. The expression for w is calculated following Braginskii (1965) as

w =
ξn
αn

J×B− G

αn
+

N∑

β=1

ρeνenβ
J

neeαn
, (5.11)

and the vector G is

G = ηn∇p̂ie − ηi∇p̂n. (5.12)

Here p̂n is the neutral pressure tensor. The final single-fluid generalised Ohm’s law is

then:

E′ = ηOµJ+
ηHµ

|B| (J×B)− ηAµ|B|2 (J×B×B)− ηpµ|B|∇p̂e+cptG+cptb (G×B) , (5.13)

for electron pressure tensor p̂e, where the subscripts e, i, and n represents electrons,

ions and neutrals. The Ohmic, Hall, ambipolar and pressure diffusivities (ηO, ηH , ηA, ηp)

and the coefficients (cpt, cptb) can be calculated as:

ηO =
1

µ0

1

(ene)
2

(
N∑

α=1

ρeνeiα + o
N∑

β=1

ρeνenβ

)
≈ αe

(ene)
2 ,

ηH =
|B|
µ0

1

ene
(1− 2ξnε1 + ξnε2) ,

ηA =
|B|2
µ0

η2
n

αn
, (5.14)

ηp =
|B|
µ0

1

ene
,

cpt =
1

ene
(ε1 − ε2) ,

cptb =
ηn
αn
.

(5.15)

In these equations ne is the electron number and e is the electron charge. The param-
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eters αn, ε1, ε2, and o are defined according to:

αn =
N∑

β=1

ρeνe;nβ +
N∑

α=1

N∑

β=1

ρiνiα;nβ ,

αe =
N∑

α=1

ρeνe;iα +
N∑

β=1

ρeνe;nβ ,

ε1 =
N∑

β=1

ρeνe;nβ
αn

� 1, (5.16)

ε2 =
N∑

α=1

N∑

β=1

ρeνiα;nβ

αn
� 1,

o =
N∑

α=1

N∑

β=1

ρανiα;nβ

αn
≈ 1.

Using the newly derived Ohm’s law, Equation 5.13, with Faraday’s and Ampere’s

laws, Equations 1.2 & 1.6, we can derive a generalised induction equation

∂B

∂t
= ∇×

[
(u×B)− ηOµ0J +

ηHµ0

|B| (J×B) +
ηAµ0

|B|2 ((J×B)×B) (5.17)

− ηpµ0

|B| ∇pe − cptG− cptb (G×B)

]
.

We have a number of terms in addition to the convective term of the non-ideal induction

equation, from left to right: 1) Ohmic resistivity, 2) The Hall effect, 3) ambipolar

diffusion, 4) Bierman battery, and 5) & 6) pressure gradients. In the solar chromosphere

the later terms 4)-6) are many orders of magnitude lower than the Ohmic, Hall effect

and ambipolar term at the spatial resolutions used in MHD simulations.

5.1.2 Non-linear Magnetohydrodynamics

In Chapter 1 we studied MHD wave processes in the linear regime. For cases with

high perturbation amplitudes the non-linear terms in the MHD equations will become

important. Once the wave amplitudes become high enough the waves will distort due

to non-linear steepening, caused by differences in the local phase velocity.

Considering the hydrodynamic case, wave solutions to the fluid equations can lead to

the development of infinite gradients, see Kulsrud (2005). The non-linear steepening
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and eventual breakdown of the hydrodynamic equations lead to the formation of a

shock. Shocks are dissipative processes that will conserve energy, but not entropy,

allowing them to heat the plasma. The shock itself will propagate with a speed vs > cs,

where cs is the local sound speed.

The formed shock must satisfy a series of jump relations before and after the shock

front, known as Rankine-Hugoniot relations, which are derived from conservation laws

(Kennel et al., 1989). For a magnetohydrodynamic shock in the x direction, the sub-

script T representing a projection onto the shock plane and [A] = A2−A1 signifies the

difference between the upstream (A1) and downstream (A2) values. Rankine-Hugoniot

relations can be written as: the conservation of mass

[ρux] = 0, (5.18)

the conservation of momentum:

[
ρu2

x + p+
1

µ0

B2
T

]
= 0, (5.19)

[
ρuxuT + p+

1

µ0

BxBT

]
= 0, (5.20)

the conservation of energy,

[
ρux
2

(
u2
x + u2

T

)
+
γuxp

γ − 1
+

(
1

2µ0

uB2 − 1

µ0

B (B · u)

)

x

]
= 0, (5.21)

and finally Faraday’s law

[− (u×B)T ] = 0. (5.22)

The magnetohydrodynamic Rankine-Hugoniot relations possess six solutions, fast

shocks, slow shocks and four types of intermediate shocks (De Hoffmann & Teller, 1950;

Lehmann & Wardle, 2016). These solutions come from transitions between the four

regions separated by the fast, Alfvén and slow wave speeds. For a fast MHD shock,

the Alfvén Mach number MA = vs/vA > 1, while for intermediate shock MA < 1, and

the sonic Mach number M = vs/cs > 1. The study of magnetohydrodynamic shocks is

more complex than the hydrodynamic ones due to the dependence of the fast and slow

wave speeds on the angle between the magnetic field and direction of wave propagation.
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5.2 Flux Tube Model

In order to simulate the propagation and dissipation of Alfvénic waves in a vortex-like

solar magnetic flux concentration a suitable flux tube model is required. For simula-

tions with the MANCHA code we require a background model in magnetohydrostatic

equilibrium. We generate a 3D self-similar Schlüter-Temesváry-like flux tube following

the method described in Shelyag et al. (2010); Fedun et al. (2011); Gent et al. (2013).

To begin, the background magnetic field B = [Bx, By, Bz] is calculated as

Bx = −xB0(z)G(f)
dB0(z)

dz
, (5.23)

By = −yB0(z)G(f)
dB0(z)

dz
, (5.24)

Bz = B2
0(z)G(f). (5.25)

The two functions, G(f) and B0(z) describe the opening of the magnetic flux tube with

radius, and the distribution of Bz along the flux tube axis respectively. A quadratic

polynomial is used for B0(z), decreasing from 1446 kG at the photosphere to 30 G

at 1.8 Mm. The function G(f) is a piecewise continuous quadratic function, with f

calculated as

f(x, y, z) =
(
x2 + y2

)
B0(z). (5.26)

The function G(f) is carefully chosen to give a high field strength and low plasma-β

region without giving negative pressures. Field lines of the resulting magnetic flux

concentration are shown in Figure 5.1.

The flux tube is embedded in a VALIIIC quiet Sun model (Vernazza et al., 1981).

The pressure deficit inside the flux tube is calculated by integrating the horizontal

component of the magnetohydrostatic Equation 1.17 from the quiet Sun to the tube

centre as

∆px =

∫ 0

∞
(J×B)x dx, (5.27)

∆py =

∫ 0

∞
(J×B)y dy. (5.28)

The density is then calculated from the vertical component of the MHS Equation 1.17,

ρ = −1

g

(
dp

dz
− (J×B)z

)
. (5.29)
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Fig. 5.1: Field lines of the perturbed magnetic flux tube model. The snapshot is taken
250 seconds into a simulation with a 25 mHz acoustic driver placed at the photosphere.

The magnetic field, pressure and density of the resulting flux tube are shown in Figure

5.2. Magnetic field lines are shown in white, and a significant reduction in the pressure

and temperature are seen inside the flux tube. The plasma-β = 1 contour is over-

plotted as a dashed black line and shows a region with β < 1 extending down to about

0.6 Mm.

5.3 Numerical Simulations

We perform simulations of non-linear wave propagation in the flux tube model described

above using the MANCHA magnetohydrodynamics code (Felipe et al., 2010). This code

solves the non-linear non-ideal MHD equations for perturbations around a background

model. The equations of continuity, momentum and energy, as solved by the MANCHA

code, are:

∂ρ1

∂t
+∇ · ((ρ0 + ρ1) u1) =

(
∂ρ1

∂t

)

diff

, (5.30)

∂ (ρ0 + ρ1) u1

∂t
+∇ ·

(
(ρ0 + ρ1) u1u1 +

(
p1 +

B2
1

2µ0

+
B1B0

µ0

)
I

− 1

µ0

(B0B1 −B1B0 −B1B1)

)
= ρ1g +

(
∂ (ρ0 + ρ1) u1

∂t

)

diff

, (5.31)
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Fig. 5.2: The magnetic field, pressure and temperature of the magnetohydrostatic back-
ground model. The blue horizontal line shows the location of the horizontal (bottom)
and vertical (top) cuts taken through the domain. The black dashed line shows the
β = 1 contour and magnetic field lines are overlaid in white.

∂e1

∂t
+∇ ·

(
u1

(
e0 + e1 + p0 + p1 +

|B0 + B1|2
2µ0

)
− 1

µ0

(B0 + B1) (u1 · (B0 + B1))

)

= (ρ0 + ρ1) (g · u1) +

(
∂e1

∂t

)

diff

, (5.32)

where we use an ideal equation of state. The terms subscripted with diff are numerical

diffusion terms required for numerical stability.

In addition we require a modified induction equation, containing the non-ideal terms

derived in section 5.1.1. The solar plasma in the upper photosphere and chromosphere

is only weakly ionised, causing a breakdown of the infinite conductivity assumption in

ideal magnetohydrodynamics. As the collisional coupling in the solar chromosphere is

still strong it is possible to use a quasi-MHD approach rather than solving the multi-

fluid equations.

Although the Hall term is significant in the density and magnetic field range con-

sidered, it is not a dissipative term, instead introducing a new whistler wave mode and

allowing oscillations between the Fast and Alfvén wave modes to occur. In addition,
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in non-ideal simulations we must place an additional constraint on the time-step;

∆tnonideal < CNI
min (∆x2,∆y2,∆z2)

|max (ηOR, ηHE, ηAD, ηhyp) |
. (5.33)

Here cNI is a nonideal analogue to the CFL condition. The final simulation timestep

is then

∆t = min (∆tadv,∆tdiff ,∆tnonideal) . (5.34)

The Hall term gives an incredibly restrictive time-step, and does not directly contribute

to chromospheric heating through dissipation of Alfvén waves. Therefore, we do not

include it in these simulations. However, the Hall term does allow for an additional

mechanism with which Alfvén waves can be generated though conversion from fast

waves. It will be necessary to incorporate this term in future simulations to provide a

complete understanding of the interactions of acoustic waves in the magnetic flux tube.

In the weakly ionised solar plasma the vector G, defined by Equation 5.12, is small.

The terms which contain G are not included. The Bierman battery term is also small

in the density and magnetic field regime studied. With these exclusions the generalised

Ohm’s law and generalised induction equation are simplified to include only the Ohmic

and ambipolar terms:

∂B

∂t
= ∇×

(
u1 × (B0 + B1)− ηOJ + ηA

(J× (B0 + B1))× (B0 + B1)

|B|2
)

+

(
∂B1

∂t

)

diff

,

(5.35)

and

[E + u× (B0 + B1)] = ηOJ− ηA
(J× (B0 + B1))× (B0 + B1)

|B|2 . (5.36)

In the realistic solar atmosphere small-scale dissipative effects are present. Finite

difference schemes, such as that used in the MANCHA code, are unable to resolve these

diffusive terms. In order to prevent the growth of instabilities hyperdiffusion terms are

used (Caunt & Korpi, 2001; Vögler et al., 2005). These diffusion terms represent

viscosity forces in the equations of motion, Joule dissipation in the energy equation

and magnetic diffusivity in the induction equation. An additional diffusion term is

added to the continuity equation, which has no physical equivalent. These diffusivity

coefficients ν are applied to the perturbed variables u for each spatial coordinate xj,

νxj(u) = νshkxj
(u) + νhypxj

(u) + ν0
xj

(u) (5.37)
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The third term is calculated as

ν0
xj

= (cs + vA) ∆xjF (x, y, z), (5.38)

where F (x, y, z) is the spatial extent, typically a Gaussian function. The variable

diffusion term is calculated as

νhypxj
(u) = chyp(v + cs + vA)∆xj

max3

(
∆3
xj
u
)

max3

(
∆1
xj
u
) , (5.39)

where max3 is the maximum value over the cube (x±∆x, y ±∆y, z ±∆z), ∆3
xj

is

the magnitude of the third derivative, and ∆1
xj
u the magnitude of the first derivative.

Finally, the shock diffusion term is calculated as

vshkxj
= cshock (∆xj)

2 |∇ · v| where ∇ · v < 0, (5.40)

vshkxj
= 0 where ∇ · v > 0.

These diffusivity coefficients are then introduced into the right hand side of the

magnetohydrodynamic equations

(
∂ρ1

∂t

)

diff

=
∑

xj

∂

∂xj

(
νxj

(
ρ1
∂ρ1

∂xj

))
, (5.41)

(
∂(ρ0 + ρ1)v1

∂t

)

diff

= ∇ · τ, (5.42)

(
∂B1

∂t

)

diff

= −∇× ε, (5.43)

(
∂e1

∂t

)

diff

= ∇ · (v1τ) +∇ · (B1 × ε) . (5.44)

Here τ is a numerical equivalent to the viscosity tensor,

τ =
1

2
(ρ0 + ρ1)

(
νxi
(
v1xj

) ∂v1xj

∂xi
+ νxj (v1xi)

∂v1xi

∂xj

)
. (5.45)
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Finally, ε represents the diffusion of magnetic field,

ε =




νy (B1z)
∂B1z

∂y
− νz (B1y)

∂B1y

∂z

νz (B1x)
∂B1x

∂z
− νx (B1z)

∂B1z

∂x

νx (B1y)
∂B1y

∂x
− νy (B1x)

∂B1x

∂y


 . (5.46)

5.4 Results

The Equations 5.30 - 5.32 & 5.35 are solved with the MANCHA numerical code, as

described in Section 5.3. The non-ideal effects are modelled using a single fluid quasi-

MHD approach as described in Section 5.1.1. The Message Passing Interface (MPI) is

used for parallelisation to increase computational speed. Spatial derivatives are calcu-

lated using the fourth order scheme of Vögler et al. (2005) and temporal integration is

performed using a fourth-order Runge-Kutta method.

For our simulations in the flux tube model of Section 5.2 we use a resolution of

∆x = ∆y = ∆z = 10 km with nx = ny = 300 and nz = 186. This gives a domain

of 1.5 Mm radius around the flux tube centre and extending from the photosphere

up to 1.86 Mm into the solar atmosphere. To stabilise the simulation we use the

constant artificial diffusion formulation with c0 = 0.024 and a Gaussian distribution

with a FWHM of 10∆x. The hyperdiffusive shock term is included, with the coefficient

cshock = 1.0. In addition to the hyperdiffusion terms, filtering is performed every 0.9 s,

using the filter described in Parchevsky & Kosovichev (2007).

Berenger perfectly matched layers (PML) (Berenger, 1994) are employed to effi-

ciently absorb incoming waves. The PMLs are formulated as described in Parchevsky

& Kosovichev (2007), which is equivalent to the (cPML) described in Section 1.3.4 with

κ = 1, N = 2 and the convolution term α = 0. We use a 10-point PML on the hori-

zontal boundaries with a strength of 1.0. On the upper boundary we employ a 15-cell

PML with a strength of 3.0 and the ambipolar diffusion is masked in the top 17 cells.

In addition a Gaussian of enhanced numerical diffusion (µ = 1.81 Mm, σ = 40 km) is

added at the beginning of the PML. These upper boundary conditions are chosen to

efficiently damp outgoing waves while leaving the region up to 1.65 Mm untouched.

The bottom boundary employs self-consistent perturbations of velocity, pressure

and density as prescribed by Mihalas & Weibel-Mihalas (1999). These are used to
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excite fast waves given the following prescription

∆vz = V0 exp

(
z

2Hp

+ kziz

)
sin (ωt− kzrz) , (5.47)

∆p

p0

= V0|P | exp

(
z

2Hp

+ kziz

)
sin (ωt− kzrz + φP ) , (5.48)

∆ρ

ρ0

= V0|R| exp

(
z

2Hp

+ kziz

)
sin (ωt− kzrz + φR) , (5.49)

where V0 is the pulse amplitude, and Hp is the pressure scale height. No perturbation

is applied to the magnetic field or horizontal velocity components. The vertical wave

number is given by

kz = kzr + ikzi =

√
ω2 − ω2

c

cs
, (5.50)

with real and complex parts kzr and kzi. The wave frequency is given by ω, and

ωc = γν/2cs. The relative amplitude and phase of the pressure (|P |, φP ) and density

(|R|, φR) perturbations are:

|P | = γ

ω

√
k2
zr +

(
kzi +

1

2Hp

γ − 2

γ

)2

, (5.51)

|R| = 1

ω

√
k2
zr −

(
kzi +

1

2Hp

)2

, (5.52)

φP = arctan

(
kzi
kzr

+
1

2Hpkzr

γ − 2

γ

)
, (5.53)

φR = arctan

(
kzi
kzr
− 1

2Hkzr

)
. (5.54)

First we perform a proof-of-concept test of the dissipation of Alfvén waves through

ion-neutral diffusion, using an acoustic driver placed near the flux tube axis. We choose

a driver period of 40 seconds (η = 25 mHz), and an amplitude of 500 m s−1 representing

a typical photospheric motion. The pulse is located 100 km away from the flux tube

axis with the horizontal extent represented by a Gaussian with σx,y = 100 km. The

simulation is run for ≈ 350 s, after which wave heating causes instabilities in the upper

PML.

For an ideal MHD simulation of the flux tube model with no external perturbation,

the only changes are from the numerical resistivity. This will be small in the magne-
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tohydrostatic equilibrium of the background model. However, if non-ideal effects are

included, the dissipation of static currents will lead to changes in the thermodynamic

variables driving flows and waves inside the flux tube. We run three simulations to

disambiguate the changes in the flux tube caused by waves, dissipation of static cur-

rents through ion-neutral interactions and dissipation of the wave motions through

ion-neutral interactions. In the first simulation (A), the only perturbation is through

the inclusion of the ambipolar diffusion term. The second simulation (W ) includes per-

turbation by the acoustic wave driver described above, but does not include non-ideal

terms. The final simulation (AW ) includes both ambipolar diffusion and the acoustic

wave driver.

The acoustic source used in this simulation lies well below the cs/vA = 1 equiparti-

tion layer and generates fast acoustic waves. These waves travel upwards until they hit

the equipartition layer, where they undergo mode conversion. This leads to splitting of

the wave energy, with some being converted from fast acoustic waves into fast magnetic

waves and the rest is transmitted from fast acoustic waves into slow acoustic waves.

As the fast magnetic wave travels in the interior of the flux tube, where cs/vA < 1,

conversion to Alfvén waves occurs.

In order to view different wave modes present in the flux tube we decompose the

velocity and magnetic field perturbations into fast, longitudinal and Alfvén compo-

nents. The wave components are calculated by projecting the perturbations from the

computational domain into three characteristic directions with respect to the back-

ground magnetic field direction (Khomenko & Cally, 2012; Santamaria et al., 2015).

The vectors for the fast, longitudinal and Alfvén wave components are defined as

elong = [cosφ sin θ, sinφ sin θ, cos θ], (5.55)

e‖ = [sinφ, − cosφ, 0], (5.56)

e⊥ = [cosφ cos θ, sinφ cos θ, − sin θ], (5.57)

where θ and φ represent the inclination and azimuthal angles of the magnetic field

vector. These three projections will only correctly disambiguate the wave modes in

regions where vA > cs. In Figure 5.3 the three projections are shown for an example

magnetic field. In a low-β plasma the slow wave velocity perturbation is directed along

the background magnetic field (See Figure 1.1). It is extracted using a vector pointing

in the direction of the background magnetic field (elong). The Alfvén wave is extracted

using the second vector e‖, which is directed perpendicular to the background magnetic
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field. The final vector e⊥ is perpendicular to the first two vectors and will extract the

fast wave component.

x

0

1

2
y

0

1

2

z

0

1

2

Fig. 5.3: The three projections used to decompose velocity and magnetic field pertur-
bations into the different wave components. The solid black line shows a magnetic field
line. The three projections are then calculated at a point on the field line, the red
arrow shows the direction which extracts the slow component (elong), the blue arrow
the direction for the Alfvén component (e‖) and the green arrow the direction for the
fast component (e⊥).

The three different wave components are plotted in Figure 5.4, after 150 seconds

and 250 seconds of simulation. The slow wave (elong, left column), the Alfvén wave

(e‖, middle column), and the fast wave (e⊥, right column) are shown, calculated using

Equations 5.55-5.57. After 150 seconds the first wavefronts are beginning to reach the

upper chromosphere of the flux tube. The waves can be seen to reach amplitudes as

high as 6 − 8 km s−1 leading to the formation of shocks. These shocks significantly

deform the β = 1 contour of the flux tube. After 250 seconds a number of shock fronts

have passed through the upper chromosphere further perturbing the flux tube from its

equilibrium state.

Without the inclusion of ambipolar diffusion, heating by waves in the magnetic flux

tube occurs due to dissipative processes. In ideal MHD the only dissipative terms

are those introduced by the numerical diffusion. The shocks that form as the waves

steepen in the low density, upper chromospheric regions of the flux tube will lead

to strong heating of the plasma as the plasma is compressed by the shock wave. In
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Fig. 5.4: Snapshot of the waves excited in the magnetic flux tube by an acoustic driver
of frequency 25 mHz placed at the photosphere. The panels show (from left to right):
the slow, Alfvén and fast wave modes. The top panel is taken after 150 seconds of
simulation time and the bottom panel after 250 seconds. Horizontal cuts are taken
at 1.5 Mm above the photosphere, and vertical cuts are taken through the centre of
the sunspot (0 Mm). The wave components are calculated by projecting the velocity
perturbations onto the background magnetic field using Equations 5.55-5.57.
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addition, ion-neutral interactions gives another source of heating. We wish to quantify

the changes in the thermal, kinetic and magnetic energy when ambipolar diffusion is

included in the simulations. In order to study this, the magnetic, thermal and kinetic

energy densities are calculated according to

Emag =
|B|2
2µ0

, (5.58)

Ekin =
ρv2

2
, (5.59)

Etherm =
p

γ − 1
, (5.60)

where the total energy is

Etot = Emag + Ekin + Etherm. (5.61)

The energies are calculated for each snapshot, and averaged over a volume around the

flux tube centre. For each component the background energy is then subtracted to

give the perturbation from the background state. We calculate each of these energies

and average them over a region of the flux tube interior, with radius r = 50 km and a

height range from 1− 1.65 Mm. These values are shown in Figure 5.5, for each of the

A, W , and AW simulations.

The top panel of Figure 5.5 shows the energy for simulation A, with no wave per-

turbation included. The magnetic energy decreases and the thermal energy increases,

this represents dissipation of static currents in the flux tube.

The simulations that include a wave driver (middle two panels of Figure 5.5) show

a large oscillating perturbation in the thermal energy. The thermal fluctuations are

about an order of magnitude higher than those of the kinetic energy, and the thermal

energy steadily increases over the simulation. The increase in thermal energy is offset

by a steady decrease in the magnetic energy in the wave equations. To quantify the

heating due to dissipation of magnetoacoustic waves through ion-neutral interactions

the difference in energy perturbations ∆EAW = EAW − EW − EA is calculated and

plotted in the bottom panel of Figure 5.5. Ion-neutral damping of the waves increases

the thermal energy and decreases the magnetic energy. The increase in the thermal

energy is a factor of 20 higher than from the dissipation of static currents EA (top

panel).

In the bottom panel of Figure 5.5 there is a difference between the thermal energy

121



gain and the sum of the magnetic and kinetic energy loss. This apparent generation of

energy is due to the fact that the energy curves produced and plotted do not reflect the

whole picture. There are several processes entering the domain in which the averaging

is performed, and it is difficult to separate. In controlled wave experiments, with no

Poynting flux entering or leaving the domain, good convergence is found.

Inside the flux tube magnetohydrodynamic waves carry energy upwards into the

chromosphere. Any additional heating through dissipation of these wave motions by

ambipolar diffusion should be evident as a reduction in the energy carried by fast and

Alfvén waves. In order to compare the magnetic energy flux inside the magnetic field

concentration we calculate the Poynting flux

Fmag = − 1

4π
B× (v ×B) . (5.62)

Comparison of the upwards energy flux is performed by taking the z-component

of the Poynting flux with height and averaging it. Spatial averaging is performed

over a region of radius 250 km around the flux tube centre and temporal averaging is

performed over two wave periods from 250− 330 seconds of the simulation. In Figure

5.6 the vertical Poynting flux is shown as FW , for the wave simulation, and as FAW ,

corresponding to the simulation with both ambipolar diffusion and the wave driver.

The photospheric driver is located slightly off-axis of the flux tube model. The max-

imum Poynting flux reached is 4× 105 erg cm−2 s−1 at 200 km above the photosphere.

For the first 800 km the Poynting flux for the wave simulation (red curve) and the am-

bipolar and wave simulation (black curve) are identical. Above this height the energy

flux in the two simulations differs. The difference between the two curves grows slowly

until 1500 km, at which point the vertical flux in the ambipolar simulations greatly

decreases. The Poynting flux absorption is calculated as 1 − FAD/F
W and shows a

gradual increase to 0.4 at 1400 km before sharply increasing to 0.95 at 1650 Mm. This

represents an almost total absorption of the Poynting flux.

5.4.1 Resolution Dependence

Ambipolar diffusion has a small length scale. In order to test that it is properly

resolved in our simulations we wish to increase the resolution and study the impact

this has on the simulated wave behaviour. The numerical diffusivities present in the

simulation also scale with resolution, so an increased resolution will allow us to check
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Fig. 5.5: Averaged energy perturbation from the background value. Averaging is per-
formed over a radius of 50 km and a height range of 1 − 1.65 Mm in the flux tube.
The magnetic (red), kinetic (blue) and thermal (black) energies are shown. The four
panels show, from top to bottom, energy perturbations of: the simulation including
only the ambipolar term (A), the simulation which includes an acoustic wave driver
(W ) described above, and the simulation with both the wave driver and the ambipo-
lar term (AW ). The energy perturbation caused by ambipolar diffusion damping the
waves (∆EAW = EAW − EW − EA) is shown in the bottom panel. The black dashed
line shows the absolute value of the sum of the kinetic and magnetic energies.
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Fig. 5.6: The change with height of the vertical component of the Poynting flux Fmag,z,
calculated with Equation 5.62. Left panel: the vertical component of the Poynting flux
for the wave perturbation simulation (FW , red) and the simulation with both the wave
source and ambipolar diffusion term (FAW , black). For each vertical point, the Poynting
flux is averaged over a disk of radius 250 km around the centre of the flux tube and from
250 to 330 seconds of simulation time. Right: the Poynting flux absorption through
the inclusion of ambipolar diffusion, calculated as 1− FAW/FW .
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the observed heating is not caused by the numerical diffusion terms. Finally, simulation

with a higher frequency source will require higher resolution to adequately resolve the

magnetohydrodynamic waves.

In order to determine whether the dissipation of Poynting flux and heating rate

are resolution dependant, we double the simulation resolution. The flux tube model

described in Section 5.2 above is recalculated with a resolution of ∆x = ∆y = ∆z =

5 km, nx = ny = 600 and nz = 360. The resulting model differs slightly, as integrating

Equations 5.27 - 5.29 with a higher resolution gives a more accurate pressure and

density.

The numerical setup is identical to that described above, with the exception of the

boundary conditions. We increase the PML at the top of the domain to 17 cells with

a strength of 3.0, and the horizontal PML’s to 40 cells with a strength of 1.0. The

enhanced diffusion profile is identical to that in the lower resolution simulation above

(µ = 1.81 Mm, σ = 40 km) and ambipolar mask is set to 23 cells, so that the region

up to 1.65 Mm is not influenced by the boundary conditions.

To test the dependence on resolution we recalculate the kinetic, magnetic and ther-

mal energy for each of the three simulations (A, W , and WA). The energy perturba-

tions are shown in Figure 5.7, using the same method and layout as Figure 5.5. A few

differences can be seen in the energy curves. For simulations with only ambipolar dif-

fusion (A) perturbing the MHS equilibrium, a small decrease is found in the magnetic

energy loss, and kinetic energy gain. This is likely caused by an improvement in the

magnetohydrostatic equilibrium when generating the flux tube at a higher resolution.

The simulation of wave heating, (AW ) shows a slight increase in conversion to ther-

mal energy. This increase is smaller in the (W ) simulations. The impact of resolution

on the dissipation of wave energy through ambipolar diffusion (AW −A−W ), is seen

in the bottom panels of Figures 5.5 and 5.7. The doubling in resolution leads to an

increase in the dissipation of wave energy, by a factor of 1.2. As this increase is rea-

sonably small, the ambipolar diffusion processes are adequately resolved in the 5 km

simulation.

The recalculated mean Poynting flux Fmag, and the absorption coefficient 1 −
FAW
z /FW

z are shown in Figure 5.8. Comparison of this to the 10 km simulation (Figure

5.6) show around a 20% increase in the mean Poynting flux Fz at 200 km and a 50%

increase in the flux reaching the upper boundary in the wave simulation FW
z . A similar

increase is seen in FWA
z giving a minor decrease (2%) in the Poynting flux absorbed at
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Fig. 5.7: Averaged energy perturbation from the background value, averaging is per-
formed over the same volume as in Figure 5.5. The magnetic (red), kinetic (blue) and
thermal (black) energies are shown. The layout of the four panels are the same as in
Figure 5.5.
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1.65 Mm when the resolution is doubled. When the resolution is increased to 5 km,

the difference in two simulations is not significant until around 1.1 Mm, compared to

about 0.8 Mm in the original 10 km simulation. The region in which the wave energy

is dissipated due to the inclusion of ambipolar diffusion is limited to a smaller section

of the upper chromosphere.
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Fig. 5.8: Poynting flux absorption in the flux tube for the 5 km resolution simulation.
Left panel: the vertical component of the Poynting flux for the wave perturbation
simulation (FW , red) and the simulation with both the wave source and ambipolar
terms (FAW , black). The Poynting flux is averaged as in Figure 5.6. Right Panel: The
Poynting flux absorption with height, calculated as 1− FAW/FW .

5.4.2 Driver Amplitude

In order to study the importance of non-linear terms, a number of simulations are

performed with varying driver amplitude. Simulations are run at 25 mHz with driver

amplitudes of 5 m s−1, 50 m s−1, and 250 m s−1 in addition to the unperturbed and

500 m s−1 simulations already performed. The model and simulation setup are identical

to the simulation performed in Subsection 5.4.1 above.

The dependence of the flux tube heating term ηAJ⊥ on the driver amplitude is

shown in Figure 5.9. The top-left panel shows the term in the unperturbed background
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model. The remaining panels show simulation snapshots after 250 s. Comparison of

the unperturbed value to the ambipolar simulation (top-left panel) shows no discernible

evolution of the heating term. The top-right panel of the figure shows the heating from

the 5 m s−1 amplitude source. Moderate heating can be seen in the upper layers of the

chromosphere, above 1 Mm, mostly in the walls of the flux tube.

Strong heating, with values of η⊥J above 1010, is not seen until the driver amplitude

is increased to 50 m s−1 (bottom-left panel). This occurs as shocks begin to form above

1.4 Mm. As the driver amplitude is further increased to 250 m s−1 (bottom-centre),

and 500 m s−1 (bottom-right), the shocks lead to a significant perturbation of the flux

tube. Large values of η⊥J are seen down as low 0.5 Mm where the shocks begin to

form. The heating also becomes spread over much larger regions of the flux tube. The

regions of strong heating can be seen to coincide with the regions of β < 1 in between

the shock fronts.

The change in height at which high values of the ambipolar heating term are seen

should correspond to Poynting flux decrease through current dissipation. We plot

the averaged Poynting flux for each of the different amplitude sources in Figure 5.10

(the process used is the same as that used for Figure 5.8). At 5 m s−1 (top-panel) the

ambipolar term significantly changes the Poynting flux over the majority of the domain,

though no significant region of reduction is evident. These differences could be caused

larger by variation due to the diffusive terms, both ambipolar and numerical, at the

low wave amplitudes. By performing simulations using the linearised version of the

MANCHA code we are investigating the differences seen at low simulation amplitudes.

When the driver amplitude is increased to 50 m s−1 (second panel), a decrease in

the Poynting flux is found between the two simulations above about 1.3 Mm. This

corresponds to the regions of the upper chromosphere at which a high ηAJ
2
⊥/ρ is seen

in Figure 5.9. The values of FWA
z and FW

z never deviate significantly. The largest value

of the Poynting flux absorption in the 50 m s−1 simulation is 1− FAW/FW = 0.2.

For high driver amplitudes, 250 m s−1 (third panel) and 500 m s−1 (bottom panel),

the inclusion of ambipolar diffusion leads to a sustained reduction in the Poynting

flux throughout the upper chromosphere, above 1.0 Mm. The reduction grows sig-

nificantly above 1.4 Mm, and at the top of the domain (1.65 Mm) the absorption is

1− FAW/FW = 0.86 for a driver amplitude of 250 m s−1 and 1− FAW/FW = 0.94 for

500 m s−1. These results suggest that non-linear processes are important for efficient

absorption of Poynting flux. Once the wave amplitude becomes high enough, the per-

turbation of the flux tube leads to only a small fraction of the Poynting flux reaching
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Fig. 5.9: The ambipolar heating term ηAJ
2
⊥/ρ. The horizontal slice is taken at 1.5 Mm

above the photosphere, and the vertical slice is taken through the centre of the flux
tube. The top-left panel shows the background model, the middle-left to bottom-right
panels show simulations after 250 seconds perturbed by: only the ambipolar term,
and a wave driver at 5 m s−1, 50 m s−1, 250 m s−1, and 500 m s−1. The field lines are
over-plotted in white, and the β = 1 contours in dashed black.
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Fig. 5.10: Vertical Poynting flux, for simulations of varying amplitude. From top to
bottom, 5 m s−1, 50 m s−1, 250 m s−1, 500 m s−1. The layout is the same as the left
panel of Figure 5.6,with FW the red line, and FAW the black line.
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the upper boundary. In these simulations this point lies somewhere between 50 m s−1

and 250 m s−1.

5.4.3 Frequency Dependence

Acoustic p−modes are generated by near-surface convection. These turbulent motions

generate waves at a large range of frequencies. Although higher frequencies are ex-

pected to heat more efficiently, there is less power in these waves due to velocity power

spectrum following a power law. In order to test the impact of driver frequency on the

heating of chromospheric plasma we run simulations at ν = 100, 50, 25 and 12.5 mHz

(periods of 10, 20, 40, and 80 s ). Frequencies higher than 100 mHz have not been

tested, as they are not sufficiently resolved by the 5 km grid. In order for the 12.5 mHz

simulation to remain stable for 350 s, the simulation amplitude is reduced to 250 m s−1.

This amplitude was shown to be high enough to produce significant damping of the

Poynting flux in the simulation with a 25 mHz driver in Subsection 5.4.2.

In these simulations we average the Poynting flux over the period from 250 to 330

seconds, to capture one entire period of the 12.5 mHz wave. A spatial averaging radius

of 250 km is used. Figure 5.11 shows the Poynting flux with height for each of the four

frequencies. In Figure 5.12 we show the Poynting flux absorption 1− FAW
z /FW

z .

The dependence of the Poynting flux absorption on frequency shows a maximum

absorption at 25 mHz of 1 − FAW
z /FW

z = 0.86. The lower frequency 12.5 mHz driver

begins to absorb Poynting flux at a lower height than at 25 mHz. The reduction in

Poynting flux at the top of the box is not as high as 25 mHz, although it still reaches

a significant 1 − FAW
z /FW

z = 0.65. Surprisingly, absorption in the higher frequencies

is also lower, reaching 1 − FAW
z /FW

z = 0.52 at 50 mHz and 1 − FAW
z /FW

z = 0.31 at

100 mHz.

In order to understand the reduced heating at higher frequencies, we study the re-

lationship between ambipolar heating term and the fast and Alfvénic magnetic field

perturbations. Histograms of δBfast and δBAlf versus ηAJ
2
⊥/ρ are plotted in Figure

5.13. These magnetic field components are calculated through projection in the direc-

tion given by Equations 5.55-5.57. For a driver amplitude A = 250 m s−1 a normalised

histogram is made for each of the four frequencies at two simulation snapshots. The

left two columns show a snapshot after 150 s and the right two columns show 300 s.

After 150 s of simulation time the first shock waves are starting to reach the upper
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Fig. 5.11: Dependence of vertical Poynting Flux on with height for simulations with
an acoustic driver of frequency 12.5 mHz, 25 mHz, 50 mHz and 100 mHz (from top to
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Fig. 5.12: Dependence of Poynting Flux absorption 1 − FAW
z /FW

z for the simulations
of varying driver frequency 12.5 mHz, 25 mHz, 50 mHz and 100 mHz (from top to
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chromosphere, as seen in Figure 5.4. In these snapshots there is a definite relationship

between the frequency and the ambipolar heating term. As the frequency increases,

from the top row to bottom row, the magnitude of the heating term is also seen to

increase for both the fast and Alfvénic components.

After 300 s a number of wave fronts have passed through and deformed the upper

layers of the flux tube. At lower frequencies there is a significant increase in the

ambipolar heating term with δBalf . The dependence on frequency also changes. The

12.5 mHz simulation showing the highest heating coefficient, which decreases for the

25 mHz and 50 mHz simulations. For the 100 mHz simulation there is only a small

change in the histogram between the two snapshots, a slight reduction seen in the

ambipolar heating term.

The reduction of Poynting flux and ambipolar heating with frequency, seen in Fig-

ures 5.11, 5.12 & 5.13, is unexpected. In order to understand the cause of this decrease

we plot the wave components after 250 s in Figure 5.14. The top row shows valf , and

the bottom rows vfast for the (left to right column) 100, 50, and 25 mHz drivers. A

substantial part of the energy in the high frequency drivers is seen to be deflected di-

rectly up along the outer field lines of the flux tube. This causes the high frequency

drivers to have low amplitudes in the centre of the tube, with significantly reduced

shocking and only a small deformation of the plasma-β = 1 contour.

In order to investigate whether we can absorb a higher fraction of the Poynting flux

with the high frequency drivers we re-run the 50 mHz and 100 mHz simulations at a

driver amplitude of 500 m s−1, and the 100 mHz simulation at 1000 m s−1. The resulting

Poynting flux absorption coefficients 1− FAW/FW are plotted in Figure 5.15. At high

driver amplitudes a substantial Poynting flux absorption coefficient can be reached,

1− FAW/FW = 0.6 at 500 m s−1 for the ν = 50 mHz driver, and 1− FAW/FW = 0.52

at 1000 m s−1 for the ν = 100 mHz driver.

5.5 Discussion and Conclusions

In this work we have simulated the heating of chromospheric plasma by wave propaga-

tion and dissipation in and around a magnetic field concentration, designed to mimic

quiet Sun intergranular magnetic flux concentration seen. Ion-neutral interactions have

been taken into account using a quasi-single fluid MHD method to include Ohmic dis-

sipation and ambipolar diffusion. To summarise, we found:
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Fig. 5.13: Normalised histograms of the fast and Alfvén components of magnetic field
perturbation versus the ambipolar heating term. The left two columns show the results
for a simulation snapshot after 150 s and the right two after 300 s. From top to bottom,
the panels show driving with a 12.5 mHz, 25 mHz, 50 mHz, and 100 mHz driver. The
magnetic field components δBfast and δBAlf are calculated through projection of the
magnetic field perturbations using Equations 5.55-5.57 over the region of the flux tube
with β < 1.
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Fig. 5.14: Snapshots of the waves excited in the magnetic flux tube by acoustic drivers
of frequency (left to right panels) 25, 50, and 100 mHz placed at the photosphere. The
top panel is the Alfvén component, and the bottom panel the fast component, The
snapshots are taken after 250 seconds of simulation time.
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Fig. 5.15: Poynting flux absorption 1− FAW/FW for the simulations of varying driver
frequency, from top to bottom: 25 mHz, 50 mHz, and 100 mHz with a driver amplitude
of 500 m s−1, and bottom 100 mHz with a higher driver amplitude of 1000 m s−1.

137



1. A pulse driver is used to generate 25 mHz frequency fast waves in the solar photo-

sphere. These waves cross the cs/vA = 1 level of the magnetic flux concentration

and undergo mode conversion to slow and Alfvén waves. Large Alfvénic perturba-

tions are seen inside the low plasma-β regions of the magnetic flux concentration.

2. Waves are effectively damped by ion-neutral interactions. For the ν = 25 mHz

driver, at an amplitude of 500 m s−1, a reduction in Poynting flux of up to 96%

is seen by the top of the simulation domain.

3. Increase in resolution has a negligible effect for the simulation with a wave source

of ν = 25 mHz period.

4. The heating appears to be driven by non-linear effects. As the driver amplitude is

lowered to 250 m s−1 and 50 m s−1 the height at which Poynting flux absorption

occurs is seen to decrease. The fraction of the Poynting flux difference in the

ambipolar simulations decreases to 20% at the top of the simulation domain. For

the 5 m s−1 driver no noticeable Poynting flux absorption is seen.

5. Early in the simulation, as waves travel through the flux tube the Alfvén and

fast wave components give an increase in the ambipolar heating coefficient with

frequency. Later in the simulation, when a number of wavefronts have passed

through the model, very high ambipolar heating coefficients are seen for lower

frequencies, but not for higher frequencies.

6. The Poynting flux absorption term (1−FAW/FW ) is highest at 25 mHz for driver

amplitudes of A = 250 m s−1, and 500 m s−1. At A = 250 m s−1 the absorption

is 86% at 25 mHz, decreasing to 52% for the 12.5 mHz driver. The Poynting flux

absorption coefficient is also reduced at higher frequencies, reaching only 52% at

50 mHz and 31% at 100 mHz.

7. In higher frequency simulations a significant portion of the wave energy is de-

flected along the outer field lines of the flux tube model. This leads to lower

velocity perturbations in the flux tube centre.

8. The Poynting flux absorption increases for the higher frequency simulations when

higher driver amplitudes are used. For the 100 mHz driver the Poynting flux

reduction was for a driver amplitude of 500 m s−1, and for a driver amplitude of

1000 m s−1.
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Future work will involve increasing the simulations to higher frequencies. In order to

accurately model higher frequencies a higher resolution will be required. Simulations at

2.5 km are currently computationally infeasible, however work is currently underway to

introduce super-time-stepping and adaptive mesh refinement into the MANCHA code.

These improvements will allow for simulation at significantly higher resolutions than

those used in this chapter. In addition, this higher resolution will allow verification

that Poynting flux absorption at higher frequencies is accurately resolved.

Further effort is being undertaken to investigate the impact of radiative cooling

on the wave heating process. In the realistic solar chromosphere, heating processes

are balanced by the radiative cooling of the plasma. The effects of the cooling on

the power deposition must be taken into account to find out if the wave heating is

sufficient to create a chromospheric thermal structure similar to the observed one. A

selection of the previously run simulations will be repeated at high resolution with a

grey approximation radiative cooling model enabled.

It could be possible to more efficiently generate Alfvén waves in the flux tube.

Further work will test a driving function that can generate torsional Alfvénic oscillations

through twisting of the magnetic flux tube footpoint. As suggested by the photospheric

magneto-convection simulations, these motions are ubiquitous in the solar photosphere

and carry the major part of mechanical energy. However, the low ionization fraction

around the temperature minimum could greatly reduce the ability of Alfvén waves to

carry a large energy flux from the photosphere. The Alfvén waves generated through the

conversion of fast waves, as presented in this chapter, occur higher in the chromosphere

and will be largely unaffected.
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Chapter 6

Summary and perspective

In this thesis we investigated the behaviour of magnetohydrodynamic waves in solar

magnetic field concentrations. We used MHD modelling and spectral line synthesis to

generate observables of wave simulations. Study of the propagation of these waves,

and their observable signatures is applied to two main research topics, i) helioseismic

simulations of wave propagation in sunspots, ii) simulations of Alfvén wave heating of

the chromosphere.

6.1 Helioseismic simulations of wave propagation in

sunspots

Over Chapters 1-4 the machinery required to perform linear simulations of magneto-

hydrodynamic waves in a sunspot model and generate synthetic observables of these

simulations were described. A summary of the main results and conclusions, as well as

future research directions are presented below.

In Chapter 1 we introduced the linear SPARC MHD code. Improvements to the

parallelisation and boundary conditions were described. The introduction of three-

dimensional domain decomposition, in combination with a new finite difference scheme,

and the HDF5 file format allows for a significant increase in computational speed. In

addition, the cPML boundary conditions previously applied only to the vertical bound-

aries were extended to the horizontal boundaries to allow for better absorption of waves.

Over the course of its development this upgraded code was, and continues to be, ap-

plied to a number of helioseismic modelling applications in addition to those presented

in this thesis. These include; investigation of acoustic halos (See AppendicesA-B),

development of new methods of time-distance helioseismology (Duvall et al. 2017, in

prep), simulations of the seismic signatures of sunquakes (Donea et al. 2017, in prep),

and the study of wave propagation in a twisted sunspot model (Pennicott et al. 2017,

in prep).
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Spectropolarimetry of wave simulations in the solar photosphere requires a back-

ground model that is both convectively stable and gives accurate radiation signatures.

Quiet-sun models typically used for computational helioseismology often include an

unrealistic photosphere and chromosphere, unsuitable for radiative modelling. Convec-

tively stabilised semi-empirical quiet-sun models have previously been created using the

method of Parchevsky & Kosovichev (2007). Currently available models were found to

have a poor match to the solar limb-darkening curve, accurate limb-darkening is neces-

sary for centre-to-limb observations. In Chapter 2 we apply the method of Parchevsky

& Kosovichev (2007) in a way that will generate a convectively stable solar model and

provide a good match to the original semi-empirical model over photospheric spectral

line formation regions.

Additionally, in Chapter 2 we have investigated the cause of anomalous gaps found

in helioseismic MHD simulations. Using a boundary value solver and SPARC MHD

simulations we discovered that the cause of the gaps was driving at nodes in the solar

p−mode eigenfunction. We identified two solutions; placing sources at a low depth with

a large extent in z, or distributing sources in z. To better simulate the solar p−mode

spectrum we developed a pseudo-random forcing function distributed over x, y, and z.

Two possible extensions of this work were identified. Firstly, adjusting the random

variables used in the distributed sources model to better fit the solar acoustic power

spectrum.

Secondly, investigation of wave driving underneath and around sunspot models. As

sunspots will inhibit convection they will affect the turbulent motions that generate the

acoustic power spectrum. We can investigate the excitation of waves under a sunspot

by changing the way in which driving occurs in a strong magnetic field and comparing

the power spectrum to those of observed sunspots. In addition, this could be combined

with a modified version of the sunspot presented in Chapter 4. The depth of the

sunspot model could be varied and the surface wave signatures studied, similarly to

Felipe & Khomenko (2017). Investigation of these waves could be used to answer the

question of whether sunspots are deep (monolithic) or shallow (spaghetti) in nature.

An explanation of spectral line synthesis, used to produce the synthetic observables

required, was given in Chapter 3. In Chapter 4 we described a modification of the

sunspot model of Khomenko & Collados (2008). This new model is developed simi-

larly in the quiet-sun model of Chapter 2, and incorporates a stabilised umbral model

created using the same process. This sunspot model provides a more accurate line

formation region, allowing spectral synthesis to be performed. We then analysed re-
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sponse functions in our model to understand synthesised centre-to-limb observations

of the Fe I 6173 Å magnetically sensitive absorption line. Finally, we investigated

wave propagation through the model using a three-dimensional magnetohydrodynamic

simulation.

A time-series of synthetic observables were calculated using the simulation data,

including; continuum intensities and Doppler velocities, and spectral line bisector mea-

surements for multi-height observations. Maps of the acoustic power in the sunspot

were generated to better understand the absorption line response to oscillations in the

sunspot model and the effects of non-locality of radiative transport on helioseismic

measurements. The major results of this chapter can be summarised as:

1. The sunspot absorbs or scatters the incoming acoustic wave energy in all but the

6 and 7 mHz frequency bands. Slight power enhancements are seen around the

sunspot, with signatures of both far and near side acoustic halos observed.

2. A high-frequency anomalous power signature was seen in the centre of the sunspot.

The umbral “belly button” – is observed at high (60◦) inclinations. The geometry

of the sunspots field lines suggests the power excess is driven by slow magneto-

acoustic waves. It is seen when the horizontal velocity component dominates the

los Doppler velocity measurement. Using spectral line bisectors to investigate the

vertical extend of the power increase shows that it is present in the line core, but

not the line wings. It is a highly localised phenomenon, demonstrating the im-

portance of the non-locality of radiative transport on helioseismic measurements.

The umbral power increase is not seen in all sunspot observations. There are many

differences in both sunspot properties and the radiative effects of HMI measurements

that could explain this. These include changes in the Wilson depression, the wide

range of the velocity response function in a magnetic structure (Figure 4.3), the low

resolution and high-noise of the off disk centre measurements required, or issues with

using discrete filters on highly split profiles. Future work using this sunspot model will

involve the calculation of SDO-like observables exactly mimicking those of the HMI

instrument and AIA 1600 and 1700 Å channels. Additionally, non-linear simulations

can be performed to allow comparison to chromospheric spectral lines, such as used in

the HELLRIDE instrument (Staiger, 2012).

Over the course of this thesis the models and code developed in Chapters 1-4 were

used in three other publications that are not presented as part of this thesis. These
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papers can be seen in Appendices A - C. In all three, my contribution was in the devel-

opment of a suitable sunspot model, assistance performing magnetohydodynamic sim-

ulations of wave propagation within this model, and the use of a radiative transfer code

to calculate slices at a constant optical depth. Additionally, in the case of Appendix

(B) synthetic continuum intensities were calculated to mimic the AIA 1600 and 1700

Å channels.

6.2 Simulations of Alfvén wave heating of the chro-

mosphere

Photospheric vortex motions are observed in magnetoconvection simulations. They

have been shown to be Alfvénic in nature and carry a Poynting flux sufficient to heat

the solar atmosphere. However, there is no current mechanism to dissipate this energy

flux.

In Chapter 3 we performed centre-to-limb observations to investigate the observa-

tional manifestation of these vortex motions. As they will be torsional motions, and

therefore a horizontal velocity perturbation, a large inclination will be required to ob-

serve these motions. A range of centre-to-limb observables is generated for the Fe I

6302.5 Å spectral line, as used by the SOT on board Hinode. The main results of this

chapter are:

1. Observation at high resolution and large viewing cosine µ > 0.5 is required to

see these torsional motions. They appear in intergranular solar magnetic field

structures as alternating bands of red and blue shifted velocities.

2. Modern telescopes are unable to resolve these small-scale structures, however next

generation observations with DKIST or EST will have a high enough resolution

(25 km at disk centre).

We then investigate the potential of ion-neutral interactions to dissipate these

Alfvénic motions, thereby heating the chromosphere. A non-linear, non-ideal simu-

lation of wave propagation is performed in a model of an intergranular magnetic flux

concentration. A quasi-single fluid MHD method is used, including Ohmic dissipation

and ambipolar diffusion. To summarise the main results:
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1. A 25 mHz fast wave driver is able to efficiently convert to Alfvén wave within the

low plasma-β regions of the magnetic flux tube model.

2. The waves are effectively damped by ion-neutral interactions. For the ν = 25 mHz

driver, at an amplitude of 500 m s−1, a reduction in Poynting flux of up to 96%

is seen by the top of the simulation domain.

3. The heating appears to be driven by non-linear effects. As the driver amplitude

is lowered the minimum height at which Poynting flux absorption is seen to occur

decreases. This height corresponds to the point shocks begin to form, large values

of the ambipolar heating coefficient are seen in these shock fronts. For the 5 m s−1

driver no noticeable Poynting flux absorption is seen.

4. Early in the simulation, as waves travel through the flux tube, the Alfvén and

fast wave components give an increase in the ambipolar heating coefficient with

frequency. Later in the simulation, when a number of wavefronts have passed

through the model, very high ambipolar heating coefficients are seen in the lower

frequency simulations.

5. In higher frequency simulations a significant portion of the wave energy is de-

flected along the outer field lines of the flux tube model. This leads to lower

velocity perturbations in the flux tube centre. The lower frequency simulations

(ν = 12.5 and 25 mHz) excite large amplitude velocity perturbations, these are

efficiently dissipated, reducing the upwards Poynting flux in the flux tube centre.

Even at higher frequencies (ν = 100 mHz) and a driver amplitude of 250 m s−1

the Poynting flux dissipation is still greater than 30%, this increases to 35% for

a driver amplitude of 500 m s−1, and 55% a driver amplitude of 1000 m s−1.

The dissipation of waves through ion-neutral interactions shows potential for heating

the solar chromosphere through dissipation of Alfvén waves. The ability to efficiently

dissipate lower frequency waves, even at relatively low amplitudes is promising to pro-

vide sufficient energy to the chromosphere. In order to properly quantify this heating

it will be necessary to perform three additional sets of simulations. Firstly, simulation

at a higher resolution will help determine if ambipolar diffusion is adequately resolved.

Secondly, the inclusion of radiative transport will be required to model the full chro-

mospheric energy balance. Finally, a study of different drivers is necessary to see if it is

possible to excite and dissipate Alfvén waves more efficiently. One option is a torsional

footpoint driver mimicking the convective buffeting of the flux tube. A second will
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be simulation with an acoustic driver with a solar frequency spectrum, rather than a

monocromatic frequency spectrum as was used in Chapter 5.
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ABSTRACT
An enhancement in high-frequency acoustic power is commonly observed in the solar photosphere

and chromosphere surrounding magnetic active regions. We perform 3D linear forward wave modelling
with a simple wavelet pulse acoustic source to ascertain whether the formation of the acoustic halo
is caused by MHD mode conversion through regions of moderate and inclined magnetic fields. This
conversion type is most efficient when high frequency waves from below intersect magnetic field lines
at a large angle. We find a strong relationship between halo formation and the equipartition surface at
which the Alfvén speed a matches the sound speed c, lending support to the theory that photospheric
and chromospheric halo enhancement is due to the creation and subsequent reflection of magnetically
dominated fast waves from essentially acoustic waves as they cross a = c. In simulations where we
have capped a such that waves are not permitted to refract after reaching the a = c height, halos are
non-existent, which suggests that the power enhancement is wholly dependent on returning fast waves.
We also reproduce some of the observed halo properties, such as a dual 6 and 8 mHz enhancement
structure and a spatial spreading of the halo with height.
Subject headings: magnetohydrodynamics (MHD) – Sun: helioseismology – Sun: magnetic fields –

Sun: oscillations – waves

1. INTRODUCTION
At present the local behaviour of wave modes in and around solar regions of significant magnetic field strength is

not fully understood (see Gizon et al. 2010 and Moradi et al. 2010 for recent reviews). Strong field regions alter the
characteristics of otherwise simple acoustic waves, resulting in vastly different behaviour for waves on either side of the
fast/slow magneto-acoustic branch. The process of mode conversion has a significant effect on these incoming waves.
As initially suggested by Spruit & Bogdan (1992), conversion from fast waves to downward travelling, field aligned
slow waves has been shown to be the likely responsible mechanism (Cally & Bogdan 1997; Cally et al. 2003) for the
well observed umbral p-mode absorption and associated phase shifts (Braun et al. 1987).
The physical mechanism behind the power enhancement observed around sunspots and active regions at frequencies
above the local acoustic cutoff (the so called acoustic halo) is still unknown.
First observation of the halo began several years after the discovery of the aforementioned p-mode absorption. Braun
et al. (1987), assessing the viability of acoustic power maps as a diagnostic tool for local helioseismology, noticed
not only the well observed reduction of power at around 3 mHz, but also a high frequency enhancement at around
6 mHz extending many arcseconds radially. The discovery was soon verified by Brown et al. (1992) and by Toner &
Labonte (1993). With the increasing observational accuracy made available with the Solar and Heliospheric Observa-
tory (SOHO), it became clear that an enhancement was present only in the power of velocity amplitudes and not in
measurements of the continuum intensity (Hindman & Brown 1998; Jain & Haber 2002).
More recently, Schunker et al. (2011) showed that halo power excess is prominent for moderate strength (150 G
< |B| < 800G) and near horizontal field, and that, importantly, the peak halo frequency ν increases in proportion to
the field strength.
Rajaguru et al. (2013), using the Helioseismic and Magnetic Imager (HMI) and Atmospheric Imaging Assembly
(AIA) instruments onboard the Solar Dynamics Observatory (SDO), have calculated doppler velocities and intensities
corresponding to observables at heights of between 0-430 km above the photosphere (where the continuum optial
depth is unity). The most important findings can be summarised as follows:

1. The standard 5.5− 7 mHz doppler velocity halo observed by all above references is clearly visible and is strongest
in near-horizontal field regions, decreasing in amplitude as the field becomes more vertically aligned. As the field
strength increases, the halo peaks at a greater frequency (ν). (Schunker et al. 2011).
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2. The presence of the halo is extremely dependent on height. At the base of the photosphere (z = 0) for weak
field regions, there is a uniform wave power above the acoustic cutoff, which is to be expected. However, at heights of
around 140 km (corresponding to HMI observations of the Fe 6173.34 Å line) the situation is markedly different, and
the enhancement (with respect to quiet Sun values) comes into effect.

3. The enhancement is also visible in the chromosphere in intensities. A Fourier analysis of the AIA intensity
data for the 1600 Å and 1700 Å wavelength channels (corresponding approximately to average heights of 430 and 360
km respectively) shows high frequency enhancements, which spread with height (Rajaguru et al. 2013). Once again,
no enhancement is present in the continuum intensity power (taken from a height of around z = 0 km)

4. There is a secondary halo which exists in the 7.5-9.5 mHz range which is only manifested amongst stronger
horizontal fields (|B| > 300G). Such conditions likely correspond to a canopy field surrounding a strong sunspot, and
this higher frequency halo is shown in power maps to be highly localized spatially. Radially outwards from this higher
ν field is a region of significantly reduced power, which in turn is surrounded by a diffuse, weak halo region, extending
radially many Mm into relatively quiet regions (Rajaguru et al. 2013).

There have been several recent theories attempting to explain the acoustic halo. Early theories suggested that
the halos correspond to areas of increased acoustic emission (Brown et al. 1992). However enhancements are generally
not observed in continuum intensity (Rajaguru et al. 2013), which casts doubt on this hypothesis.
Jacoutot et al. (2008) has performed radiative MHD simulations with an emphasis on the effect of the magnetic field
on the frequencies of excitation originating from the solar convection zone. They found that the field shrinks the
granulation scale size and shifts the local oscillation frequency upwards to higher values, consistent with halos.
Kuridze et al. (2008) shows analytically that it is possible for waves of azimuthal wave number m > 1 to become
trapped under small canopy field regions, while Hanasoge (2009) suggests that the local oscillation is shifted pref-
erentially from high to low mode mass (Bogdan et al. 1996) due to the flux tube acting as a wave scatterer, and
that essentially mode energy is being reorganised more significantly for high frequency waves because of their greater
propensity for scattering.
Additionally the overlying magnetic canopy itself has been shown to be linked with photospheric power enhancement
by Muglach et al. (2005), and in particular the mode conversion process that is governed by the ratio of the Alfvén
speed (a) and the sound speed (c).
We intend to follow up on the initial simulations and theory of Khomenko & Collados (2009), who have suggested
that fast/slow mode conversion and transmission may be the dominant mechanism behind halo formation.
Khomenko & Collados (2009) have performed 2D wave propagation simulations through a magneto-hydrostatic sunspot
atmosphere with a wavelet source and observed a power enhancement of around 40-60% in acoustic power with respect
to the quiet sun. The enhancement also correlates well with the a = c equipartition region for the photosphere (where
they have defined the photosphere as the height at which the optical depth scale is unity).
The results suggest that the halos could occur simply as the addition of energy from high frequency non-trapped
waves which have travelled above a = c and undergone mode conversion. In this instance, when a and c coincide,
the normally separate branches of magnetoacoustic waves (the fast and the slow wave) may interact. If the upcoming
waves are of sufficiently high frequency to penetrate above the acoustic cut-off and travel into the a > c atmosphere,
the wave’s energy will be partially re-assigned into the fast or slow mode depending on the relationship between the
wavevector and the orientation of the magnetic field (See Cally 2006; Schunker & Cally 2006 for details or Cally 2007
for an easily accesible review). The slow waves are strongly field aligned at small β and may contribute to the diffuse,
spatially extended halos observed by Rajaguru et al. (2013).
The fast waves however will refract due to the rapidly increasing profile of a, and eventually reflect where ω2 = a2k2h
(where ω is the angular frequnecy and kh is the horizontal component of the wavenumber), depositing energy into
regions below. Low frequency power should therefore not be enhanced in any way, as these waves are unable to reach
such heights, except in special wave-field configurations where the ramp effect may reduce the effective acoustic cutoff
frequency (Cally 2006; Schunker & Cally 2006; Cally 2007).
The fast-acoustic-to-fast-magnetic conversion is favoured at a higher frequency and more importantly by a large attack
angle between the incoming wave and the magnetic field lines, which potentially explains why halos are consistently
observed at near horizontal fields (i.e. the line of sight component of velocity makes a large attack angle with a
horizontal field). The mechanism also naturally explains the spreading of the halo that is observed with height (Braun
et al. 1992; Brown et al. 1992), given that the a = c height is located further outwards radially from sunspot center
as a function of height.
Recently Kontogiannis et al. (2014) performed an interesting observational study by examining photospheric and
chromospheric power enhancements as functions of mode conversion parameters, such as the attack angle. They
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discovered chromospheric slow wave signatures corresponding to waves following the field lines upwards, as well as
reflected fast wave signatures correlating with power enhancement regions for high frequency waves, lending further
weight to the importance of mode conversion in this instance.

2. THE SIMULATION
We proceed by performing 3D simulations in the spirit of Khomenko & Collados (2009). The goal is to underake

forward modeling of a simple wavepacket propagating through a sunspot-like magnetic field and atmosphere in full 3D
and observe the structure of any resultant enhancements in time averaged acoustic power at high frequencies, both
spatially and spectrally. In particular we wish to determine whether there is a correlation between the halo formation
and the region most important to mode conversion - the a = c equipartition height.
Halo formation is manifested on the Sun as an enhancement of time-averaged acoustic power (at frequencies above
the acoustic cutoff) at near horizontal magnetic field inclinations with respect to the normal quiet-Sun values. We
therefore perform quiet and magnetic simulations separately. After the simulations are complete, the time averaged
power at each point of the magnetic simulation can be compared to the corresponding quiet point and regions of
enhancement can be identified. In this paper, we shall focus on the power of the vertical component of the velocity
perturbation (vz), which corresponds observationally to the line-of-sight component of velocity when observing at disk
centre.
For our quiet-Sun simulations we have used a convectively stabilised version of the Model S (Christensen-Dalsgaard
et al. 1996) joined onto a VAL-C chromosphere (Vernazza et al. 1976) modified to minimize convective instabilities
which do not lend themselves well to linear wave simulations (Parchevsky & Kosovichev 2007). For our magnetic wave
propagation simulations, we use the magneto-hydrostatic (MHS) sunspot model of Khomenko & Collados (2008), who
have joined the self-similar lower photospheric sunspot model of Schlüter & Temesváry (1958) and Low (1980), with
the pressure distributed model of Pizzo (1986) to create a consistent magnetic atmosphere. The model has been further
enhanced to provide a consistent MHS structure and a convectively stable stable pressure, density and temperature
profile, accurate to empirical models of the solar photosphere (Przybylski. 2014 - in preparation).
We use the 3D wave propagation code SPARC (Hanasoge 2007; Hanasoge et al. 2007). The code solves the ideal
linearised Eulerian MHD equations in cartesian coordinates for a given magnetic or quiet (non-magnetic) atmosphere.
The code is ideally suited to the forward modelling of adiabatic wave propagation, with output consisting of the linear
perturbations to the background states of the pressure (p), density (ρ), magnetic field (B) and vector velocity (v).
The computational box consists of square, horizontal dimensions Lx = Ly = 200 Mm, corresponding to 256 grid points
and yielding a horizontal resolution of dx = 0.78125 Mm. We define a reference photosphere as the height at which
log(τ) = 0 (where τ is the optical depth scale, as calculated from the known thermodynamic values at every point in
the box), and the vertical dimension spans from 10 Mm below this surface to 1.85 Mm above it. The vertical axis is
scaled in inverse proportion to the sound speed with 215 grid points, yielding grid spacing on the order of 20 km above
the surface, to spacings of around 100 km at the bottom of the box.
In an attempt to keep the simulation as simple as possible and avoid any periodicity, we have implemented sponges
along the sides of the box and perfectly matched layers (PML) along the top and bottom. The intention is to ensure
that all outgoing waves are damped completely. The top PML takes effect over the top 15 grid points, resulting in a
useable box top of 1.5 Mm
The most immediate problem when initiating forward modelling in a stratified magnetic atmosphere is the rapid
increase with height of a (where a = B/

√
4πρ(z), with B = |B|) caused by the swiftly decreasing profile of ρ. The

CFL constraint on any explicit finite differences scheme requires that the maximum stable time step at any given
point is inversely proportional to the local velocity scale there. In other words, if we extend the box too far into the
atmosphere, the timestep required becomes impractically small. Methods of artificially capping a at some manageable
value have been well described (Hanasoge et al. 2012; Rempel et al. 2009). We use the method of Rempel et al. (2009).
When a begins to dominate over c, or in other words the plasma β becomes sufficiently small according to a chosen
criteria, the limiter will take effect and prevent any further rise in a. It is important therefore to ensure that such a
limiter takes effect well above the fast wave reflection heights for any high frequency waves of interest (see Moradi &
Cally 2014 for a discussion on how Alfvén limiters may affect the helioseismology).
For our simulation we cap a at 80 km/s, yielding a fairly manageable simulation time step of 0.2 s for our sunspot,
which has a peak surface field of 1.4 kG.
A contour plot giving an overview of the magnetic atmosphere that we have chosen to use is shown in Figure 1.
Note that the fast wave reflection height for a typical halo frequency wave is crucially between the a = c layer and

the a = 80 km/s contour, meaning that the primary body of fast waves which undergo mode conversion are free to
reflect back downwards unhindered by our upper atmospheric meddling.
To begin, we set off a time dependent pulse (essentially adding a source term on the right hand side of the momentum
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Figure 1. The left panel shows A 2D contour cut through the MHS sunspot atmosphere. Vertical dash-dotted curves are contours of field
inclination (from the vertical). The thin black dashed curve corresponds to our reference photosphere, where log(τ5000) = 0, with a Wilson
depression of around 450 km. The thick solid curve is the a = c equipartition height and the thin solid curve is the height at which a = 80
km/s. This is the height at which we have capped a. The thick dashed curve corresponds to the fast wave turning height for a 6.5 mHz
magnetoacoustic wave with kh ≈ 1.5 Mm−1. The background colour contour is log(a) in km/s. The dot corresponds to the location where
the wave source was initiated. Note the highly stretched aspect ratio of the figure, with the abscissa spanning 200 Mm and the ordinate
spanning only 3.5 Mm.
The right panel shows a contour plot of the vertical component of the magnetic field - Bz (in G) for the spot taken at the surface, along
with various field inclination contours (dashed contours).

equation) similar to those used by Moradi & Cally (2014) and Shelyag et al. (2009), of the form

vz = sin
2πt

p
exp(− (t− t0)2

σ2
t

) exp(− (x− x0)
2

σx2
), (1)

where vz is the perturbation to the vertical component of the velocity, p = 300s, t0 = 300s, σt = 100s and x = (x, y, z).
σx was chosen to give a pulse size of approximately 5 grid points in the x, y and z directions, with x0 =(−65, 0, −1)
Mm. In other words the wave source is located 65 Mm from the sunspot umbra (which lies at (x,y)=(0,0)), in the
y-plane cutting through the centre of the spot, and at a depth of 1 Mm below the surface (this position is shown by
the red dot in Figure 1).
Such a pulse excites waves with a range of temporal frequencies around 3.3 mHz in somewhat of an approximation to
the spectrum observed on the solar photosphere.
By utilising such a simple wave source, we may follow a wavepacket as it propagates from the quiet-Sun, through to
the magnetically dominated regions of the the sunspot, and analyze any dynamical features (such as halos) as they
appear.
Our primary goal was to analyse the power distribution on the near side of the sunspot (to the source). As such, the
simulation was run for 2 solar hours, which is a sufficient time for the wavepacket to pass through the sunspot umbra.
Figure 2 shows a summary of the simulation, including a power spectrum and time distance diagram for the 2 hour
duration, as well as the frequency distribution of our source function and the associated frequency filters which were
applied to the resultant power.

From panel a), it is clear that the sponges have been reasonably sucessful at damping the waves, however there
is a small amount of reflection occuring off the left hand side sponges, resulting in some very small amplitude waves
returning through the simulation domain. The fuzzy region observed at low wavenumber in b) results from wave
interactions with the top and bottom box PML. d) gives an example of the filters we apply to the output to isolate
specific frequency ranges.
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Figure 2. Panel a) shows the time-distance diagram of vz , taken along the log(τ5000) = 0 contour corresponding to the surface, through
the centre of the sunspot. b) shows the full 2-hour azimuthally averaged surface power spectrum of the simulation. c): The frequency
distribution of the wave source, centred at 3.3 mHz. d): The filtering functions used to isolate power at 3.5 and 6.5 mHz.

3. RESULTS
The main quantity which we shall use throughout the paper to denote a halo enhancement is P = (Pmag −

Pquiet)/Pquiet. Pmag is the 2-hour averaged Fourier power of vz calculated at each point in the sunspot simula-
tion at various heights. Pquiet is the analogue to Pmag for a completely separate quiet sun simulation. P is therefore
the fractional enhancement in power for the sunspot simulation (with respect to the power from the quiet sun simu-
lation) at any grid point. This power can then of course be filtered to isolate particular frequency ranges of interest
(denoted as Pν), prior to averaging over the remaining frequency domain.
We firstly identify that halos do indeed occur in our simulation. Figure 3 shows cuts through spot centre at 4 different
heights, with Pν plotted as a function of radial distance from the centre of the sunspot. We also show power maps for
P6.5 over the full x− y plane in Figure 4 for the same choice of heights.

The top left panels correspond to the optical height unity, as shown in Figure 1, whereas the others are at constant
geometrical heights, as labelled.
We have chosen to filter the power around both 3.5 and 6.5 mHz, using the filters shown in Figure 2 d). These
frequencies are indicative of low frequency trapped waves (which generally cannot penetrate above the acoustic cut-off
height to contribute to halos) and high frequency waves (which will undergo mode conversion and contribute to an
enhancement) respectively. We of course expect to see the well observed p-mode absorption for the low frequency 3.5
mHz waves, which are suppressed in power when propagating through regions of high magnetic field strength. This can
clearly be seen in Figure 3; P3.5 shows a deficit with increasing proximity to the sunspot and no power enhancement
whatsoever.
In contrast, there is a strong 6.5 mHz power enhancement visible at all heights. To be clear, a value of P = 100%
indicates a doubling of quiet sun power; enhancements of 100 − 300% are clearly seen, which is significantly larger
than the observed halo values (Hindman & Brown 1998; Jain & Haber 2002; Schunker & Braun 2011; Rajaguru et al.
2013) of between 40-60% and indeed the values achieved in 2D simulations (Khomenko & Collados 2009; Zharkov et al.
2009). In our 3D simulations, where we have employed a simple gaussian wave source however, the magnitude is less
of a concern than the qualitative behaviour of the enhancement.
We are primarily interested in whether mode conversion and the refraction of high frequency waves is the source of the
halo enhancement. It is therefore necessary to ascertain whether the enhancements we see are true halos or simply an
aberration caused by the magnetically modified atmosphere. In order to determine this we have run another simulation
which we shall term the thermal case. The thermal simulation is performed with our 1.4 kG sunspot atmosphere as
normal, however the background field itself is removed everywhere when the simulation begins. In this instance the
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Figure 3. Pν at the surface, and at constant geometrical heights of z = 250, 500 and 750 km, extending from around 20 to 70 Mm
from the centre of the sunspot umbra. The solid line is the 6.5 mHz enhancement and the dashed line is the 3.5 mHz enhancement. The
horizontal solid line indicates P = 0%, which is a quiet sun value. Anything above this line we consider to be an enhancement. The source
radial position of -65 Mm is shown by the red dot (although it is of course located 1 Mm below z = 0).

Figure 4. Power maps of P6.5 at the same four heights for the x-y plane, restricted to the near side of the sunspot. The dashed curve
visible at z = 500 km and 750 km is the a = c contour for that particular height. The source radial position of -65 Mm is shown by the
cross
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Figure 5. Similarly to Figure 3, we take cuts at 4 heights, including the surface. The solid curve is P6.5, just as in Figure 3. The dashed
curve is Pther at 6.5 mHz.

atmosphere is not really in magneto-hydrostatic equilibrium, however it tells us if the enhancement is caused by wave-
field interactions (as it should be if mode conversion is the cause); If the field is the cause of the halo we expect to see
no enhancement in the thermal case.
Figure 5 shows the comparison between P6.5 and Pther−6.5, where where Pther is the analogue to P , denoting the time
averaged power enhancement at every spatial point for the thermal case.

Clearly the thermal simulation yields no meaningful power enhancement, and so we conclude that the interaction
between field and wave is key to the enhancement seen in this simulation.
To expand upon these simple findings we next show P3.5, P6.5 and Pther−6.5 as functions of x and z in Figure 6. Figure
6 is simply the 2D version of Figures 3 and 5, displayed for heights from z = 0 to z = 1 Mm above the surface, once
again on the near side of the sunspot.
One can see from panel a) that the behaviour of P is quite complex. Significantly, the halo is correlated with the a = c
layer, manifesting below it and spreading radially outwards with height, agreeing with observations (Rajaguru et al.
2013; Schunker et al. 2011) and the prediction of Khomenko & Collados (2009). There are two lobes of larger power
separated by a region of weaker - but still significant - enhancement. There is of course no halo in either the 3.5 mHz
or the thermal cases.
We next test the validity of our original assertion that the acoustic halo is generated by downwards turning fast waves.
If this is the case, then if fast waves are prevented from returning from above the a = c layer, the halo should disappear.
We proceeded by performing 3 additional simulations to the ones already discussed. These simulations are identical
to our primary 2-hour simulation (from which we have calculated P ) in every way except that we enforce successively
lower Alfvén speed limits of 50, 20 and 7 km/s on the atmosphere in the manner described in section 2. A maximum
Alfvén speed of 7 km/s is just above the value at which a = c; therefore upcoming fast acoustic waves which undergo
mode conversion to fast magentic waves are never able to achieve the condition for refraction, that a = ω/kh (as a is
constant above this height), and so cannot return downwards and contribue to a halo.
Results of these simulations, showing the 6.5 mHz power enhancement, P6.5, presented in the same manner as Figure
6 are displayed in Figure 7 below.
Panel d) clearly shows the complete reliance of the halo on the effects of the overlying magnetically dominated a > c

atmosphere. To be clear, the atmospheres used for the 4 simulations are all identical below the a = c layer. For d)
the atmosphere is modified above this point such that waves cannot reflect and refract. The lack of any enhancement
indicates that the halo is manifested purely as a result of waves which have refracted and reflected downwards through
this overlying a > c atmosphere.
Further evidence for the mode conversion hypothesis is presented in Figure 8, which shows P6.5 for the standard
B = 1.4 kG case (top panel) and for a simulation where everything was kept identical except the peak field strength
of the sunspot was doubled to around 2.8 kG (bottom panel).
In the case with the stronger 2.8 kG field, the halo is more spatially localised and the magnitude has increased by

around 25%. The greater field strength has focused the fast waves into a more confined region due to the lower fast
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Figure 6. P and its relationship with the a = c height. This is the vertical plane taken along the line y = 0 in figure 4. Panels a) and b)
are P6.5 and P3.5. Panel c) shows the enhancement for the thermal case, Pther−6.5 . The black solid curve is the a = c height and the thick
dashed labelled curves are contours corresponding to magnetic field inclinations of 70, 65 and 60 degrees (from left to right) with respect
to the vertical.

Figure 7. P6.5 for the simulations with the background a limited at a) 80, b) 50, c) 20 and d) 7 km/s.
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Figure 8. P6.5 for the simulations with peak surface fields of a) 1.4 kG and b) 2.8 kG. The background a is limited at 80 km/s in both
cases.

wave reflection height. The halo itself has also dropped in height, corresponding to the lower a = c layer present in
the stronger sunspot atmosphere.
Observations of acoustic halo power also exhibit quite a clear spectral behaviour. The power appears to peak at higher
frequency for greater heights of z between 140 and 400 km and exhibits a dual lobe structure with peaks at around 6
and 8 mHz (Rajaguru et al. 2013). Shown in Figure 9 is the unfiltered acoustic power P as a function of height (above
z = 0 km) and frequency.

The observed dual-lobe structure is evident in Figure 9, peaking at 6.3 and 7.6 mHz for heights between 0 to 800
km above the photosphere. The second enhancement lobe at 7.6 mHz is more compact than the lower frequency lobe,
only appearing at heights greater than 300 km. The fact that such a simple wave pulse simulation reproduces many of
both the spatial and spectral properties of acoustic halos observed in the actual solar photosphere and chromosphere
is certainly encouraging.

4. DISCUSSION AND CONCLUSIONS
The results of our simple MHS sunspot wave propagation simulations show a marked power enhancement (by a

factor between 1.5 and 4) with respect to quiet Sun values in the time averaged vertical component of velocity, vz. The
enhancement is present for relatively horizontal field (inclined 60 - 65 degrees from the vertical) which corresponds to
weak field strengths of between 20-200 G. Spectrally, the enhancement exhibits twin peaks at approximately 6.3 mHz
and 7.6 mHz, with the 7.6 mHz frequency peak manifesting slightly higher in the atmosphere than the lower frequency
peak.
These characteristics (apart from the magnitude of the enhancement itself) match those determined observationally
when acoustic power maps of halo regions have been analysed (Schunker et al. 2011; Rajaguru et al. 2013), indicating
that we can, with reasonable certainty, refer to the enhancement as an acoustic halo. It is interesting that these
features are brought out in such simple simulations with a wave source which differs so significantly from the bath of
stochastically excited acoustic modes present in the real solar photosphere.
This fact suggests that the halo is a dynamic phenomenon brought about by the interaction of waves with the magnetic
atmosphere, rather than any modification of the local acoustic oscillation frequency through granulation scale size
shrinking (Jacoutot et al. 2008) or scattering effects (Hanasoge 2009).
The hypothesis with which we set out to investigate is that the acoustic halo is formed as extra energy is deposited into
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Figure 9. Unfiltered acoustic power P as a function of height, averaged over the points from x = −60 Mm to x = −20 Mm in Figure 7.

observable regions (in the photosphere and chromosphere) by downwards travelling fast waves which have refracted
and reflected at the fast wave turning height. The idea was suggested and explored initially by Khomenko & Collados
(2009).
In the quiet Sun, an upwards travelling high frequency (non trapped) acoustic wave will continue to propagate upwards
and out of the local area, taking its energy with it. However if there is a magnetic field present in the gravitationally
stratified atmoshpere, wave energy will branch into the fast magnetic and the slow acoustic modes at around the
a = c equipartition region. The slow acoustic waves in this case are the modes which take energy away along the field
lines. The fast magnetic waves will continue to travel upwards while refracting until the condition for reflection, that
ω/kh = a is met. It is these waves that would then be responsible for the excess energy. The fact that the power
enhancement so closely correlates wih the a = c layer (figures 6 - 8) supports this hypothesis.
Furthermore, the halo magnitude scales with the value at which we cap the Alfvén speed, meaning that as we allow
progressively more waves to return from the a > c atmosphere, the halo becomes more apparent; When we do not
permit upcoming waves to return downwards from above the a = c layer, the halo disappears completely. This is the
strongest piece of evidence in favour of the mode conversion mechanism.
The halo structure itself shows no evidence of any small-scale variations in magnitude, like the groupings of enhanced
emission evident in egression power maps of active regions known as Glories (Braun & Lindsey 1999; Donea et al.
2000). This is most likely due to the simplicity of the monolithic field structure and wave source which we have utilised.
It is likely that the small bead-like glories require less idealised magnetic configurations with more fine structure than
we have used here.
We have not undertaken any analysis of intensity halos in this study, owing to the simple nature of the wave pulse
which we have used. The calculation of intensities requires a strong and continuous wave source, and so we intend to
follow up this work by performing simulations with a more realistic stochastic and spatially homogeneous wave bath.
In this manner we hope to produce the well observed intensity halo and also determine to what extent the velocity
halo properties uncovered here are reproduced and/or extended.
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ABSTRACT
The well-observed acoustic halo is an enhancement in time-averaged Doppler velocity and intensity power

with respect to quiet-sun values which is prominent for weak and highly inclined field around the penumbra of
sunspots and active regions. We perform 3D linear wave modelling with realistic distributed acoustic sources in
a MHS sunspot atmosphere and compare the resultant simulation enhancements with multi-height SDO obser-
vations of the phenomenon. We find that simulated halos are in good qualitative agreement with observations.
We also provide further proof that the underlying process responsible for the halo is the refraction and return of
fast magnetic waves which have undergone mode conversion at the critical a = c atmospheric layer. In addition,
we also find strong evidence that fast-Alfvén mode conversion plays a significant role in the structure of the
halo, taking energy away from photospheric and chromospheric heights in the form of field-aligned Alfvén
waves. This conversion process may explain the observed "dual-ring" halo structure at higher (> 8 mHz)
frequencies.
Subject headings: sun: magnetic fields – sun: oscillations – sun: photosphere – sun: chromosphere – sunspots

1. INTRODUCTION

A complete picture of the interaction between wave mo-
tions and magnetic field in the solar photosphere and chromo-
sphere is not yet available to solar phycisists.
Significant uncertainties still exist in the computation of he-
lioseismological inversions in active regions for instance, es-
pecially given that the atmosphere above photospheric levels
undoubtedly plays a role in muddying the seismic observables
at the surface (Cally & Moradi 2013).
The theory of mode conversion provides a framework as to
how active regions act as a gateway between the subsurface
and the overlying atmosphere and modify the properties of
otherwise normal acoustic p - modes.
The first and most important property of active regions to be
explained in a mode conversion context was the well known
absorption of p - modes (Braun et al. 1987). Upon initial
suggestion by Spruit & Bogdan (1992), it was eventually de-
termined that both conversion to the field-aligned slow mode
(which travels downwards into the interior) and to the up-
wards travelling acoustic mode (for non-trapped waves) were
the responsible mechanisms (Cally & Bogdan 1997; Cally
et al. 2003).
The acoustic halo was first noted in Dopplergrams alongside
the aforementioned p - mode absorption as a peculiar en-
hancement in 6 mHz power (with respect to average quiet sun
values) which extended several Mm radially outwards from
the umbra (Braun et al. 1992; Brown et al. 1992; Toner &
Labonte 1993).
Later, in studies utilising the Michelson Doppler Imager
(MDI) (Scherrer et al. 1995) onboard the Solar and Helio-
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spheric Observatory (SOHO), it was noted that the enhance-
ment was not present in measurements of the continuum in-
tensity (Hindman & Brown 1998; Jain & Haber 2002).
This suggests that either there is a process at work affecting
observed power somewhere in the height range between the
intensity continuum height and the Doppler velocity observa-
tion height, or that the mechanism causing the enhancement
is not a process that is detectable in measurements of intensi-
ties.
It turns out that the former case is much more likely, as in-
tensity halos taken from spectral lines at greater heights have
since been observed and studied in detail (Moretti et al. 2007;
Rajaguru et al. 2013).
Also using MDI, Schunker & Braun (2011) examined 7 days
of observations of the active region AR 9787 and showed that
halos are manifested for relatively horizontally aligned, weak-
to-moderate magnetic fields (150 G < |B| < 350G). This
study also noted the interesting property that the power spec-
trum ridges of the enhancement region were shifted towards a
larger wavenumber (k) for a given frequency (ν) (compared to
the ridges from an area of the quiet sun) and that this effect is
more pronounced for larger k, which sugggests that shallower
waves are being more strongly affected in the enhancement
region.
The most comprehensive observational halo study to date, by
Rajaguru et al. (2013) utilised the Helioseismic and Magnetic
Imager (HMI) and Atmospheric Imaging Assembly (AIA) in-
struments onboard the Solar Dynamics Observatory.
The authors conducted a multi height analysis of several ac-
tive regions, measuring the time-averaged power from intensi-
ties and velocities corresponding to 6 different heights. From
the intensity continuum at z = 0 (the base of the photosphere,
where the optical depth is unity) to Doppler velocities of the
Fe I 6173.34 Å line at around z = 140 km to intensities mea-
sured from the AIA 1600 Å and 1700 Å chromospheric spec-
tral lines, halo properties were compared and analysed in de-
tail. The findings can be summarised as follows:

1. The halo is present for non-trapped frequencies, be-
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ginning at 5.5 - 6 mHz (as observed by all references
above) and is present up to at least 9-10 mHz. The 6
mHz halo is the strongest in measurements of the Fe I
6173.34 Å Doppler velocity at z = 140 km.

2. The halo magnitude is a clear function of height.
There is no enhancement in the time-averaged intensity
continuum (z = 0) power or in the derived line-wing
Doppler velocity (z = 20 km). For weak-field regions at
these heights, there is also a uniform wave power above
the acoustic cutoff, which is to be expected. However,
at z = 140 km (the aforementioned HMI Doppler
velocity line) the situation is markedly different, and
the halo comes into effect.

3. The halo is clearly present in observations of the chro-
mosphere, as measured by AIA. The time-averaged
power of the 1600 Å and 1700 Å wavelength channels
(corresponding approximately to z = 430 and 360 km
respectively) shows a halo in the 7-10 mHz range, that
spreads radially with height, agreeing with the sugges-
tions of Finsterle et al. (2004).

4. The spatial extent and structure of the halo changes
above about 8 mHz. This higher frequency halo is
seen in power maps to be thinner and more confined
spatially than the more diffuse structure seen at 6 mHz.
Radially outwards from this higher ν field is a region of
slightly reduced power, which in turn is surrounded by
a diffuse, weak halo region, extending radially many
Mm into quiet regions (Rajaguru et al. 2013).

In this study we are interested in providing a consistent
theoretical explanation for the acoustic halo. There are of
course a variety of existing theories as to the mechanism
behind the phenomenon.
By conducting radiative simulations for instance, Jacoutot
et al. (2008) determined that strong magnetic fields can alter
the scale size of granulation cells, which in turn can modify
the local excitation frequency of resultant photospheric
waves. They found that the stronger field also increases the
amplitude of non-trapped waves at frequencies consistent
with halos.
Kuridze et al. (2008) show semi-analytically that waves
with m > 1 (where m is the azimuthal wave number) can
become trapped under field free canopy regions, resulting in
an enhancement of higher frequency wave power.
Hanasoge (2009) suggests that the halo is a consequence of
the equilibrium state of the solar surface, and that the local
oscillation can be shifted to a lower mode mass (Bogdan et al.
1996) due to scattering from the magnetic flux tube.
We will discuss why these theories do not appear viable in
light of our simulation results in the discussion at the end of
this paper.

1.1. Mode conversion
In Rijs et al. (2015), we performed 3D simulations to

determine whether there was promise in the suggestion of
Khomenko & Collados (2009) that it is in fact the overlying
atmosphere that is directly responsible for the halo. Specif-
ically that the addition of energy from high frequency non-
trapped waves which have travelled above the Alfvén-acoustic

equipartition (a = c) layer and undergone mode conversion
and refraction are responsible. In this case, the process of
mode conversion describes the intrinsic physics.
At greater depths below the solar photosphere, the plasma β
(where β = Pg/Pm, with Pg and Pm being the gas and magnetic
pressures respectively) increases. Several Mm below the sur-
face the plasma is dominated by hydrodynamic physics and
waves are governed by the standard gas sound speed (c).
Conversely (assuming one is in the proximity of an active
region of some sort), well above the surface the gas density
(ρ) drops, the β becomes small and waves are governed more
strongly by the Alfvén speed (a), where a ∝ |B|/√ρ, and |B|
is the local magnetic field strength.
There is therefore a layer of the atmosphere (roughly where
β = 1) where a and c equate - the so called a = c layer. At
this height, the phase speeds of the magnetoacoustic fast and
slow waves are equal, allowing the two modes to interact. En-
ergy can be channeled from the fast to the slow branch or vice
versa.
The fast wave is largely acoustic in nature when a < c and
magnetic when a> c, and it is this fast magnetoacoustic wave
that will refract and then reflect at the fast wave turning height
(where ω2 = a2k2

h, with ω = 2πν and kh being the horizontal
component of the wavenumber, k), returning downwards from
above the a = c layer.
Energy is preferentially converted from the fast-acoustic
mode to the fast-magnetic mode if there is a large attack angle
between the wavevector of the incident wave and the orienta-
tion of the magnetic field. If the attack angle is small then
energy will be primarily channeled into the field aligned slow
mode. This perhaps explains why halos are observed amongst
horizontal field; The line of sight component of the Doppler
velocity is largely vertical (when observing at disk center) and
provides a large attack angle with the horizontal field.
The theory can also explain the spreading of the halo that is
observed with height (Rajaguru et al. 2013), given that the
a = c layer is located at greater radial distances from the um-
bra as a function of height.
Waves with frequencies below the acoustic cut-off are gen-
erally unable to reach the a = c height, as they have re-
flected inwards, which is presumably why halos are only ob-
served at non-trapped frequencies. The fast magneto-acoustic
wave provides the excess energy in observable regions, which
would otherwise not be present in the quiet sun (see Cally
2006; Schunker & Cally 2006 for further details on mode con-
version or Cally 2007 for a succinct review of the theory).
Khomenko & Collados (2009) have performed simulations
with both monochromatic and gaussian wave sources in a
magneto-hydrostatic (MHS) sunspot atmosphere and show a
clear correlation between the power halo and a suspicious
increase in RMS velocities for non-trapped waves resulting
from the interference pattern generated by downwards travel-
ling fast waves.
In Rijs et al. (2015) we extended this work in 3D. By per-
forming forward modelling simulations with a spatially lo-
calised gaussian (in space, time and frequency) wave pulse,
the halo structure resulting from the vertical component of
velocity (vz) was analysed as a function of radius, height and
frequency. A clear correlation between the position of the
a = c layer and the halo was shown and the dependancy of the
halo on the overlying atmosphere was exhibited.
In this work we perform simulations in similar MHS sunspot
atmospheres to those of Rijs et al. (2015). However we now
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use a realistic distributed wave source, modelled as a slab
of point sources at some depth below the photosphere. The
sources are tuned to mimic the observed photospheric power
spectrum, peaking at the 5 minute oscillation period (ν = 3.3
mHz) and exhibiting solar-like amplitudes. In this way we are
able to compare the halos present in our simulations with ob-
servations in a more rigorous manner.
For the observational comparisons we use a subset of the data
corresponding to a single active region from Rajaguru et al.
(2013) which provides a multi-height velocity and intensity
halo data set with which to compare our simulations.

2. THE SIMULATION

In this section we present an overview of our simulations,
including the details of the sunspot atmosphere used, a sum-
mary of the distributed wave source and details regarding the
calculation of synthetic instensities, phase shifts and veloci-
ties.

2.1. The MHS atmosphere
A detailed description of the sunspot model we are using

can be found in Przybylski et al. (2015), where the model
of Khomenko & Collados (2008) is optimised in order to
increase spectropolarimetric accuracy and produce more
realistic line formation regions.
In short, the MHS configuration combines the self-similar
sub-photospheric model of Low (1980) with the potential
configuration of Pizzo (1986). Convective stability is en-
forced by the method of Parchevsky & Kosovichev (2007).
The model makes use of the Model S for the distribu-
tion of quiet subphotospheric thermodynamic variables
(Christensen-Dalsgaard et al. 1996) and the Avrett umbra
for the non-quiet variables (Avrett 1981). The VALIIIC
chromosphere (Vernazza et al. 1981) is smoothly joined onto
these distributions to complete the full model, yielding a
sunspot-like magnetic field configuration embedded into the
atmosphere.
The sunspots we use in this instance are similar to those used
in Rijs et al. (2015) and Moradi et al. (2015), except for some
parameters, such as the peak field strength, the inclination
at the surface, and the simulation box size, which have been
modified.
The sunspot model not only provides the freedom to choose
the peak field strength at the surface of the photosphere but
also the depth of the Wilson depression (the height at which
the atmosphere becomes optically thin is depressed in high
field regions such as the umbra). As such we make use of
two model atmospheres in this study, one with a peak surface
field strength of |B| = 1.4 kG and another with |B| = 2.7 kG.
The atmospheres have Wilson depression depths of 250 and
400 km respectively, which are reasonably realistic values.
The surface of the atmosphere is defined as the photospheric
height at which log(τ ) = 0 (where τ is the optical depth scale,
as calculated from the known thermodynamic values at every
point in the box) and follows the Wilson depression. The
surface corresponds to the height of formation of the 5000 Å
intensity continuum (z = 0) in this atmosphere.

2.2. Forward modelling
As in our previous work, we use the SPARC code for for-

ward modelling (Hanasoge 2007; Hanasoge et al. 2007). The
code has been used several times for wave-sunspot interaction

studies (Moradi & Cally 2013, 2014; Moradi et al. 2015).
The code solves the ideal linearised MHD equations in carte-
sian geometry.
As input, we define a background atmosphere and instigate
wave propagation for the desired simulation length. The back-
ground atmosphere can be any magnetic plasma such as the
sunspot atmospheres mentioned above or any quiet-sun atmo-
sphere, provided it is convectively stable.
The output is the perturbations to the background states of the
pressure (p), ρ, magnetic field (B = [Bx,By,Bz]) and velocity
(v = [vx,vy,vz]).
The computational domain in both cases is square in the hori-
zontal with 256 points in each of the x and y directions (where
Lx = Ly = 200 Mm) yielding a horizontal spatial resolution of
δx = 0.78125 Mm. There are 220 grid points in the vertical di-
rection, with spacings scaled by the local background sound
speed. This results in vertical grid spacings of around 20 km
near the surface and 100 km at depths of several Mm. The
box extends from a depth of 10 Mm below the surface to 2.5
Mm above it in this manner.
Side boundary conditions in our simulations are periodic, and
there are both damping sponges and perfectly matched layers
(PML) in effect along the top and bottom boundaries of the
box. The top 20 and the bottom 8 grid points are taken up by
these sponges and the PML, resulting in a maximum useable
box height of 2 Mm (above the surface).
In order to overcome the numerical challenges of explicit for-
ward modelling in an atmosphere where the governing wave
speed scale (the Alfvén speed, a) increases rapidly above the
surface, we use the Alfvén speed limiter described by Rem-
pel et al. (2009), which was also used in Rijs et al. (2015).
This allows us to sidestep the requirement of using a pro-
hibitively small simulation time step, imposed by the Courant-
Friedrichs-Lewy (CFL) condition. Work has been done to as-
certain whether the use of an Alfvén speed limiter has a detri-
mental effect on helioseismic travel times (Moradi & Cally
2014), with the conclusion being that one must be certain that
the artificial capping is occuring well above heights where any
relevant physics is occuring (such as the fast wave reflection
height or the a = c layer).
We have set our limiter at a value of alim = 90 km/s, yielding
a simulation time step of around 0.2 seconds.
Figure 1 shows a cut through the centre of our 2.7 kG sunspot
atmosphere (along the plane at y = 0). Overlaid are the a = c
and a = 90 km/s contours, as well as the photospheric surface,
with a Wilson depression of around 400 km.
The vertical inclination contours show the rather rapid drop-
off in field inclination, with the field reaching 30 degrees from
the horizontal some 20 Mm from the umbra (at the surface).
To reiterate, the mode conversion effects occur around the
a = c layer, and so it is important that fast waves are given
space to refract back downwards as they naturally would be-
fore the limiter at a = 90 km/s takes effect. We have taken
care to ensure that this is the case and that the modification
of the atmosphere will not affect these returning fast waves.
In this regard, simulations have been run with Alfvén limiter
values up to 200 km/s, with no change to the halo properties
observed.

Regarding our wave source function, we are attempting to
model the uncorrelated stochastic wave field seen on the solar
photosphere. This wave field is, in reality, generated by sub-
surface convective cells. We choose a depth of 150 km below
the surface and initiate a source function, S, in the manner of
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Figure 1. A cut through the sunspot center. Field inclination contours are shown for typical umbral/penumbral and penumbral/quiet sun values of 45 and 60
degrees from the vertical respectively. The surface or photosphere layer, where log(τ ) = 0, is shown by the solid black curve. The dashed curve is the a = c
equipartition layer for this atmosphere and the dash-dotted curve is the a = 90 km/s layer, where the Alfvén limiter is in effect. The background contour is log(a)
in km/s as it would appear without any Alfvén limiter in application. In our simulations a is constant above the a = 90 km/s curve. Note that the aspect ratio of
the figure is highly stretched, with the horizontal dimension spanning 200 Mm and the vertical spanning only around 2 Mm.

Figure 2. Panel a): The power spectrum of the wave source function used, tuned to provide a solar-like peak. b:) Arbitrarily normalised power ridges in `-ν
space for 6 hours of simulation time, calculated at the surface (z = 0) from vz.
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Hanasoge et al. (2007), i.e.

S(x,y,z, t) = Ŝ(x,y, t) f (z) (1)

where the horizontal function Ŝ(x,y, t) is a plane of spatial
delta functions which are excited at a cadence of 30 seconds,
and the function f (z) is a gaussian function in depth with
FWHM of approximately 100 km centered at 150 km below
the surface.
The source power spectrum has been tuned such that it more-
or-less fits the spectrum of power observed on the surface of
the quiet sun. Panel a) of Figure 2 displays this spectrum,
with a peak in power at around 3.3 mHz, and non zero power
present until above 10 mHz. Panel b) shows the power ridges
in `-ν space calculated from 6 hours of vz output at the sur-
face.
In taking into account the fact that strong umbral fields in-
hibit subsurface convection and wave propagation, we do not
excite waves in the umbra of the sunspot itself, smoothly sup-
pressing the source amplitude as the magnetic field strength
increases.
Wave propagation is initiated and run for 6 hours of solar time
in total using both the 1.4 kG and 2.7 kG sunspot atmospheres
(as separate simulations).
We analyse the power manifested in synthetic intensities cor-
responding to the 5000 Å continuum intensity, the AIA 1700
Å and 1600 Å intensity bands as well as both the vertical and
horizontal components of the velocity perturbation (vz and vh
respectively), which correspond observationally to the line-
of-sight components of velocity when observing at disk cen-
tre (vz) and at the limb (vh).
In reality, the HMI Doppler camera (Scherrer et al. 2012)
measures velocities from the Fe I 6173.34 Å line, which has
its peak of formation at a height of around 140 km (Fleck
et al. 2011; Rajaguru et al. 2013), while the AIA (Lemen et al.
2012) 1700 Å and 1600 Å wavelength intensity channels are
formed at approximate heights of 360 km and 430 km respec-
tively (Fossum & Carlsson 2005; Rajaguru et al. 2013).
Thus, in comparing the structure of power enhancements
present in our simulations with the observed power behaviour
from Rajaguru et al. (2013) we extract simulation velocity sig-
nals from a height of z = 140 km. We then calculate the syn-
thetic intensities corresponding to the two above AIA chan-
nels as well as the 5000 Å continuum intensity for our 6 hour
wave propagation simulations. The approximate 1600 Å and
1700 Å intensities are calculated by interpolating the ATLAS9
continuum and line opacity tables (Kurucz 1993) using the
plasma parameters from the simulation and integrating them
together with the corresponding LTE source function along
the lines-of-sight for each column in the sunspot models. The
routine used for the intensity calculation is similar to that of
Jess et al. (2012). The filter bandwidths are set to 10 Å for
both simulated AIA channels. No line-of-sight velocity or
magnetic field information is used in this radiation intensity
calculation.

3. COMPARISONS WITH OBSERVATIONS - VERTICAL VELOCITIES
AND INTENSITIES

This section details the comparisons between the power
structures present in our 6 hour simulations and those ob-
served in the active region NOAA 11092.
As shown in observations, the acoustic halo is a phenomenon
especially sensitive to |B| and to the local field inclination.

We firstly demonstrate here some of the similarities and dif-
ferences in these properties exhibited by the artificial sunspots
and the real active region.
Figure 3 compares the topology of |B| and the unsigned field
inclination from the vertical (γ) at the surface our 2.7 kG
sunspot atmosphere and NOAA 11092.

For the observations of NOAA 11092, |B| is calculated
from the disambiguated vector maps with components Bx, By

and Bz, where |B|=
√

B2
x + B2

y + B2
z . γ in degrees is then sim-

ply defined as γ = 90 − (180/π)|arctan(Bz/Bh)| where Bh =√
B2

x + B2
y .

As can be seen in the figure, the field strength of NOAA 11092
drops off in a similar manner to the artificial sunspot, how-
ever the small scale features present in the real active region
introduce many variations in both the field and its inclination
which are not modelled in our simulations. The behaviour
of γ around NOAA 11092 with radius for example is not the
smooth monotonically increasing function yielded by the 2.7
kG sunspot model. We can therefore expect some differences
between observed and simulated halo structure will result.
Firstly, we compare the acoustic power for vz - from both
the weak (1.4 kG) and strong (2.7 kG) sunspot atmospheres -
with the 14 hour time averaged Doppler velocity power from
NOAA 11092.
Power maps are shown in Figure 4 for a range of frequencies
of interest. The power at every point has been divided by the
average power of a quiet corner of the simulation domain, in
order to represent an enhancement over quiet values. In both
simulations, the enhancement comes into effect at around 5
mHz, when waves are in the non-trapped regime, just as in
the observations.
The differences between the two sunspot simulations (rows 1
and 2) are immediately evident, with the 2.7 kG sunspot ex-
hibiting a larger umbra. A consequence of having a stronger
magnetic field strength is also that the a = c height will be
lower in the atmosphere, resulting in a spreading of this con-
tour for a particular observation height. It is clear that the halo
appears correlated with the a = c contour in both cases.
An intriguing feature of the simulated halos is the clear dual-
ring structure present for higher frequencies. The inner ring
appears to conform qualitatively well at a glance with the ob-
servational halo. However the rings appear to be interrupted
by a region of mild power deficit (with respect to the quiet
sun).
Although not immediately visible in the power maps in the
bottom row of Figure 4, observed halos do exhibit a simi-
lar structural change when observed at increasingly high fre-
quencies. This feature can clearly be seen in power maps of
observed Doppler velocity in Rajaguru et al. (2013) and Han-
son et al. (2015) at 8 and 9 mHz respectively.
In section 5 of this paper we discuss how fast-Alfvén conver-
sion likely leads to this dual-ring structure.
Comparing power maps in this way is of only so much use. To
more rigorously compare the structure of observed and simu-
lated power halos we plot unfiltered power enhancements as
functions of |B| and ν (i.e. no frequency filter is applied dur-
ing the fourier transform.) In this way we may fully examine
the spectral structure of the halo (Figure 5).
Also present in Figure 5 is the power calculated from the AIA
1700 Å and AIA 1600 Å intensity bands, which we have syn-
thetically calculated in our simulations in order to compare to
observations.
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Figure 3. Panels a) and b) show |B| and the unsigned field inclination from vertical (γ) respectively for NOAA 11092. Panels c) and d) are the counterpart plots
for the 2.7 kG simulated sunspot atmosphere.

Figure 4. Top row - 6 hr time-averaged vz power maps at the height of formation of the Fe 6173.34 Å line (z = 140 km) for 4 illustrative frequency ranges for the
weak sunspot case (1.4 kG). Middle row - The same power maps for the stronger field case (2.7 kG). Bottom row - 14 hr time averaged observational Doppler
velocity power maps of the active region NOAA 11092 for the same frequency ranges. The green contour in rows 1 and 2 is the a = c contour at z = 140 km.

The left hand panels show the NOAA11092 power structure
for the Doppler velocity and intensities, whereas the right
hand panels correspond to simulation output for the 2.7 kG
sunspot atmosphere. To be clear, panel b) of Figure 5 corre-
sponds directly to the power maps in the middle row of Figure
4, it is simply unfiltered in frequency space and so is inclusive
of the entire spectral structure. The power at every point has
been binned according to the local value of |B| and then aver-
aged so as to reveal not only the spectral structure of the halo
but also how it behaves with respect to field strength.

The first thing to notice in Figure 5 is that the simulated vz
power structure (panel b) matches up reasonably well with
the observed Doppler power (panel a). The halo has formed
over relatively weak field ( 50 G < |B| < 700 G) as expected.
In the simulation, |B| decreases (and γ increases) smoothly
and uniformly as one moves away from the umbra. As such
this field strength range corresponds to nearly horizontal in-
clinations of 55◦< γ < 75◦.
This seems to also agree with all other observational reports
of enhancements which place the halo amongst moderate to
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Figure 5. Panel a): Unfiltered Doppler velocity power as a function of |B| and ν. b): 2.7 kG simulation unfiltered vz power. c) & d): observed and 2.7 kG
synthetic unfiltered AIA 1700 power respectively. e) & f): observed and 2.7 kG synthetic unfiltered AIA 1600 power respectively.

weak and horizontally inclined field (Jain & Haber 2002;
Schunker & Braun 2011; Rajaguru et al. 2013).
The dual-ring structure can clearly be seen at higher frequen-
cies in panel b), manifesting as the second lobe of enhance-
ment for very weak field. Wedged between the two rings (at
around (|B|,ν) = (100,6) is the clear region of power reduc-
tion.
Looking at greater heights in the form of the AIA 1700 Å and
1600 Å intensities (corresponding to heights of 360 km and
430 km above the base of the photosphere respectively) we
also see a general agreement in ν, |B| space. The spreading of
the magnetic canopy at these heights has resulted in the inten-
sity halos forming at much weaker field locations both in the
observations and the simulations.
The magnitudes of the enhancements in the simulations are
consistently larger than the observed values, as evident from
this figure. This is a feature that was also noted in Rijs et al.
(2015) and can most likely be attributed to the fact that our
sunspot is symmetric and its magnetic field inclination is a
steep, monotonically decreasing function of radial distance.
The MHS structure is such that horizontal field is enforced
at the side boundaries of the simulation domain and so there
is a large expanse of nearly horizontal field. As explained
previously, the fast-slow mode conversion mechanism for the
generation of the halo relies on a large attack angle between
wavevector and field and so, in analysing vz power enhance-
ments, it is reasonable to expect that this horizontal field will
be very conducive to the conversion of energy into magnetic
fast waves and hence, a prominent halo.
Power derived from the 5000 Å intensity continuum (at z = 0)
was also calculated synthetically to compare with the observa-
tional intensity continuum power. It is well known that halos
do not appear in measurements of intensity continuum power
and we also found this to be the case, with no enhancement
present.
Another intersting result, shown in Figure 6, is the compari-
son between observed and simulated phase shifts. A net up-
ward or downward propagation of waves in an atmosphere

can be diagnosed by calculating the temporal cross-spectrum
of any wave quantity sampled at two different heights.
For example, for velocities v(z1, t) and v(z2, t) sampled at two
different heights z1 and z2, the phase shift corresponding to a
height evolution of the wave is given by the argument or phase
of the complex cross-spectrum,

φ1,2(ν) = arg[V(z1,ν)V∗(z2,ν)], (2)

where V is the Fourier transform of v. In the above conven-
tion, a positive phase-shift would mean that the wave is prop-
agating from height z1 to z2, while the opposite holds for a
negative phase-shift.
The phase shift contour maps of Figure 6 describe the phase
shifts of waves at the AIA 1700 Å and 1600 Å intensity for-
mation (z = 360 km and 430 km respectively) with respect to
those at the height of formation of the intensity continuum.
The simulation yields a clean band of positive phase shifts at
halo frequencies with respect to those at the surface at weak
field regions. The same basic pattern is seen in the observa-
tions, however there is some extended phase shift structure
at higher field strengths in the AIA 1700 Å power (panel a)
which is not replicated in the simulation.
The simulation phase shifts are also of a greater magnitude
than observations - particularly in the case of the AIA 1600
intensities.
These variations in features are not too surprising. Consider-
ing Figure 3 we see that NOAA 11092 exhibits a much more
rapid horizontality of field away from the umbra than seen in
the MHS model. We show in section 5 how these bands of
positive phase shifts at given observation heights may be in-
trinsically related to the process of fast-Alfvén mode conver-
sion. The physics of fast-Alfvén mode conversion are strongly
tied to the local magnetic field inclination. Therefore the rea-
son that NOAA 11092 exhibits such an extended phase shift
structure into higher field regions (and our MHS sunspot does
not) may be in part due to the more horizontal field at those
radii for the active region.

4. THE THEORETICAL UNDERPINNINGS OF HALOS
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Figure 6. Phase shifts at the heights of formation of the AIA 1700 Å and 1600 Å lines of all waves with respect to those at the surface. Panels a) and c)
correspond to observations and b) and d) to the 2.7 kG simulation.

In order to prove that the halo is produced by the return of
reflected fast waves, we examine several intriguing features
present in our simulations. Firstly, in a similar manner to
Rijs et al. (2015) we perform several identical simulations to
the 2.7 kG case examined above, except with incrementally
smaller Alfvén limiter values.
After undergoing mode conversion at around the a = c height,
fast magnetic waves will begin to refract and then ultimately
reflect at the point in the atmosphere where the horizontal
phase speed equals the Alfvén speed (i.e. where ω/kh = a).
By reducing the height of the artificial ‘cap’ on the atmo-
sphere we are allowing less and less room for fast waves to re-
fract and deposit extra energy onto observable heights. Waves
that impinge on the altered region of constant a will simply
travel upwards and out of the local area. As the original sim-
ulation had a value of alim = 90 km/s, we run simulations with
alim = 40, 20 and 12 km/s and analyse the power in a similar
manner to Figure 5, i.e. as a function of |B| and ν. The com-
parison is shown in Figure 7.
Panel d) corresponds to the case where the limiter is only
barely above the a = c height, enabling the mode conversion
to take effect but yielding virtually no room for fast waves to
return. Moreover in the intermediate cases of panels b) and
c), the magnitude is reduced as the more vertically oriented
waves are escaping to the top of the box, yielding contribu-
tions from only the more horizontally inclined waves.
Clearly the halo is entirely dependent on the overlying atmo-
sphere and by restricting the refraction and return of the fast
waves the enhancement is entirely absent.
The second theoretical check we perform is to compare the
structure of the halo resulting from both the horizontal and
vertical components of the velocity. A reasonable attack an-
gle between the horizontal component of the wavevector, kh
and B is still entirely likely in our simulations, as the field
is never entirely horizontal. Also, as noted by Khomenko &
Collados (2009) we can expect that it would at least be of a
similar strength to the vz halo, as waves are largely horizontal
at around the refraction height.

Figure 8 shows the comparison. A clear feature is that the
vh enhancement occurs at preferentially higher field strength
than the vz enhancement. This feature also makes sense as
the field inclination is more vertical at these radii, providing a
larger attack angle.
It would be extremely useful if there were any center-to-limb
observational studies of halo features, so that we could com-
pare the horizontal Doppler component with our vh. Zharkov
et al. (2009) have performed an analysis of the umbral "belly
button" as a function of observation angle, but as of yet, no
such studies focusing on halo properties have been conducted.
Finally, and perhaps most importantly, we explain the "dual-
ring" power enhancement structure seen in the power maps
earlier and in observations.
In Figure 9 we compare vz power (once again at the standard
observational height of 140 km) for both the 1.4 kG and the
2.7 kG simulations with the phase shifts at the same height.
The phase shifts in this case are those calculated at z = 140
km height, with respect to waves at z = 0, so we are only look-
ing at the phase shifts that the waves experience over a height
change of 140 km in the simulation.
The black curves have been added simply by eye to aid in the
comparisons here. In both simulations there is a similar phase
shift pattern to that observed in both the simulated and ob-
served intensities at greater heights, however the magnitude
is less here as the waves have travelled a shorter vertical dis-
tance.
The key fact to note is that the strong branch of positive phase
shifts corresponds precisely to the region between the dual
rings of power enhancement. This enhancement gap in |B|, ν
space is the dark ‘moat’ seen between the two halo rings at
various frequencies in the simulation power maps of Figure 4.
The halo itself shows no real phase shift which most likely
indicates a mixture of upwards and downwards travelling
waves. This is to be expected at high, non-trapped frequencies
as waves rise upwards towards the a = c layer and are refracted
back downwards. The halo structure itself does not appear
to change too significantly with respect to the peak magnetic
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Figure 7. Panel a): Unfiltered vz power halos in the case alim = 90 km/s. b), c) and d) show the same quantity from simulations with progressively lower values
of alim.

Figure 8. Panel a) is the standard binned vz power for the 2.7 kG atmosphere. Panel b) is the binned power corresponding to the horizontal component of
velocity, vh. The dashed vertical line is the position of the a = c for the observational height of z = 140 km.

field strength of the model, apart from the noted correlation
with the a = c layer. We certainly do not see any noticeable
change in the peak halo frequency, as Khomenko & Collados
(2009) suggested may be the case. This is most likely due
to the fact that, although the peak field strengths of the two
models are considerably different in the umbra (1.4 kG and
2.7 kG), at the halo radius (some 20 Mm out) the difference
in the field strength will not be so significant.
The pertinent question is: why are there only upwards travel-
ling waves in the moat in between the concentric halos?

5. FAST WAVE DAMPING AND ALFVÉN WAVES

The answer would appear to lie in the process of fast-Alfvén
mode conversion, the basics of which are described in Cally

(2011) and Cally & Hansen (2011).
Fast-Alfvén mode conversion has been well studied in both
sunspot-like (Moradi & Cally 2014; Moradi et al. 2015) and
simple magnetic field geometries: Pascoe et al. (2011, 2012)
have studied the damping of transverse kink waves in terms
of the associated Alfvén resonance and Cally & Goossens
(2008) and later Khomenko & Cally (2011) have conducted
parameter studies with monchromatic wave sources and sim-
ple inclined field magnetic structures. The finding of the latter
two works was that fast wave energy is converted to the field-
aligned Alfvén wave at favoured field inclinations (θ) and
wavevector-to-field angles (φ). The process is also strongly
dependent on both ν and kh.
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Figure 9. The top row corresponds to the weak field simulation, with peak field strength 1.4 kG, and the bottom row is from the strong field case (2.7 kG peak).
On the left are phase shifts calculated at z = 140 km in height. On the right are the standard binned and unfiltered vz power distributions. The black curves are
drawn by eye to denote where the phase shifts would be in the power plots. Once again, the dashed vertical line is the position of the a = c for the observational
height.

In the case of our distributed source simulations, waves ex-
hibit a distribution of wavenumbers and frequencies in a sim-
ilar manner to the quiet sun and so the picture is somewhat
muddied in comparison to such simulations. We can expect
however that fast-Alfvén conversion will in some way act on
fast waves as they reach the Alfvén resonance near their upper
turning point (on the order of a few hundred kilometres above
the a = c, depending on kh).
As the halo appears to be generated by downwards turning
fast waves, we would anticipate that some of this returning
energy may be lost to the field aligned Alfvén wave, which
will follow the local field lines until reaching the top (or the
side) of the simulation domain.
In Figure 4 we noted the strong concentric halos and the gap
of power enhancement in between them. Figure 9 shows this
more comprehensively and associates this dark ring with a
strong positive phase shift.
We suggest that the reason that the halo is not one continuous
region is that for specific field inclinations, fast mode energy
is lost to the Alfvén wave.
Figure 10 suggests this to be the case. Each panel of the figure
corresponds to a specific frequency filtering. The top halves of
the panels are the same as the panels in the middle row of Fig-
ure 4, i.e. filtered power maps corresponding to the stronger
field 2.7 kG simulation at the Doppler velocity observational
height of 140 km.
The bottom halves of the panels show the magnetic energy
associated with the Alfvén wave in the form of the Poynting
vector, S, where

S =
1
µ0

(−v×B)×b, (3)

where v and b indicate the perturbations to the velocity and
the background field respectively. The bottom panels show
the vertical component of the vector, Sz, corresponding to the
upcoming Alfvén flux, and are calculated at the very top of
the simulation domain, at a height z = 2 Mm, just before the

PML comes into effect at the top of the box. In each case the
velocity has been pre-filtered around the associated frequency
range prior to the calculation of Sz to match the power maps.
It is worth remembering that we have applied a cap to a above
a = 90 km/s in the atmosphere and so any upwards travelling
Alfvén waves will encounter our modified atmosphere and
travel at a constant speed to the top of the box, instead of
being subject to a rapidly increasing Alfvén speed.
The correlation between the Alfvén flux and the position
of the dark ring is immediately noticeable, especially in
the 5.5 and 6.5 mHz cases. Note that upwards travelling
Alfvén waves will follow the field and that there is some field
spreading with height in this MHS atmosphere which is why
Sz is diffuse and does not align precisely with the dark ring at
observation heights.
It seems clear that this Alfvén wave energy is responsible for
the strong band of positive phase shifts (and thus upwards
travelling waves) in the dark moat. There is no wave energy
left to return downwards at these radii and field inclinations.
Furthermore this supports the fast-wave halo mechanism
rather strongly as the two processes are critically interlinked.

6. DISCUSSION AND CONCLUSION

Linear forward modelling in realistic MHS sunspot atmo-
spheres has yielded acoustic halos that match up quite well
with observations, both spatially and spectrally. Apart from
the magnitudes of the enhancements themselves, most ob-
served features seem to be reproduced in our simulations, not
just when comparing Doppler and vertical velocities, but also
intensity halos at multiple heights in the chromosphere. As
in the observations we see no power enhancement in calcula-
tions of the time-averaged intensity continuum power.
We have also presented convincing evidence that the mecha-
nism responsible for halo formation is the refraction and re-
turn of magneto-acoustic fast waves at non-trapped frequen-
cies. The halo appears very sensitive to the position of the
a = c layer in the atmosphere, which is the critical loca-
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Figure 10. Power map - Poynting vector composites. Top halves are xy power maps at z = 140 km, filtered around the respective frequencies. Bottom halves are
Sz in units of ergs/m2s, calculated at z = 2 Mm. Note that the Poynting vector scaling is not consistent from plot to plot, as there is significalty less energy arriving
at the top of the box for each subsequently higher non-trapped frequency range.

tion for fast-wave mode conversion. With our realistic dis-
tributed wave source, we see a strong relationship between
the strength of the halo and the extent to which fast waves are
allowed to return downwards. This suggests that the halo is
completely governed by the overlying a > c atmosphere and
the extra energy injected to observable heights by these re-
turning fast waves.
The theory also predicts that an enhancement should be
present in the power of vh, as this component will also in-
teract with the field, and that this enhancement should be con-
centrated toward more vertical field (as the horizontal compo-
nent makes a larger attack angle with vertical field); this was
shown to be the case as well. Unfortunately center-to-limb
observational studies of the halo do not yet exist and so we
cannot compare this horizontal velocity halo to the real thing.
Our simulations are performed in a MHS atmosphere, solving
the linear MHD equations and using a wave excitation mech-
anism that approximates the wave bath of the solar photo-
sphere. The fact that we see halos in such simulations (which
are of course, entirely non-radiative and do not in any way in-
clude convective effects) suggests that the halo is not created
by any convective cell-magnetic field interaction as suggested
by Jacoutot et al. (2008).
Similarly, the idea of Kuridze et al. (2008) that m > 1 waves
may become trapped in magnetic canopy structures cannot oc-
cur in our simulations as the field configuration is horizontally
enforced at the boundaries and there is therefore no down-

wards oriented canopy.
The scattering mechanism of Hanasoge (2009) also cannot ex-
plain why the magnitude of the halo is determined entirely by
the structure of the overlying atmosphere, as we have seen
here.
As noted previously (and as can be seen in Figure 5 in par-
ticular), the primary difference between our simulated halos
and those actually observed in the photosphere and chromo-
sphere is the magnitude of the enhancement itself. Observed
Doppler velocity halos have magnitudes up to 60% (over the
quiet sun average at the same height). Our simulated vz halos
are greater than this by a factor of 2 or even 3, depending on
frequency.
There are several possible explanations for this discrepancy.
As we have postulated, the halo enhancement most likely oc-
curs as a result of fast waves interacting with the sunspot mag-
netic field at large attack angles. This yields a large conver-
sion fraction to the fast magnetic wave which refracts and
deposits additional energy in the photopshere and chromo-
sphere. The penumbral field structure of active regions dif-
fers significantly from the simple MHS model used here how-
ever. Our atmosphere does not explicitly include an umbra or
penumbra, but rather consists of a smoothly decreasing field
strength and vertical inclination component, yielding signifi-
cant regions of smooth, nearly-horizontal field. Non-trapped
waves which reach the a = c equipartition layer will have a
large vertical component and so we would expect these waves
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to interact strongly with primarily horizontal field. In na-
ture, penumbrae contain fine structure, with bright and dark
filaments giving rise to the now well-observed combed mag-
netic field configuration (Scharmer et al. 2002; Bellot Ru-
bio et al. 2004). At the outer penumbral boundary, studies
have shown up to a 60◦ difference in field inclination between
dark (largely horizontal) and light (largely vertical) filaments
(Weiss et al. 2004; Thomas et al. 2006). Energy correspond-
ing to waves interacting with nearly vertical field at these radii
would therefore be lost, transmitting primarily to the slow
magneto-acoustic mode. This would have an overall effect of
weakening the halo, and as these features are not represented
in our model, they may be a contributing factor for our high
halo magnitudes.
Another factor to consider is the non-ideal nature of the photo-
sphere, which contains a large neutral component (Krasnosel-
skikh et al. 2010; Khomenko & Collados 2012). In our ideal
MHD assumption we assume full ionization, and thus neglect
any dissipative effects brought about by ion-neutral collisions.
It is conceivable that these partial ionization dissipative effects
(as well as any other dissipation brought about by small scale
magnetic structure) in the real photosphere and chromosphere
may reduce the observed velocity and intensity halos.
With regards to intensity halos, Figure 5 shows a good agree-
ment between the magnitudes of the observed and simulated
AIA 1700 Å halo. However the observed AIA 1600 Å halo
is very weak, in contrast to the simulation. This may be due
to the larger height range over which observational intensities
are calculated. In particular, the height over which the AIA
1600 Å intensity band is determined observationally is some
185 km (centered at 430 km in height) (Fossum & Carlsson
2005), which may have the effect of smoothing out the 1600
Å intensity power, given that the corresponding synthetic in-
tensities encompass a much narrower height range.
In our final discovery of note we have shown that not just fast-
slow mode conversion but also fast-Alfvén conversion plays
a considerable role in the formation of the halo. This con-
version of the fast wave at preferential field inclinations takes
energy away along the field lines in the form of the transverse
Alfvén wave, resulting in the dual-ring halo structure seen at
high frequency. In our simulations this is visible at 6.5 mHz
and above - the halo is essentially being broken up into two
concentric rings by this Alfvénic energy loss. Observationally
this may help to explain the underlying process responsible
for the 8-9 mHz dual-ring power halo structure (Hanson et al.
2015; Rajaguru et al. 2013), with its spatially localized zone
of enhancement, dark moat and diffuse enhancement region
structure.

The above work would not have been possible without
the generous computing time provided by the center for
Astrophysics and Supercomputing at Swinburne University
of Technology (Australia), the Multi-modal Australian Sci-
enceS Imaging and Visualisation Environment (MASSIVE;
www.massive.org.au) and the NCI National Facility systems
at the Australian National University.
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ABSTRACT

A crucial feature not widely accounted for in local helioseismology is that surface
magnetic regions actually open a window from the interior into the solar atmosphere,
and that the seismic waves leak through this window, reflect high in the atmosphere,
and then re-enter the interior to rejoin the seismic wave field normally confined there.
In a series of recent numerical studies using translation invariant atmospheres, we
utilised a “directional time-distance helioseismology” measurement scheme to study
the implications of the returning fast and Alfvén waves higher up in the solar atmo-
sphere on the seismology at the photosphere (Cally & Moradi 2013; Moradi & Cally
2014). In this study, we extend our directional time-distance analysis to more realis-
tic sunspot-like atmospheres to better understand the direct effects of the magnetic
field on helioseismic travel-time measurements in sunspots. In line with our previ-
ous findings, we uncover a distinct frequency-dependant directional behaviour in the
travel-time measurements, consistent with the signatures of MHD mode conversion.
We found this to be the case regardless of the sunspot field strength or depth of its
Wilson depression. We also isolated and analysed the direct contribution from purely
thermal perturbations to the measured travel times, finding that waves propagating in
the umbra are much more sensitive to the underlying thermal effects of the sunspot.

Key words: Sun: helioseismology – Sun: oscillations – Sun: surface magnetism

1 INTRODUCTION

Sunspots and active regions (magnetic flux concentrations
tens of thousands of kilometres across containing sunspots)
are the most visible manifestation of solar magnetic activity
on the solar surface. A detailed understanding of sunspots
and magnetically active regions is therefore essential in order
to establish accurate physical relationships between internal
solar properties and magnetic activity in the photosphere.

Using observations of surface oscillations, helioseismol-
ogy provides the most effective way to observationally probe
structure inside the Sun. The combination of high spatial
resolution, continuous observing, and simultaneous vector
magnetograms provided by the Helioseismic and Magnetic
Imager (HMI) instrument on board the Solar Dynamics Ob-
servatory (SDO) delivers unprecedented probing of magnetic
active regions and sunspots.

However, important developments in the techniques of
local helioseismology (i.e., both theoretical and observa-
tional) are required to realize the full potential that these
observations offer. As highlighted by a number of detailed

? E-mail: hamed.moradi@monash.edu

comparative studies and reviews on the matter (e.g., Gi-
zon et al. 2009; Moradi et al. 2010; Moradi 2012), major
challenges exist in the development of new helioseismic pro-
cedures that are robust in the presence of magnetism and
capable of probing both subsurface magnetic structures and
associated flows.

Over the years various local helioseismic techniques
have substantially contributed to our understanding of the
solar interior (see Gizon, Birch & Spruit 2010, for a com-
prehensive review). The most widely used measurement
method in local helioseismology is time-distance helioseis-
mology (Duvall et al. 1993). By correlating observations of
Doppler velocity at different times and positions on the so-
lar surface, a causative link is inferred and a travel time
between pairs of points putatively determined. Comparing
these travel times with those calculated for the quiet-Sun,
one infers the presence of wave-speed anomalies beneath the
surface that may be due to such features as magnetic fields,
temperature variations or plasma flows.

With the noise level being substantially larger for group-
time measurements (Kosovichev, Duvall & Scherrer 2000),
time-distance travel times are typically derived from phase
travel-times. While this is adequate for the quiet Sun, in-
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terpretation becomes more complicated when considering
active regions, where phase shifts can naturally arise from
changes in wave propagation speed (e.g., due to subsurface
flows and sound speed perturbations induced by the pres-
ence of the magnetic field), but they can also result from
other sources as well. For example, mode damping (Woodard
1997), acoustic source suppression (Gizon & Birch 2002),
and the Wilson depression (Brüggen & Spruit 2000; Lindsey
& Braun 2000) have all been identified as possible sources
of phase shifts in active regions.

Another important source of phase shifts is via MHD
mode conversion in the atmosphere. Mode conversion takes
place in regions where the sound (cs) and Alfvén speed (ca)
are comparable. It is expected to be significant for sunspot
seismology because in the umbrae of sunspots, the layer
where ca = cs lies is just a few hundred kilometres below the
formation height of the Fe I spectral line of the Helioseismic
and Magnetic Imager (HMI) instrument on board the Solar
Dynamics Observatory (SDO) .

“Fast- to-slow” mode conversion has been explored as
a primary cause of acoustic wave (p-mode) absorption in
sunspots for decades (Spruit & Bogdan 1992; Cally, Bog-
dan & Zweibel 1994; Cally 1995; Crouch & Cally 2003;
Shelyag et al. 2009). In this scenario, the p−modes emerging
in sunspots below the ca = cs level are effectively (acoustic)
fast waves. On passing through the ca = cs layer the p-modes
are partially transmitted into the solar atmosphere as (pri-
marily acoustic) slow waves, most efficiently at small “attack
angle” (the angle between the wavevector and the magnetic
field). The transmitted sound waves propagate longitudi-
nally along field lines at frequencies above the field-adjusted
acoustic cutoff frequency and are reflected otherwise (Bel &
Leroy 1977). If the attack angle is not small however, signif-
icant amounts of energy will be converted to (magnetic) fast
waves (Schunker & Cally 2006). These fast waves are then
reflected off the Alfvén wave speed gradient, at the height
where their horizontal phase speed (vph = ω/kh; where ω is
the angular frequency and kh the horizontal wavenumber) is
approximately equal to ca, back down to the surface (having
assumed ca � cs at this level).

More recently it has been realised that fast waves cre-
ated in this way are further subject to partial conversion to
Alfvén waves higher in the atmosphere. Depending on the
local relative inclinations and orientations of the background
magnetic field and the wavevector, the fast wave may un-
dergo partial mode conversion to either an upward or down-
ward propagating Alfvén wave around the reflection height,
where they are near-resonant (Cally & Goossens 2008; Cally
& Hansen 2011; Khomenko & Cally 2011, 2012; Felipe 2012).
After they reflect off the Alfvén wave speed gradient, the
fast waves may re-enter the solar interior wave field. This
could be problematic for helioseismology, since any phase
changes produced by the “fast-to-Alfvén” mode conversion
process would seriously compromise any inferences derived
from helioseismic inversions of phase travel times (e.g., Du-
vall et al. 1996; Kosovichev, Duvall & Scherrer 2000; Cou-
vidat et al. 2005), which would normally, but inaccurately,
interpret such phase changes as “travel-time shifts” due to
subsurface inhomogeneities alone.

In a series of recent numerical studies (Cally & Moradi
2013; Moradi & Cally 2013, 2014), we quantified the im-
plications of the returning fast and Alfvén waves for the

seismology of the photosphere by comparing Alfvénic losses
higher up in the solar atmosphere with helioseismic travel-
time shifts at the surface. Using 3-D numerical simulations
of helioseismic wave propagation in simple translationally in-
variant atmospheres, we applied a “directional time-distance
helioseismology” approach sensitive to magnetic field orien-
tation, finding substantial wave “travel time” discrepancies
of several tens of seconds (depending on field strength, fre-
quency, and wavenumber) related to phase changes resulting
from mode conversion, and not “actual” travel time changes.
These results, which were also verified using the Boundary
Value Problem (BVP) method of Cally & Goossens (2008)
and Cally (2009), indicated that processes occurring higher
up in the atmosphere are strongly influencing the core data
products of helioseismology.

In these studies only translation invariant setups were
used, which are most useful to study the effect in funda-
mental terms, but are not typically found on the Sun. Our
best chance at constraining the interior structure of sunspots
comes with constructing accurate forward models. Hence, in
order to be able to make meaningful estimates of the direct
role played by MHD mode conversion and wave reflection
in helioseismic measurements, we extend our study to more
realistic sunspot model atmospheres spanning the subphoto-
sphere (z = −10 Mm, with z = 0 being the photosphere) to
the chromosphere (z = 1.9 Mm) and study the sensitivity
of directional helioseismology measurements to changes in
the photospheric and subsurface structure of sunspot mod-
els. For practical computational reasons, we were unable to
model the seismic effects of the Transition Region, though
Hansen & Cally (2014) find it too has significant signatures.

2 THE BACKGROUND MODEL

The background models we employ consist of a number of
azimuthally symmetric magneto-hydrostatic (MHS) sunspot
atmospheres adopted from Khomenko & Collados (2008).
To summarise, these models consist of a concatenation of a
self-similar model in the deep photospheric layers, calculated
following the method of Low (1980), with a potential solu-
tion above some arbitrary height using the method of Pizzo
(1986). The thermodynamic variables for the sunspot axis
are taken from the semi-empirical Avrett (1981) umbral-
core model, while the “quiet-Sun” atmosphere variables are
taken from Model S (Christensen-Dalsgaard et al. 1996) in
the deep sub-photospheric layers, smoothly joined to the
VAL-C (Vernazza, Avrett & Loeser 1981) model in the pho-
tospheric and chromospheric layers, and stabilised using the
method outlined by Parchevsky & Kosovichev (2007).

The sunspot models possess a high degree of flexibility
for conducting a detailed directional helioseismology study,
with a number of variable parameters such as field strength
on the axis, field inclination at the photosphere, and spot
radius. Another important variable parameter in the mod-
els, is the Wilson depression – the height difference between
the umbra and photosphere. This can be easily changed in
the model by choosing the desired location of the constant
optical depth log τ5000 = 0 (the formation height of the 5000
Å continuum radiation) of the semi-empirical umbral model.
Studies have shown that the Wilson depression may be a sig-
nifiant source of travel time reductions in sunspots (Braun
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Figure 1. An example of the MHS sunspot atmosphere used in
the forward modelling. A cut through y = 0 for a 1.5 kG sunspot

with a Wilson depression of 400 km is shown here. The back-

ground colour-scale corresponds to log ca (km s−1). The contour
lines represents the field strength (in G). The dotted line indi-

cates the location of the plasma β ≈ 1 layer, while the dashed

line represents the reference observation height corresponding to
log τ5000 = −1.6.

& Lindsey 2000; Lindsey, Cally & Rempel 2010), so it is im-
portant to observe what effects it may have on directional
travel-time measurements.

We conduct a number of experiments with the sunspot
models. In the first set of experiments, we study the sensitiv-
ity of directional travel times to sunspot field strength and
inclination using two sunspots models with differing peak
photospheric field strengths (1.5 and 2.5 kG) but with all
other parameters fixed (i.e., spot size, field inclination at
the photosphere and Wilson depression, which is fixed at
400 km). In the second set of experiments, we investigate
the sensitivity of the directional travel times to the depth
of the Wilson depression. Estimates from observations put
the depth of Wilson depression in the range of 300 − 1500
km (Bray & Loughhead 1964; Mart́ınez Pillet & Vazquez
1993; Mathew et al. 2004; Watson et al. 2009). For our study
we employ three identical sunspot models with a relatively
moderate surface field strength (1.5 kG) with varying Wil-
son depressions depths of 300, 400 and 500 km respectively.
In our final set of experiments, we ascertain the contribu-
tion of the underlying thermal perturbations to the travel-
time shifts in contrast to the direct magnetic effects in a
sunspot with surface field strength of 1.5 kG and a Wilson
depression of 400 km. As shown in Moradi & Cally (2008)
and Moradi, Hanasoge & Cally (2009) this can easily be
achieved in linear numerical simulations by suppressing the
direct magnetic effect on the waves. The combined outcomes
from these experiments provide us with valuable diagnostics
of both the thermal and magnetic structures of sunspots.

As all sunspot models encompass a Wilson depression,
the simulated data are analysed at a constant optical depth
log τ5000 = −1.6, which roughly represents the layer where
the contribution function for FeI 6173 Å photospheric spec-
tral line has its maximum (Khomenko et al. 2009). The opti-
cal depths are calculated using the routine described in Jess
et al. (2012) by integrating the continuum and line opaci-
ties along the lines-of-sight for each column in the sunspot
models. The ATLAS9 package (Kurucz 1993) opacities are
used in the computation. We also have the ability to choose
the line-of-sight viewing angle (from the vertical), but for
simplicity we calculate and compare directional travel times
using the photospheric velocity at disk centre. Some proper-
ties of these sunspot model atmospheres are shown in Figure
1.

3 THE FORWARD MODEL

As in our previous studies, we numerically solve the lin-
earised equations of ideal MHD using the Seismic Propaga-
tion through Active Regions and Convection (SPARC) code
(Hanasoge 2007) which has been successfully utilised in the
past to study wave propagation through model sunspots
(Moradi, Hanasoge & Cally 2009). The dimensions of the
3-D computational box employed for the numerical simu-
lations are 140 Mm in the horizontal (x, y) directions and
11.9 Mm in the vertical (z) direction. The bottom bound-
ary of the domain is located at 10 Mm below the photo-
spheric level z = 0. The horizontal grid spacing consists of
256 equidistant points in x and y, with a resulting resolu-
tion of ∆x = ∆y ≈ 0.55 km/pixel, while the vertical grid
spacing ∆z is nonuniform, ranging from tens of kilometres
near and above the surface to just over one hundred kilome-
tres near the bottom of the computational domain. The top
∼ 500 and bottom ∼ 800 km of the box are occupied by the
vertical absorbing (PML) boundary layers, while absorbing
sponges line the sides of the box.

The axis of the sunspot is placed at the centre of the
computational domain. For each sunspot case studied, we
conduct ten unique simulations using a Gaussian perturba-
tion source positioned along the left hand side of the sunspot
along y = 0, starting from the axis (x = 0, y = 0) and then
at nine other locations along the negative x axis, as depicted
in Figure 2. As the sunspot model is axisymmetric, this al-
lows us to study each corresponding θ associated with the
source location separately.

The acoustic source employed for our calculations is
similar to that employed by Shelyag et al. (2009) and Moradi
& Cally (2014), where a source term of the form:

vz = sin
2πt

t1
exp

(
− (r − r0)2

σ2
r

)
exp

(
− (t− t0)2

σ2
t

)
, (1)

is added to the right hand side of the vertical momentum
equation. In the equation above vz is the perturbation to
the vertical component of the velocity, t0 = 300s, t1 = 300s,
σt = 100s, σr = 4∆x, and r0(x, y) is the source position. The
source, which is always initiated below the surface at z =
−0.65 Mm, generates a broad spectrum of acoustic waves in
the 3.33 mHz range, mimicking wave excitation in the Sun.
For each magnetic case we conduct a separate quiet-Sun run
to act as the reference (unperturbed) model.
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The relatively large field strengths associated with the
sunspot models being considered, coupled with the exponen-
tial drop in density with height in the atmosphere, naturally
results in a substantial ca above the surface. For explicit nu-
merical solvers, such as SPARC, this results in severe CFL
(∆t ≈ ∆z/ca) constraints, significantly compounding the
computational expense of conducting a detailed parametric
study. To alleviate the problem, we employ a Lorentz Force
“limiter” to limit/cap the Alfvén wave speed at a particular
value above the surface. This approach is commonly adopted
by explicit numerical solvers in computational MHD stud-
ies of sunspot structure (Rempel, Schüssler & Knölker 2009;
Cameron et al. 2011; Braun et al. 2012), allowing one to in-
crease the simulation ∆t to any desired or practical value.

However in Moradi & Cally (2014), we studied the phys-
ical implications of imposing an artificial limit on ca and
found that it can severely impact the fast-wave reflection
height (ca ≈ ω/kh) in the sunspot atmosphere, which can
be problematic for fast-to-Alfvén mode conversion and any
subsequent helioseismic analyses. In fact, we found that un-
less the ca cap is placed well above the horizontal phase
speed associated with the wave travel distance being stud-
ied (thus ensuring minimal damage to the fast-wave reflec-
tion height), helioseismic travel time measurements could
be severely affected. On the back of these findings, we de-
cided to employ a limiter with a ca cap at 80 km s−1, but
restrict our helioseismic analyses to waves with horizontal
phase speeds well below this (see Table 1), so as to ensure
our travel time measurements would not be compromised.

4 DIRECTIONAL TIME-DISTANCE
HELIOSEISMOLOGY

With single source wave excitation, time-distance diagrams
can easily be constructed by plotting the resulting velocity
signal as functions of time for all horizontal locations. More-
over, each source location along the negative x-axis corre-
sponds to a specific field inclination θ (from the vertical). As
seen in Figure 2, with the source locations we have chosen
we can sample θ in the range 0◦−70◦. By selecting a receiver
location at a horizontal distance (∆) away from the source
location around the xy-plane, we isolate the magnetic field
orientation with respect to the vertical plane of wave prop-
agation, which we refer to as the “azimuthal” field angle (φ,
where 0 6 φ 6 180◦, from the right- to the left-hand side of
the sunspot) which we sample in 10◦ bins.

Prior to calculating the travel times, we first filter the
data cubes in two frequency ranges: 3 and 5 mHz by em-
ploying a Gaussian frequency filter with a dispersion of 0.5
mHz. We also apply an f -mode filter to remove the con-
tribution from surface gravity waves. We then measure the
phase travel time perturbations δτ (i.e., the differences in the
phase travel times between the magnetic and nonmagnetic
simulations) using Gabor wavelet fits (Kosovichev & Duvall
1997) to the time-distance diagram at various ∆ away from
the source, for each source (θ) receiver (φ) pair of points.
A rectangular window of width 14 minutes centred on the
first-bounce ridge selects the fitting interval in time lag. The
fits are done by minimising the misfit between the Gabor
wavelet and the wave form. An initial guess of the Gabor
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Figure 2. The one-way travel time measurement geometry. In

both panels, the background represents the vertical component
of magnetic field strength at the observation height log τ5000 =

−1.6. In panel a) the contours are indicative of the magnetic field

inclination from the vertical (θ in degrees) at the same height
in the atmosphere, while the crosses represent the locations of

the individual acoustic sources utilised in the forward modelling
calculations. Panel b) shows an example of the receiver locations

(which span from 0 6 φ 6 180◦, from the right- to the left-hand

side of the sunspot, spaced φ = 10◦ apart) for a source initiated
at θ = 0◦, denoted by the cross on the axis (x = 0, y = 0). The

dots indicate the receiver locations at ∆ = 6.2 Mm, the circles

∆ = 8.7 Mm, and the diamonds represent ∆ = 11.6 Mm.

wavelet parameter values is obtained by fitting the refer-
ence (quiet-Sun) wave form first. We use MATLAB’s mul-
tidimensional unconstrained nonlinear minimisation routine
fminsearch for the fitting, which employs the Nelder-Mead
simplex algorithm (Lagarias, et al. 1998). This is a direct
search method that does not use numerical or analytic gra-
dients. We measured δτ for three typical skip distances ∆
(Couvidat et al. 2005). The horizontal phase speeds associ-
ated with these distances are presented in Table 1.
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Table 1. Wave travel distances analysed and their associated

horizontal phase speeds in the quiet Sun model.

∆ (Mm) vph (km s−1)

6.2 12.6

8.7 14.1
11.6 16.4

5 RESULTS & ANALYSIS

5.1 Sensitivity of Directional Travel Times to
Frequency, Field Strength and Inclination

The contour plots in Figures 3 and 4 depict the time-distance
phase travel-time perturbations (with respect to the quiet
solar model) as functions of wave source position/field in-
clination from vertical θ and receiver location/azimuthal di-
rection φ, derived from sunspot models with surface field
strengths of 1.5 and 2.5 kG respectively. The results shown
are for the two frequency bands analysed, 3 (left column)
and 5 (right column) mHz, and for waves which travel a
horizontal distance of ∆ = 6.2 (panels a-b), 8.7 (panels c-d)
and 11.6 Mm (panels e-f) from the source.

Pleasingly, the features we observe in Figures 3 − 4
are very much in accord with the directional travel times
derived from previous studies using simple translationally
invariant background atmospheres (Cally & Moradi 2013;
Moradi & Cally 2014). Specifically, they show a clear man-
ifestation of the acoustic cutoff at θ = 30◦ − 40◦ for 5 mHz
and θ = 50◦ − 60◦ at 3 mHz. For θ below the acoustic cut-
off, small positive δτ values of a few seconds are apparent.
For larger θ (i.e, sufficient for the ramp effect to take hold
ω > ωc cos θ), the atmosphere is open to wave penetration
and mode conversion. This results in significant negative δτ
for these θ, particularly at small sin φ (around 0◦ and 180◦),
which is due to the fast magnetically-dominated waves un-
dergoing significant phase enhancement on returning to the
surface after passing upward through the ca = cs layer, re-
flecting near ω/kh = ca, and finally re-entering the interior
via ca = cs again. However, away from φ = 0 (and 180◦),
the fast waves lose energy as they are partially converted to
the Alfvén wave, which results in a phase retardation that
partially cancels the underlying negative travel time per-
turbation at small sinφ. In line with previous studies, the
energy loss is at its maximum around φ = 80◦−100◦, orien-
tations typically associated with peak fast-to-Alfvén conver-
sion (Khomenko & Cally 2011, 2012; Cally & Moradi 2013).

However unlike our previous studies where the atmo-
sphere and magnetic field were horizontally invariant, the
presence of the sunspot, coupled with the distribution of
the individual wave sources (on the left-hand side of the
sunspot), results in a distinct asymmetry in δτ about φ.
This is essentially due to one end of the wave path being in
a stronger region of perturbation (i.e., inside the sunspot),
and the other end being near or inside the “quiet Sun” re-
gion, which will naturally result in a directional bias in δτ ,
with larger (negative) δτ expected for φ < 50◦ (i.e., waves
travelling primarily to the right/inside the “umbra” of our
sunspot model). This effect is exacerbated as the wave travel
distance is increased, as is evident in Figures 3 − 4 e) and
f), for ∆ = 11.6 Mm.
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Figure 3. One-way phase travel-time perturbations (δτ) derived

from the 1.5 kG sunspot model calculations as a function of field
inclination (θ) from the vertical, and azimuthal angle (φ) for wave

travel distances of ∆ = 6.2 (a-b), 8.7 (c-d) and 11.6 (e-f) Mm.
Left column represents 3 mHz and right column 5 mHz.

As expected, the magnitude of the δτ perturbations is
also strongly dependant on frequency and magnetic field
strength. Larger negative and smaller positive δτ are ob-
served for all sunspot models and ∆ as the frequency is
increased from 3 to 5 mHz. This frequency dependance of
helioseismic travel times has been well documented in the
past (Braun & Lindsey 2000; Chou 2000; Braun & Birch
2006; Couvidat & Rajaguru 2007; Moradi, Hanasoge & Cally
2009). Increasing the field strength of the sunspot naturally
shifts the location of the ca = cs layer deeper below the
surface, but the only direct effect on the directional δτ we
observe at the photosphere is an increase in their magnitude
at both 3 and 5 mHz for all ∆.

5.2 The Effect of the Wilson Depression

Figure 5 shows the directional δτ derived for ∆ = 6.2 Mm for
three 1.5 kG sunspot models with varying Wilson depression
depths (300, 400 and 500 km), calculated at 3 and 5 mHz.
While the general behaviour of δτ across θ and φ for all
three models is consistent with those derived in section 5.1,
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Figure 4. Same as Figure 3 but for the 2.5 kG sunspot model.

it is also apparent that modifying the depth of the Wilson
depression can have a direct and measurable impact on the
directional travel times.

This is not entirely unexpected of course, as the Wil-
son depression is a physical displacement in the photosphere
which will naturally give rise to a change in the path length
of the waves. Modifying the depth of the Wilson depression
also implies a change in the near surface density and tem-
perature stratification of the sunspot, which in turn will also
modify the actual wave speed (both cs and ca), the result of
which should manifest itself in the travel time calculations.

These effects are evident in Figure 6, which shows a cut
at θ ≈ 32◦ through Figure 5. Here we can clearly observe
faster travel times associated with waves travelling towards
the sunspot axis as the Wilson depression is shifted deeper
below the surface. While the δτ differences between 300 and
400 km are very subtle (under ∼ 1 second), more significant
differences in δτ are observed with the Wilson depression
at 500 km. At φ = 0 we see a ∼ 3 second difference to the
300 − 400 km cases, and at 5 mHz it’s ∼ 7 seconds. Waves
travelling away from spot centre (large φ) do not appear to
be affected by the change in Wilson depression depth. We
observed a similar behaviour for ∆ = 8.7 and 11.7 Mm (but
have not shown them here for the sake of brevity).
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Figure 5. One-way phase travel time perturbations δτ as a func-

tion of field inclination from the vertical θ azimuthal angle φ for
∆ = 6.2 Mm, derived from three 1.5 kG sunspot models with

Wilson depression of 300 (a-b), 400 (c-d) and 500 (e-f) km. Left
column represents 3 mHz and right column 5 mHz.

These results are generally consistent with the recent
findings of Schunker et al. (2013), who studied the sen-
sitivity of helioseismic travel times to the depth of the
Wilson depression using numerical forward modelling of
plane wave packets through non-MHS sunspot model atmo-
spheres. They found that a ∼ 50 km change in the Wilson
depression can be detected above the observational noise
level.

5.3 The Effect of Thermal Perturbations

One of the advantages of forward modelling of waves in a
model sunspot atmosphere is that it provides us with the
opportunity to isolate the individual effects of the mag-
netic field and thermal perturbations on travel-time mea-
surements (Moradi & Cally 2008; Moradi, Hanasoge & Cally
2009). In order to isolate the thermal contributions to the
measured directional δτ , we repeat our single source calcu-
lations, this time using a “thermal” sunspot model, where
only the thermal perturbations corresponding to the 1.5
kG sunspot model with a Wilson depression of 400 km are
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Figure 6. One-way phase travel time perturbations δτ for waves
initiated at θ ≈ 32◦ as a function of azimuthal angle for ∆ =

6.2 Mm, derived from three 1.5 kG sunspot models with varying

Wilson depression depths. The solid lines are the results from 300
km model, the dotted lines represents the 400 km model, and the

dashed lines represent the 500 km model. Panel a) represents 3

mHz travel times and panel b) 5 mHz travel times.

present, but with the direct magnetic effects on the waves
suppressed. The directional travel times are then measured
in an identical manner as before, with the results shown in
Figure 7. These travel times can be directly compared with
those derived from the 1.5 kG magnetic sunspot in Figure 3,
which we do so in Figure 8, where we show some line plots
with the thermal and magnetic travel times plotted on the
same scale for a selection of θ.

It is important to note that the resulting “thermal
travel-time perturbations” produced from these calculations
result from a combination of thermal perturbations and ge-
ometrical effects due to the presence of a Wilson depression.
When considering purely thermal effects on their own, i.e,
a cooler plasma with a reduced sound speed and no Wil-
son depression, one would expect to see positive travel-time
shifts with respect to the quiet Sun, as waves travel slower
in the cooler medium. On the other hand, the presence of
a Wilson depression can change the wave-path length, de-
pending on the wave propagation direction (towards or way
from the umbra for example) and frequency.

In Figure 7−8 it is clearly evident that the geometrical
effects introduced by the Wilson depression are indeed sig-
nificant for waves travelling towards the “umbra” (φ < 50◦),
with the reduction in path length seemingly overriding the
effects of the cooler plasma, resulting in similar (negative)
travel-time shifts to those produced by the magnetic sunspot
model. The combination of longer path length and cooler
plasma results in positive δτ for waves travelling away from
the spot centre, where in the magnetic sunspot model we
observed negative δτ . A closer look at comparison plots in
Figure 8 also reveals that the travel time increase due to fast-
to-Alfvén conversion, typically seen around φ ≈ 80◦ − 100◦,
is absent in the thermal travel times. This indicates that the
phase shifts produced by fast-to-Alfvén mode conversion are
indeed distinguishable from thermal/geometrical effects and
have a distinct and significant effect on helioseismic travel
time measurements in sunspots.

The measured thermal δτ at 3 and 5 mHz appear to
reach their peak at θ ≈ 32◦ in Figure 7. However, we must
remember that θ in the thermal calculations is purely rep-
resentative of the source position, not actual field inclina-
tion from vertical, as magnetic effects are suppressed for
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Figure 7. One-way phase travel time perturbations (δτ) derived

from a model where only the thermal perturbations corresponding
to the 1.5 kG sunspot with a Wilson depression of 400 km are

present. Panels (a-b) represent a wave travel distance of ∆ = 6.2
Mm, (c-d) represent ∆ = 8.7 Mm, and (e-f) represent ∆ = 11.6

Mm. Left column represents 3 mHz travel times and right column

5 mHz.

these calculations. Hence, this apparent dependance on θ is
a purely geometrical effect and is distinctly different from
the “ramp effect” and fast-to-slow mode conversion-induced
phase shifts we can observe in the magnetic δτ at 3 and 5
mHz in Figure 3.

6 DISCUSSION AND CONCLUSIONS

As solar imaging hardware becomes increasingly sophisti-
cated, the need for innovative diagnostic tools and precise
modelling of wave propagation and transformation proper-
ties in strong magnetic field regions of sunspots is made
ever more apparent. Building on previous numerical stud-
ies which employed simple plane-parallel atmospheres, we
conducted a non-exhaustive parametric study of waves in
model sunspot atmospheres in an attempt to further our
understanding of the implications of MHD mode conversion
on helioseismic measurements.

By using time-distance heliosiesmology and a travel-
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Figure 8. Line-plots of one-way phase travel time perturbations
δτ along φ for waves initiated at θ ≈ 34◦ (black), θ ≈ 51◦ (blue)

and θ ≈ 65◦ (red) for ∆ = 6.2 Mm. The solid lines denote travel

times derived from the 1.5 kG thermal sunspot model, while the
dashed lines denote the magnetic sunspot model. Panel a) repre-

sents 3 mHz travel times and panel b) the 5 mHz travel times.

time measurement scheme sensitive to magnetic field ori-
entation, we find that: i) The general behaviour of the
travel-time shifts for the various sunspot models analysed is
strikingly similar to that derived in Cally & Moradi (2013)
and Moradi & Cally (2014), being strongly linked to mode
conversion in the atmosphere; ii) the magnitude of the di-
rectional travel times is dependant on the sunspot field
strength, wave frequency and travel distance; iii) the depth
of the Wilson depression can produce a measurable change
in travel times, with slightly faster travel times produced by
waves travelling in the direction of the sunspot axis as the
Wilson depression depth is increased from 300 to 500 km
below the surface; and finally iv) wave path changes pro-
duced by the underlying thermal structure of the sunspot
appear to be the most significant contributor to the travel-
time shifts for waves travelling towards and inside the um-
bra. Away from the umbra however, it is the magnetic effects
that dominate.

Overall, these results paint a fairly consistent picture:
that the seismic waves’ journey through the atmosphere can
directly affect the wave travel times that are the basis of
our inferences about the subsurface structure of sunspots,
and in particular these effects are directional, depending on
the orientation of the sunspot magnetic field. The close cor-
respondence between these results and those derived previ-
ously using translationally invariant atmospheres, combined
with the fact that directional filtering is directly extensible
to real helioseismic data, argues strongly for the viability
of directional time-distance probing of real solar magnetic
regions. This will be the focus of future studies.

In conclusion, directional helioseismology significantly
enhances our computational helioseismology toolkit, where
recently a number of other important advances have been
made in both forward (Schunker et al. 2013) and inverse
(Hanasoge et al. 2012) modelling, ultimately leading to more
precise helioseismic inferences of the subsurface structure
and dynamics of sunspots.
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