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Abstract

PHYSICAL-layer network coding (PNC) is a new technology which has the potential

to increase network throughput beyond existing standards based on routing. De-

spite the fact that PNC has been well investigated from information-theoretic point of

view, only a few partial prototypes have been reported in the literature. The implemen-

tation of a PNC system is burdened with many challenges such as carrier-phase, symbol

and frame asynchrony. In this research, we mainly focus on software-defined radio proto-

typing of a two-way relay network utilizing PNC relaying. We present the first real-time

implementation of a generalized PNC algorithm, namely compute-and-forward relay-

ing. In addition, we propose an improved compute-and-forward relaying scheme which

simplifies the use of power-of-two size constellations typically used in practical commu-

nication systems. The presented testbed provides a valuable platform for verification of

the theoretical research on PNC and evaluation of synchronization requirements. Our

experimental results show that when the signal-to-noise ratio is high, PNC relaying out-

performs other relaying strategies in terms of the network throughput.

In addition, we propose a new method of multiplierless pulse-shaping filter design which

allows essential reduction of the hardware utilization as well as out-of-band power. There-

fore, a multiplierless filter designed with the proposed method is especially suitable for

FPGA/VLSI implementation.
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Chapter 1

Introduction

RELAYING of an important or alarming message was known far before the inven-

tion of radio. For example, in the Middle Ages people used drums or bells to

notify others about a danger such as enemy intrusion or a coming thunderstorm. When

such a message was received, it was repeated by another bell with the same tone and

frequency, i.e., relayed in order to propagate the alarm among larger numbers of people.

Not surprisingly, relaying in radio communication became a common task soon after the

invention of radio. Radio relaying was needed when the source and the destination of

a message could not communicate directly due to the large distance, obstacles or power

limitations. A relay or a chain of relays simply retransmitted messages without modify-

ing them.

Later, experiments with multiple-input multiple-output (MIMO) wireless systems

demonstrated that the quality of the reception could be improved greatly with the use

of multiple antennas [1, 2]. This effect was achieved by introducing the diversity, i.e. de-

livering several copies of the signal via independent paths, thus reducing the negative

effects of fading. The subsequent introduction of space-time codes encouraged further

development of MIMO systems, improving both diversity and rate without the need for

redundant channel use such as repetition of the same signal [3–5]. However, not all wire-

less devices were able to benefit from the use of transmit diversity because of limited size,

power constraints or hardware costs. To overcome this, the concept of cooperative commu-

nication [6] was introduced. In this scenario, several single-antenna devices in a network

share their antennas in order to create a virtual MIMO system. The introduction of coop-

erative communication allowed single-antenna devices to exploit transmit diversity, thus

1



2 Introduction
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Figure 1.1: Difference between (a) conventional relaying and (b) cooperative relaying.
The conventional relay R simply retransmits message x1 received from source S transmit-
ted x toward destination D. In the cooperative relaying scheme source S first transmits
x to relay R; then both R and S transmit x simultaneously in order to take advantage of
transmit diversity.

increasing the quality of communication. Accordingly, cooperative communication in-

troduced a new role for relays. In this scenario, the task of relaying changed from merely

repetition to cooperative relaying. Figure 1.1 illustrates the difference between conven-

tional and cooperative relaying in wireless communication systems.

In large wireless networks, such as mobile networks, the traffic is often bidirectional,

when a node can serve as a source and sink at the same time, or even multidirectional. A

two-way relay network (TWRN), alternatively referred to in the literature as two-way relay

channel (TWRC), represents a canonical example of a network topology with bidirectional

relaying. TWRN represents a wireless network consisting of three nodes, namely termi-

nals A and B and relay R. Since there is no direct communication link between A and B,

the terminals exchange information via the relay R. We assume that the nodes operate

in half-duplex mode, i.e. a node can either receive or transmit at the same time, but not

both. A traditional scheduling (TS) scheme shown in Figure 1.2 exchanges information in
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Figure 1.2: Two-way relay network with traditional scheduling scheme. The information
exchange is performed within four time slots.
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Figure 1.3: Two-way relay network with digital network coding. The information ex-
change is performed within three time slots.

TWRN in four time slots. First, terminal A transmits a packet mA to relay R; second, relay

R forwards mA to terminal B; at the third and fourth time slots, respectively, B transmits

a packet mB to relay R, and R forwards mB to A. This example illustrates that the relay

transmits twice as often as the terminals, thus the relay represents a bottleneck in the

network. This mean that with growing demands for higher data rates, this approach is

unable to maximize the network throughput [7]. Therefore, introducing a more efficient

relaying strategy can lead to throughput increase of the entire network. For example, the

relay may need to compute functions of packets it receives, and forward the functions,

rather than the original packets.

With digital network coding (DNC), presented in Figure 1.3, it is possible to reduce the

number of time slots in TWRN information exchange from four to three as follows: in the

first and second time slots each terminal transmits its packet mA and mB, respectively, to

the relay; using conventional demodulation techniques, the relay independently recovers

bits of both the received packets, performs bitwise XOR operation and composes packet

mR such that

mR = mA ⊕mB, (1.1)

where ⊕ denotes bitwise XOR. In the third time slot, relay R broadcasts packet mR to the

both terminals. Subsequently, each terminal is able to recover the packet addressed to it

by performing another XOR operation on mR and its own transmitted packet:

mR ⊕mA = (mA ⊕mB)⊕mA = mB (1.2)

As a result, by performing data exchange in three time slots rather than in four, DNC

increases TWRN throughput by 33%.

DNC was first proposed for wired networks in [8]. Later, [9,10] developed the impor-



4 Introduction

tant class of linear network codes, where mR is computed as a linear combination of mA

and mB over a finite field GF (q)

mR =
[
aAmA + aBmB

]
q (1.3)

where aA and aB are coefficients over the finite field. From the perspective of these works,

the DNC scheme with bitwise XOR operation, described in (1.1) and (1.2), can be consid-

ered as a special case over the finite field GF (2). Subsequently, DNC was applied to

wireless networks in [11] and its performance was investigated in [12, 13]. In particular,

[13] proposes a DNC scheme where the relay forwards the soft decisions, i.e. the soft-

DNC scheme. The simulation results provided demonstrate that the soft-DNC scheme is

especially useful when Tx SNR is high.

Typically, a relay utilizes one of the MAC methods, such as TDMA or FDMA, or mul-

tiuser detection in order to avoid interference from several users. However, these con-

ventional methods do not allow further increase of the throughput. One way of boosting

the throughput derives from the observation that a relay is often not interested in the

content of a packet which it receives and forwards.

Physical layer network coding (PNC) represents a further development of the network

coding concept, where network coding is performed in the physical layer. By exploiting

interference rather than avoiding it, the PNC in theory may double the network through-

put. Unlike DNC, where the network coding operations are performed explicitly by the

relay, the PNC concept proposed independently in [14], [15] and [16] in 2006 shifts the

burden of network coding from the relay to the wireless channel. Specifically, PNC al-

lows several nodes to transmit synchronously. As a result, superposition of electromag-

netic waves occurs in the wireless medium, and this phenomenon is exploited as a form

of network coding, performed by nature. In this way, the interference effect, which is

usually seen as destructive, becomes constructive. Note that early theoretical works on

PNC assume perfect synchronization between several terminals. Subsequent studies,

however, have demonstrated that the synchronization requirements can be significantly

alleviated. The needs for synchronization are discussed in detail in Section 2.4.

With respect to TWRN, PNC allows for further reduction of the number of time slots
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Figure 1.4: Two-way relay network with PNC. The information exchange is performed
within two time slots. The first and second time slots are referred to as the multiple-access
phase and the broadcast phase respectively.

to two by combining transmissions from both the terminals into one time slot, as illus-

trated in Figure 1.4. Let signals xA(t) and xB(t) respectively represent packets mA and

mB after modulation. If the signals are transmitted synchronously within the first time

slot, in this case also referred to as the multiple-access (MA) phase, the relay receives the

superimposed signal:

y(t) = hAxA(t) + hBxB(t) + z(t), (1.4)

where hA and hB represent channel coefficients, and z(t) is channel noise.

Subsequently, based on the received signal y(t), the relay attempts to estimate vector

mR

m̂R = F (mA, mB) = f (y (t)) , (1.5)

where F (·, ·) is referred to as PNC mapping function, and f (y (t)) determines the map-

ping of y (t) to m̂R.

During the second time slot, the broadcast phase, the relay broadcasts m̂R. Upon recep-

tion, the first terminal recovers the desired packet m̂B based on m̂R and its own trans-

mitted packet mA, and the second terminal recovers m̂A in the same way. The following

example from [17] explains the principle behind the PNC.

Let hA = hB = 1, and both the terminals transmit just one bit modulated with BPSK

modulation. We assume that the channel is noiseless, and the terminals transmit with the

same power and at the same time. Then

y(t) = xA(t) + xB(t). (1.6)

All possible combinations are shown in Table 1.1. From the table it follows that in this
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Table 1.1: Example explaining principles of PNC [17].

Bit Bit Symbol Symbol Received Bit
of mA of mB of xA(t) of xB(t) symbol y(t) mA ⊕mB of m̂R

0 0 -1 -1 -2 0 0
0 1 -1 1 0 1 1
1 0 1 -1 0 1 1
1 1 1 1 2 0 0

example bitwise XOR can be employed as the PNC mapping function:

F (mA, mB) = mA ⊕mB, (1.7)

and

f (y (t)) =

 1, |y (t)| = 0,

0, |y (t)| = 2.
(1.8)

Subsequently, the relay broadcasts m̂R and the terminals A and B receive it and recover

respectively

m̂B = m̂R ⊕mA = mB, (1.9)

and

m̂A = m̂R ⊕mB = mA. (1.10)

From this example, the term “physical layer network coding” is straightforward: net-

work coding in this scenario naturally happens in the physical layer. This example also

demonstrates that in PNC, there is no need for the relay to recover the bits of mA and

mB from y(t); only the bits of mR are required. Accordingly, PNC increases TWRN

throughput by 100% compared to TS, and 50% compared to DNC. This simple exam-

ple is, however, based on unrealistic assumptions. In practice, the throughput can drop

depending on channel conditions and the Tx power. Subsequent studies of PNC propose

and develop algorithms applicable to realistic situations, higher order modulations such

as QPSK and M-QAM, and analyze their performance.

Despite the potential of PNC to boost the network throughput and promising theo-
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retical results, it is still in the early stage of development from the perspective of its use

in actual wireless communication systems. In addition, its implementation is hampered

by numerous implementation problems. Therefore, the development of PNC into a tech-

nology suitable for utilization in the next generation telecommunications, its prototyping

and experimental evaluation represent the research foci of this thesis.

1.1 Research motivation

In spite of the fact that many theoretical studies and simulation results have been pub-

lished, little research has been reported on the deployment of PNC in wireless communi-

cations. In particular, limited results are available on the prototyping of PNC algorithms,

especially on real-time hardware. Currently, only a few simplified PNC testbeds are im-

plemented. They support low data rates due to either high computational complexity

or insufficient synchronization, or both. Therefore, they do not fully demonstrate all the

benefits of PNC. The reader is referred to Section 2.6 for a detailed overview of the im-

plementation of PNC testbeds available in the literature.

At the same time, the number of reported DNC implementations is significantly higher.

DNC has been applied in various areas such as routers for mesh networks [18], video

streaming on smartphones [19–21], or implemented on software-defined radio (SDR)

[22]. In all cases, the utilization of network-coding led to a significant increase in the net-

work throughput. For example, [20] demonstrated that cooperation and the exchange of

network-coded messages among several smartphones located within proximity of each

other increased the average download rate for each smartphone, when downloading the

same video content from the Internet, by up to three times. In [18], Katti et al. present

a new architecture for wireless mesh networks (COPE), which provides improvement

of throughput of the network by up to four times, achieved by forwarding DNC-mixed

packets. The testbed consists of 20 wireless nodes located on two floors of a building.

Since in theory PNC outperforms DNC in terms of throughput, we believe that the

practical benefits of PNC will be significant. In our opinion, PNC has large potential

for applications in various areas. From this discussion and taking into account the gap
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between theory and practice, we consider the design of a stable real-time PNC testbed

and subsequent experimental, rather than theoretical analysis, to be the first step toward

demonstrating the full potential of PNC.

Such a testbed, if implemented, will provide inestimable assistance in verifying recent

theoretical research on PNC. As PNC is a broad research area which attracts researchers

with different backgrounds and has a large number of possible applications, we under-

stand the need for the testbed to be universal and quickly modifiable, and to support dif-

ferent data rates and allow experiments with different frequencies, modulations, channel

coding schemes and other techniques. Therefore, SDR appears to be a good basis for

implementation of such a testbed. The reader is referred to Section 2.7 and references

therein for more information on the advantages of prototyping communication systems

in SDR.

With our main work on prototyping of PNC schemes on existing SDR platforms,

we have found that the implementation of a few essential components of a communi-

cation system on FPGA, rather than on a general purpose CPU, dramatically improves

the performance of the entire system. However, due to the limited number of multipli-

ers available on many commercial FPGAs, the design of those components is preferably

multiplierless. An alternative solution would require the use of more expensive FPGAs,

which are equipped with multipliers but considerably increase the costs of both design

and development. Therefore, multiplierless design remains of interest. In particular,

relocation of the root-raised cosine filter to the FPGA used in both Tx and Rx chains for

pulse-shaping can greatly increase the throughput of the SDR platform and decreases the

randomness of processing delay. Therefore, this motivated us to search for an efficient

multiplierless implementation of the root-raised cosine filter on FPGA. In particular, we

are looking at infinite impulse response (IIR) filter design, because IIR filters often achieve

desired specifications with lower computational complexity, thus reducing the hardware

utilization.
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1.2 Challenges of PNC implementation

The implementation of PNC systems faces the following major technical challenges which

hinder prototyping and subsequent performance evaluation.

• Information-theoretic focus of the previous research on PNC: In general, studies

on PNC investigate its performance from an information-theoretic point of view.

However, many existing PNC algorithms demonstrate relatively poor performance

when used directly in scenarios typical for wireless communication systems. For

instance, analog PNC schemes are convenient for analysis, and hence are well-

studied, but may be not suitable for use in systems based on digital communica-

tions.

• Increased effective noise of PNC receivers: In addition to channel noise, PNC

mapping introduces extra artificial noise. For example, in the compute-and-forward

(CF) strategy, effective noise is added due to the need to approximate non-integer

complex channel coefficients with the integer coefficients.

• Symbol and frame synchronization: Original PNC algorithms require tight sym-

bol and frame synchronization. On the other hand, recent theoretical works on

asynchronous PNC are based on assumptions which are not realizable on existing

hardware, for example, due to excessive oversampling requirements, or assump-

tions which lead to entire system inefficiency.

• Applicability of established signal processing methods: Widely used signal pro-

cessing techniques, aiming to improve the quality of the received signal, such as

channel estimation and symbol-timing recovery, are well-developed for traditional

communications which avoid interference. However, their applicability to PNC

systems is unclear.

• Uncertain delay of SDR platforms: SDR playing an increasing role in prototyping

of next-generation communication systems. However, despite their well-known

benefits, SDR systems typically introduce additional random delay, which is hardly

predictable, due to the fact that the computations are performed on general purpose
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CPUs rather than on dedicated hardware. Therefore, the implementation of PNC

on SDR represents additional challenges due to its sensitivity to the asynchrony.

• Conventional MAC protocols are inefficient when applied directly in PNC net-

works: The relay in PNC systems recovers the functions of packets, rather than

the packets individually. Therefore, the PNC relay has limited capability to detect

damaged packets, which may result in forwarding corrupted packets to the termi-

nals. This factor can contribute to the reduction of effective network throughput.

Accordingly, MAC protocols utilized in relaying need to be more sophisticated in

order to accommodate the increased role of terminals in such terminal-only data

integrity verification.

The impact of all these problems may outweigh the potential positive effect of PNC. The

challenges are discussed in more detail in Chapter 2.

1.3 Objectives of the research

According to our research motivations and the challenges, we define the objectives of our

research as follows:

• Objective 1: Examination of different PNC algorithms for their efficiency in sce-

narios typical for existing wireless communication standards and the simplicity of

their implementation on SDR.

• Objective 2: Development of a practical CF scheme based on realistic assumptions

and suitable for use in actual communication systems.

• Objective 3: Development of MAC protocols capable of supporting CF relaying

and robust against GNU Radio inadequacies and USRP hardware imperfections.

• Objective 4: Implementation of the first real-time prototype of TWRN with syn-

chronous CF relaying in GNU Radio. This also includes the implementation of a

practical symbol and frame synchronization scheme and solving other implemen-

tation challenges, such as the symbol-timing recovery and channel estimation.
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Figure 1.5: Applications which may benefit from PNC.

• Objective 5: Experimental verification of the benefits of CF. Our aim is the experi-

mental performance evaluation of CF based on a real-time testbed and comparison

of the CF relaying scheme with other non-PNC relaying strategies.

• Objective 6: Development of a new method of multiplierless pulse-shaping IIR

filter design suitable for implementation on FPGA/VLSI with reduced hardware

cost and on wider class of FPGAs without dedicated hardware multipliers.

1.4 Potential applications of PNC

PNC may be useful in many areas where collaborative wireless communications and

networking are utilized, and which demand increased network throughput. These appli-

cations include, but are not limited to 5G mobile communications, ad-hoc and wireless

sensor networks, and Internet access, including Wi-Fi and the Internet of Things. Fig-

ure 1.5 shows some applications which will potentially benefit from PNC.
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Preliminary discussions on possible standards for 5G mobile networks [23, 24] sug-

gest that the device-centric architecture of a cellular network may be preferred over the

conventional base-station-centric architecture. Such architecture allows direct device-to-

device (D2D) communication and possibly cooperative communication. In this scenario,

the relaying represents a natural expansion of the D2D scheme and may benefit in both

increasing throughput and saving energy. The quality of such relaying can be further

improved with PNC utilized in the device serving as a relay.

In wireless sensor networks, long-distance direct communication is undesirable be-

cause the power budget of sensor nodes is extremely limited, but the energy spent for

communication is a superlinear function of the transmission distance. In this scenario,

communicating via relay nodes within a short distance greatly expands the network life-

time [25]. In this case, PNC relaying can effectively reduce the amount of data forwarded

by the intermediate nodes, thus further reducing energy consumption and increasing the

lifetime.

Furthermore, the use of PNC can be extended from wireless networks to optical fiber

networks, in particular passive optical networks [17, 26, 27]. For example, [17] provides

an example which demonstrates that the throughput of a passive optical network can be

potentially doubled when optical PNC is employed.

Finally, the ability for quickly prototype new PNC algorithms can be beneficial for

researchers working on PNC. Currently, since many PNC algorithms are verified only in

simulations, their actual performance and applicability are questionable. Therefore, the

development of a basic TWRN testbed supporting PNC relaying on an SDR platform will

simplify design and experimental evaluation of new PNC algorithms.

1.5 Thesis organization

This thesis consists of seven chapters. The thesis organization and relationship between

chapters is illustrated in Figure 1.6. The main contributions of this research are reported

in Chapters 3 to 7 as follows:

Chapter 2. This chapter introduces different concepts of PNC in more detail, including
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the CF approach. We then provide an extensive literature review of recent results on

PNC and CF, and compare these schemes with other relaying strategies, traditional

and those based on non-PNC network coding. We also review recent prototyping

efforts of various network coding schemes available in the literature. In the second

part, we briefly introduce the concept of SDR and provide some examples of recent

experimental communication systems, the prototyping and experimental evalua-

tion of which was conducted entirely on SDR. We finally introduce GNU Radio, a

particular SDR platform utilized for prototyping in this project, and the hardware

used by GNU Radio, namely Ettus Universal Software Radio Peripheral (USRP)

[28].

Chapter 3. In this chapter we focus on the development of a CF relaying scheme suitable

for practical implementation. We propose the CF scheme, which allows the use of
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conventional constellations and channel codes such as QPSK and Reed-Solomon

(RS) code. At the same time, the scheme provides invertibility of the linear coef-

ficient matrix, thus overcoming the drawbacks of the original CF scheme. Subse-

quently, we evaluate the performance of the proposed scheme, and compare it with

the performance of the original CF scheme and other non-PNC relaying strategies.

Chapter 4. This chapter discusses design in the layers above the physical layer for the

CF scheme implementation, in particular the data-link layer. We propose an ARQ

protocol which supports the use of PNC and CF relaying in TWRN. At the same

time, the ARQ protocol is designed to handle certain features of GNU Radio typi-

cal for many SDR platforms, such as random delay. We subsequently discuss im-

plementation features of the proposed protocol in GNU Radio, and compare the

implementation with that of protocols utilized for other non-PNC relaying strate-

gies, including the DNC scheme. Finally, simulation results, which compare the

throughput of the TWRN with different relaying schemes when they are combined

with relevant ARQ protocols, are provided and discussed.

Chapter 5. In this chapter we discuss PNC implementation challenges, and the meth-

ods we used to solve them in GNU Radio and for USRP. While some can be re-

solved in software (C++, Python) entirely, others require a modification of the field-

programmable gate array (FPGA) image for the USRPs utilized in the testbed. We

then provide a description of the implemented testbed and demonstrate its perfor-

mance with a number of experiments in the indoor environment. We finally analyze

the experimental results and compare the performance of the CF relaying scheme

with other relaying strategies, and elaborate on the applicability of CF/non-PNC

strategies in different SNR regimes.

Chapter 6. In this chapter we focus on the multiplierless design of IIR pulse-shaping

filters and their successive FPGA implementation. We propose a new method of

designing IIR filters based on zero/pole approximation. Subsequently, we con-

sider the implementation of a pulse-shaping filter with the proposed method and

analyze the accuracy of our approach. Our experimental results demonstrate that
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IIR pulse-shaping filters introduce a marginal increase of BER while having signifi-

cantly lower complexity thus saving hardware resources. In addition, the proposed

method allows the implementation of pulse-shaping filters on a cheaper class of

hardware not equipped with expensive built-in hardware multipliers.

Chapter 7. This chapter provides conclusions and discusses potential directions for fu-

ture work.





Chapter 2

Literature review

Since its introduction in 2006, PNC has attracted significant research attention, resulting in a

number of promising theoretical results. In this chapter we provide a literature review on the

major theoretical developments on PNC. We specially draw our attention to performance analysis

of PNC scheme in presence of symbol and frame asynchrony. We also survey the recent efforts

on prototyping of PNC relaying. In addition, we provide a brief introduction to the concept of

software-defined radio (SDR) and GNU Radio, the SDR platform employed in this project.

2.1 Introduction

THE purpose of this chapter is two-fold. In the first part of this chapter we provide

a comprehensive review of the most notable studies on PNC. The second part is

dedicated to a survey of the SDR concept, in particular GNU Radio. In this part we also

overview the recent contribution of SDR in prototyping new wireless communication

technologies.

This chapter is organized as follows. In Sections 2.2 and 2.3 we review the ma-

jor results on PNC and its generalization, the compute-and-forward (CF) scheme. Sec-

tion 2.4 summarizes the existing solutions to the problem of symbol and frame asyn-

chrony, which naturally occurs when several terminals are required to transmit simulta-

neously. Section 2.5 describes the channel estimation problem in PNC. Section 2.6 com-

plements our theoretical review with an overview of implementation efforts on PNC re-

laying schemes. In Section 2.7 we review the concept of SDR and the advantages of

prototyping communication systems on SDR platforms. In particular, we describe GNU

17
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Radio, the SDR platform utilized in this project. We overview our hardware, namely the

USRP and its capabilities in Section 2.8. Finally, Section 2.9 concludes this chapter.

2.2 Early studies on PNC

The example provided in Table 1.1 illustrates just one possible PNC mapping scheme,

where mR = mA ⊕mB. In general, however, the optimal PNC mapping scheme may

be different. Furthermore, the symbols of mR may belong to a different constellation

compared to the symbols of mA and mB. For example, [14] considers a case where all

symbols mA, mB and mR are from QPSK constellation. In contrast, work [29] shows that

in the case when a certain phase mismatch is presented, and the QPSK modulation is

used by the terminal, it is not the best solution to employ QPSK for representation of mR.

The paper suggests that a PNC map with at least five constellation points (5-QAM) is

needed to ensure the successful decoding at the terminals. Furthermore, in some studies

mR takes values from an infinite set [30,31]. In case, mR consists of symbols from a finite

set, such PNC mapping is referred to as PNC over finite set (PNCF). Alternatively, if mR

takes values from an infinite set, such PNC mapping is referred to as PNC over infinite

set (PNCI). According to [30], PNCF schemes usually outperform PNCI when the MA

phase is good and the broadcast phase is noisy. However, when the MA phase is noisy,

but the broadcast phase is not, the PNCI demonstrates better performance compared to

the PNCF. The early works also assumed that the terminals were fully synchronized,

including the frequency, symbol and frame synchronization.

In addition to the PNC schemes where the relay recovers mR symbol-by-symbol, the

relay may also attempt to recover the analog signal

xR(t) = F̂A (xA(t), xB(t)) = fA (y (t)) , (2.1)

where FA (·, ·) represents the analog PNC mapping function. PNC schemes with analog

PNC mapping are referred to as analog PNC (ANC). A simple example of ANC is the

amplify-and-forward (AF) scheme considered in [32]. In the AF scheme, the relay simply
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amplifies the received signal in (1.4), as follows:

xR(t) = g · y(t) = g · (hAxA(t) + hBx2(t) + w(t)), (2.2)

where g is amplification gain. The AF strategy is simple from the relay point of view,

does not require tight synchronization, and therefore is easier to implement. On the other

hand, it is obvious from (2.2), that the relay also amplifies the unwanted noise. As a re-

sult, this strategy imposes more burden on terminals which have to compensate channel

effects before subtracting their own part from the received signal. In addition, in [7] the

authors notice that the tradeoff is an architectural price which appears when an analog

part is embedded into a digital communication system. This is especially important if the

relay is to be implemented in software on an SDR platform. In addition, the integration of

the AF relaying with existing channel coding schemes which suit digital communication

is a difficult task [17].

The compress-and-forward strategy [33,34] is a practical modification of the AF scheme,

where the received signal y(t) is quantized into several discrete levels before being re-

layed, i.e.

xR(t) = g∆by(t)
∆
c, (2.3)

where ∆ is the quantization step size. The compress-and-forward scheme performs as

poorly as the AF scheme, because the relay does not remove the noise from the quan-

tized signal, but simply amplifies and forwards it.

Therefore, PNC relaying schemes removing noise from the relayed signal are more

feasible in modern communication systems, compared to the AF or compress-and-forward

schemes. One such scheme, the denoise-and-forward (DNF) is proposed in [35]. The

authors show that the XOR mapping is not optimal for all channel conditions and sub-

sequently propose an alternative PNC mapping scheme. The proposed scheme does not

require phase adjustment between the terminals, i.e. it does not impose constraints on

the phase difference between two terminals. However, since the DNF scheme introduces

only per-symbol denoising, without per-codeword denoising, channel coding cannot be

incorporated in the scheme and should be implemented separately. In addition, the con-
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struction and performance of denoising PNC mappings for higher order constellations

such as M-QAM are studied in [36, 37].

Despite the fact, that PNC takes two time slots, while DNC takes three time slots for

message exchange in TWRN, in certain channel conditions and SNR regimes, DNC relay-

ing can outperform PNC schemes. An extensive comparison of DNC and PNC in TWRN

in terms of BER and network throughput with regard to different fading conditions and

SNR is provided in [38]. However, due to the simplicity of the derivations, only the AF

PNC relaying is considered.

Once the optimal constellations are selected for a PNC relaying scheme, it should be

integrated with channel coding in order to enhance reliability of the relaying. A few such

ECC schemes in PNC are proposed in [39, 40], and the surveys are provided in [7, 17].

Finally, studies on PNC were extended to MIMO PNC and space-time coding PNC in

[41–44].

2.2.1 Alternatives to PNC

We should also discuss other relaying strategies, alternative to PNC, which allow mes-

sage exchange in TWRN in two time slots. In general, these strategies are referred to as

decode-and-forward (DF) or joint DF in different studies. In DF, the relay decodes packets

mA and mB individually, and then produces packet mR = mA ⊕mB. There are a number

of different DF schemes.

First, if the relay is MIMO-capable, and the terminals are synchronized, they can

transmit their packets simultaneously (MA phase). In this way, the relay receives the

following signals:  y1

y2

 = H

 xA

xB

+

 z1

z2

 (2.4)

where

H =

hA1 hB1

hA2 hB2

 (2.5)

and hA{1,2}, hB{1,2} ∈ C are the channel coefficients estimated at the first and second an-

tenna of the relay, and z{1,2} ∈ C is the additive noise. Using MIMO demodulation
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techniques such as the zero-forcing (ZF) receiver [45], the relay recovers xA and xB x̂A

x̂B

 = H−1

 y1

y2

 , (2.6)

and subsequently demodulates mA and mB. In the second time slot the relay broadcasts

mR. Alternatively to the ZF receiver, other MIMO demodulation techniques such as the

minimum mean-square error (MMSE) receiver or the integer-forcing linear receiver pro-

posed in [46] can be employed. The use of the integer-forcing receiver in TWRN, namely

the integer-forcing-and-forward scheme, is presented in [47].

In addition to the use of MIMO, other techniques such as multi-user detection (MUD)

or CDMA can be utilized for the individual recovery of both packets. In all cases, DF

schemes require greater hardware resources, such as multiple antenna RF front-ends and

computational resources for multiple signal recovery. Furthermore, DF schemes are of-

ten redundant compared to PNC schemes, because the relay recovers each individual

packet completely, although only the knowledge of mA ⊕mB is sufficient to recover the

desired messages at the terminals. However, this redundancy may be beneficial in the

MAC layer. For example, algorithms such as the CRC can be applied in the DF scheme

where the packets are represented in bytes. The CRC algorithm enables the post-ECC

verification of data integrity in the DF relay, thus allowing the relay to detect corrupted

packets.

2.3 Compute-and-Forward relaying scheme

Compute-and-forward (CF) relaying [48] represents a generalization of early PNC stud-

ies. Let N single-antenna terminals transmit simultaneously their length-k packets mi ∈

Fk
q, where q is prime and i = 1, . . . , N, using the same encoder E : Fk

q → Cn, i.e.

xi = E (mi). Each of M single-antenna relays receives the following signal

ym =
N

∑
i=1

himxi + zm, (2.7)
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Figure 2.1: System diagram of CF relaying in Gaussian network. N nodes simultaneously
transmit

where m = 1, . . . , M, him ∈ C are the channel coefficients, and z ∼ CN (0, 1) is the

complex Gaussian noise. Rather than recovering each packet individually, each relay

attempts to recover an integer linear combination of the transmitted signals,

um =
N

∑
i=1

aimxi, (2.8)

where aim ∈ Z[i]. Given xi are codewords of E , their linear combination um is again a

codeword, hence it can be efficiently decoded. The choice of coefficients aim depends on

the channel coefficients him and the transmit power. Each relay chooses the coefficients

aim in order to maximize the computation rate [48] given by

Rcomp
m (αm, P, am) = log+

(
P

|αm|2 + P‖αmhm − am‖2

)
, (2.9)

where P is the power of the transmitted signal, hm = [h1, . . . , hN ]
T and am = [a1, . . . , aN ]

T.

Coefficients αm are chosen in order to minimize the approximation error when the chan-

nel coefficients are approximated with integers. For any given hm and am (2.9) is maxi-

mized when αm = αMMSE
m , [48] where

αMMSE
m =

h∗mam

1/P + ‖hm‖2 . (2.10)
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Therefore,

αym =
N

∑
i=1

αmhimxi + αmzm =
N

∑
i=1

aimxi +
N

∑
i=1

(αmhim − aim) xi + αmzm︸ ︷︷ ︸
effective noise

(2.11)

The effective SNR at the receiver of relay m becomes

SNRm =
P

|αm|2 + P ‖αmhm − am‖
. (2.12)

From (2.12) it is obvious that in addition to the channel noise, the CF scheme introduces

another source of noise due to integer approximation of non-integer channel coefficients.

In the original CF scheme, upon recovery, the linear combinations are forwarded to

the centralized decoder that recovers x̂i from um. The recoverability condition is given as

follows:

rank
(
[< (A)]q

)
= rank

(
[= (A)]q

)
= N (2.13)

over Fq, where A = [a1, a2, . . . , aN ].

In [7] the CF scheme is compared with other relaying strategies for TWRN. It is shown

that the CF scheme significantly outperforms other relaying strategies in terms of the rate

i.e. bits per channel use, and approaches the upper bound with the increase of SNR.

Nazer and Gastpar’s original approach [48] requires the codewords to be from a large

finite field Fq with prime q. However, practical communication systems typically em-

ploy constellations with sizes equal to powers of two. When q is not prime, or small (e.g.

q = 2p), the necessary and sufficient conditions for recovery of xA and xB with respect

to the integer coefficients [48, Th. 8] are often not satisfied. Therefore, a recent work [49]

further develops a CF scheme suitable for practical communication systems. In addition,

this work provides an example of code design for practical CF or integer-forcing receivers

based on the LDPC codes.

A modification of the CF scheme utilizing phase precoding at the terminals is intro-

duced and investigated in [50]. The authors show that phase precoding increases the

computation rate compared to the original CF scheme. As a result, the coding gain of

4 dB was achieved at the equation error rate of 10−4. In spite of the obvious benefits,
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because the implementation of precoders significantly increases the complexity of com-

munication systems, many practical solutions avoid using phase precoders. In addition,

phase precoding is not so beneficial in fast-fading channels.

In [51] Hern and Narayanan propose a multilevel coding scheme for CF which does

not require the code used to be a lattice code, but only requires the code to be linear.

As a result, the proposed CF can be implemented with lower encoding and decoding

complexity. At the same time, it allows error correction for a larger class of decoding

functions compared to the original CF scheme. Another work [52] analyzes the degrees

of freedom of the CF system composed of K transmitters and K relays. It is demonstrated

that the lattice implementation of CF relaying only achieves degrees of freedom less than

or equal to 2. Subsequently, the authors proposed a new CF implementation achieving

K degrees of freedom. Other constructions of practical CF codes are proposed in [53–56].

The extension of CF with MIMO is investigated in [57].

2.4 Synchronization in PNC

The synchronization requirement in PNC means that terminals A and B should be syn-

chronized in terms of their time and frequency. Some early PNC schemes also required

phase synchronization i.e. zero phase difference between the terminals. However, in this

literature review we consider the phase difference as a matter of a mapping algorithm.

Accordingly, the presence of a frequency offset causes a relative rotation of one transmit-

ted signal around the other. As a result, the phase difference is constantly being changed

within the packet duration [17]. If the frequency offset is accurately estimated, the rel-

ative phase difference can be reflected in the mapping algorithm, e.g. the tracking of

the channel coefficients. The methods of channel estimation in the presence of frequency

asynchrony are well-developed for MIMO systems. Therefore, our main focus is limited

to time synchronization. We also note that tight synchronization between the relay and a

terminal is usually not required.

Synchronous arrival of two packets to the relay is a crucial requirement for any PNC

scheme, with the exception of those based on ANC. Figure 2.2 illustrates an example of
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∆T   = k    TAB AB

Figure 2.2: Symbol and frame asynchrony. The integer number of misaligned symbols
kAB represents frame asynchrony, and the fractional number of misaligned symbols ∆τAB
represents symbol asynchrony.

misalignment of two packets due to lack of synchronization. Without loss of generality,

we assume that packet mA arrives earlier than mB. Let ∆tAB > 0 be the time difference

between mB and mA arrivals, such that

∆tAB = kABT + ∆τAB, (2.14)

where kAB is the integer number of symbol periods T, and 0 6 ∆τAB < T is the fractional

part. Then, kAB represents a measure of frame asynchrony, and ∆τAB quantifies symbol

asynchrony.

Most studies on PNC assume perfect symbol synchronization. Other works inves-

tigate the performance of PNC in the presence of symbol asynchrony and demonstrate

that the lack of synchronization causes severe performance degradation [58]. However,

1 2 3 4 5 6 7 8A:

B: 1 2 3 4 5 6 7 8

...

...

∆τAB

R: 112122 23
...

33 4344 5455 6566 7677 87881

Figure 2.3: A technique for PNC decoding in presence of symbol asynchrony. Many
asynchronous PNC methods assume that the symbol offset is known, and the relay can
sample the input signal with the sampling period less than the offset, i.e. Ts < ∆τAB.
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a number of recent theoretical studies [59–63] propose PNC schemes robust for symbol

asynchrony. The common method of analysis in these works is illustrated in Figure 2.3.

According to this method, the relay is able to reliably estimate time offset between two

packets arriving simultaneously but not synchronously. Then, the receiver samples the

superimposed signal with doubled sampling rate, and furthermore, such sampling is

non-uniform. Accordingly, the desired signal is recovered by applying various tech-

niques. For example, the results obtained in [59] suggest that asynchronous PNC yields

satisfactory performance when belief-propagation decoding methods are applied. An-

other concept with the aim of combating the impact of symbol asynchrony is proposed

in [60] for unchannel-coded PNC and in [59] for channel-coded PNC. These papers sug-

gest a concept of network coding [60] or joint channel decoding and network coding

[59] based on belief propagation. The results of these papers show that for unchannel-

coded PNC, belief propagation can significantly reduce the asynchrony penalties com-

pared with other methods. Furthermore, when the channel coding is presented in PNC,

the presence of asynchrony improves the system BER performance, compared to the case

when two transmitters are fully synchronized. The conclusion of [59] suggests that sym-

bol asynchrony is no longer a major concerns in PNC if channel coding is utilized.

However, the implementation of such methods, imposes some difficulties. For in-

stance, doubling the sampling rate in a software receiver may not always be desirable,

as it causes higher computational delay. Finally, decoding algorithms for asynchronous

PNC are often based on the assumption that the pulse-shaping function is rectangular.

This assumption allows the output of the matched filter to be sampled at any time within

∆τAB. In practice, however, the pulse-shaping function takes a different form, for exam-

ple the raised-cosine shape. As a result, the proposed methods should be further studied

before they can be applied.

Perfect frame synchronization between two transmitters is also hard to achieve. How-

ever, [32] and [64] show that a minor lack of frame synchronization is a benefit rather than

a problem, and should be exploited in PNC system design. One such benefit is that un-

aligned interference-free symbols in the beginning and the end of the received signal can

be used for channel estimation. In addition, either a prefix or suffix added to a packet is
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in the interference-free part of the received superimposed signal. Therefore, it allows the

estimation and subsequent compensation of the frame offset.

Recently, a number of PNC architectures which are initially designed to be reliable

against the lack of synchronization have been proposed. One of them, OFDM-PNC, pre-

sented in [65], is based on the fact that in OFDM, a data stream is represented by a number

of lower-rate streams in different subcarriers. As the symbol duration in each subcarrier

is larger than that in the time domain, the use of OFDM improves symbol alignment in

each subcarrier. Therefore, PNC mapping, performed independently in each subcarrier,

suffers less from asynchrony, making the overall OFDM PNC system more robust.

2.5 Channel estimation in PNC

Most studies on PNC assume that the relay is aware of the channel state information i.e.

the channel coefficients hAR and hBR are known. In fact, however, the relay should be

able to estimate channel coefficients at the beginning of each packet, based on the super-

imposed received signal.

When the symbol synchronization error τAB is small compared to the symbol period

T, the problem of PNC channel estimation can be seen as a MIMO or distributed MIMO

channel estimation problem. As a result, a number of well-developed MIMO channel

estimation techniques can be applied [67]. For example, according to the least squares

training-based channel estimation method, training vectors t1, . . . , tN of length L, known

at the relay, where N is a number of terminals transmitting simultaneously, are transmit-

ted in front of the respective packet x1, . . . , xN . Therefore, the relay receives

r = hT + z, (2.15)

where T = [t1, . . . , tN ] is L× N training matrix, and z is the channel noise. Applying the

least squares method, the channel state is estimated as follows:

ĥLS = rT†, (2.16)
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with T† = T∗ (TT∗)−1. In addition, the work shows that the channel estimation error is

minimized if the training vectors t1, . . . , tN are orthogonal and of the same norm. Further-

more, [67] and references therein address some alternative methods of MIMO channel es-

timation. At the same time, the impact of small symbol asynchrony on the performance

of distributed MIMO systems is investigated in [68].

In general, however, τAB is comparable with the symbol duration T. In this case the

channel estimation methods described in [69, 70] can be applied.

On the other hand, a number of PNC schemes do not require knowledge of the chan-

nel state information. For example, [71] proposes an ANC scheme with differential mod-

ulation (ANC-DM). The simulation results show that the BER performance penalty of

the scheme is about 3 dB compared to a similar coherent ANC scheme. Furthermore,

since the proposed scheme is based on the AF relaying, it demonstrates the common

drawbacks of ANC, such as amplification of noise and the difficulty of integration of this

scheme with channel coding techniques.

2.6 Network coding prototyping efforts

Prototyping of a real-time network coding testbed requires the implementation of a net-

work coding scheme and a relevant ARQ protocol, and subsequently, their integration.

Recently, a number of works have reported the successful implementation of DNC testbeds

which yield a significant increase of the network throughput compared to the traditional

approaches [18–22, 72, 73]. In contrast, only a few results are available on the implemen-

tation of PNC, despite the fact that the theory of PNC has been quickly developing in

the last decade. In [32] the authors describe an implementation of analog PNC (ANC).

In their experiments, the ANC scheme increased the network throughput by up to 70%

compared to traditional scheduling methods. The difference between this result and the

theoretical doubling of the throughput was explained by the lack of frame synchroniza-

tion between the terminals. The performance also deteriorated from the inherent disad-

vantage of the ANC scheme, i.e., that the relay simply amplifies the noisy version of a

signal it receives, without denoising it, and forwards the signal, hence propagating the
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noise. A more recent paper ([74]) presents the implementation of a TWRN testbed with

the OFDM PNC scheme. In this scheme, the PNC mapping is performed independently

across each subcarrier. The fact that the symbol duration in each subcarrier in the OFDM

is larger than that in the time domain increases the robustness of the system against sym-

bol asynchrony. In a very recent work [75] a prototype of TWRN with asynchronous PNC

is presented. In this testbed, the relay performs well against symbol asynchrony, how-

ever, it often experiences the situation when two packets are frame-asynchronous. In this

case, the relay drops the packets and this results in degradation of the actual network

throughput.

To the best of our knowledge, reports on the successful prototyping of the CF relaying

scheme have not been published before our work [76].

2.7 Software-defined radio

Software-defined radio (SDR) is a radio system in which all signal processing compo-

nents are implemented entirely in software rather than in analog circuits. Reprogram-

ming software, if needed, can be done much faster and cheaper than the replacement of

analog circuits. As a result, SDR presents extreme flexibility and programmability com-

pared with traditional communication systems. Therefore, it appears to be a good basis

for fast prototyping of communication systems. The reader is referred to [77–80] for more

details on the history of development of the SDR concept.

Figure 2.4 illustrates two of the most common architectures of an SDR receiver. In

the first architecture, shown in Figure 2.4(a), the intermediate frequency (IF) signal pro-

cessing of the superheterodyne is implemented as a part of the analog RF circuit, but

the baseband signal processing is performed digitally. The second architecture presented

in Figure 2.4(b) allows further shrinking of the analog part, by supporting the IF signal

processing in a digital manner, on a high-performance FPGA. As a result, the second ar-

chitecture is more flexible compared to the first. In addition to these two schemes, the

third architecture, so-called ideal software radio is theoretically possible. In this case, the

ADC and DAC are connected directly to the antenna, and the rest of signal processing is
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Figure 2.4: Two SDR receiver architectures. The superheterodyne, (a) with analog IF
signal processing and (b) with digital IF signal processing, performed by an FPGA.

performed digitally. This concept is implementable at present, especially for VHF/UHF

communications, as multi Gigasamples per second ADCs and DACs are available. How-

ever, the use of such converters is often impractical due to their high cost, low effective

resolution [81], and redundancy of such sampling. Therefore, the second SDR architec-

ture is often preferred. In particular, it is implemented on all USRP devices including

USRP N210.

Since SDR represents a perfect environment for the development and prototyping

of new-generation communication systems, it is gaining more popularity. For example,

a number of testbeds prototyping the emerging wireless communication technologies,

such as massive MIMO [82–84], LTE [85], full-duplex transceivers [86] and mobile phone

base station, OpenBTS [87] have been implemented entirely on SDR platforms.

Due to the growing popularity of SDR, there is a strong demand for a universal and

standardized development platform providing compatibility of different modules from

different projects, something like “SDR Matlab”. Such a platform should also provide

a rich library of ready-made modules. Today several such SDR platforms are available,

including commercial platforms such as NI LabView, Matlab Simulink and Nutaq SDR
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(former Lyrtech), as well as open-source platforms e.g. GNU Radio, SODA [88,89], SORA

[90], CalRadio [91], REDHAWK SDR Framework [92] and the WARP project [93], to name

only a few. Of these, GNU Radio appears to be one of the most popular due to its avail-

ability and flexibility achieved with the fact that its source codes are open. The full avail-

ability of all source codes allows users to take advantage of crowdsourcing, when many

independent users can test the blocks and contribute to GNU Radio development. Fur-

thermore, with the source code open, individual users can modify the algorithms imple-

mented in a block depending on their particular demands. In contrast, a modification of

the signal processing algorithms in a block of a commercial SDR system is impossible,

because the source codes are typically not available.

Despite the obvious benefits, a number of disadvantages are typical for all SDR sys-

tems. First, since the signal processing is done using a regular processor instead of ded-

icated hardware, what can be done is limited. Second, many SDR systems, including

GNU Radio and NI Labview, are not clocked. Instead, the way each block is given access

to the CPU resource is decided by a scheduler. Although special algorithms of the sched-

uler attempt to minimize the waiting time, it is still larger than that of clocked systems.

Therefore, SDR systems demonstrate the increased random delay of signal processing.

Finally, many SDR libraries mainly address signal processing in the physical layer, with-

out consideration of the upper layers [94]. Therefore, the libraries for the layers, other

than the physical layer, are often under-developed, and sometimes support only out-

dated algorithms.

2.7.1 GNU Radio

GNU Radio is a free open-source software development toolkit that provides the envi-

ronment and libraries of blocks for the implementation of software radios using external

low-cost RF hardware, such as Ettus USRP. GNU Radio allows users to implement real-

time, high-throughput radio systems in a simple-to-use, rapid-application-development

environment [95].

The architecture of a GNU Radio project, also referred to as a flow graph, is sketched

in Figure 2.5. A flow graph consists of a number of connected blocks. Typically, there
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Figure 2.5: GNU Radio flow graph architecture. A flow graph is composed of sources,
signal processing blocks and sinks connected to each other. Primitive blocks are imple-
mented in C++, while Python is used for connecting the blocks and constructing the flow
graph. The scheduler controls the data flow and calls the blocks to process data.

is one or a few source blocks which provide data without consuming other data. There-

fore, source blocks have only output ports. The data can either be imported from a file,

UDP interface, USRP, or a locally-generated signal such as a waveform. Next, signal pro-

cessing blocks have both input and output ports. There are a wide range of processing

blocks available, including simple arithmetic blocks, such as addition and multiplica-

tion, and complex communication signal processing blocks such as filters, modulators

and synchronizers. Finally, sink blocks have only input ports and are used to output the

processed data out of the flow graph. Examples of sink blocks are USRP sinks, audio

sinks connected to the sound card, file sinks or visualization blocks. The flow graph is

written in Python, while blocks are either written in C++ or Python. Typically, signal pro-

cessing blocks are implemented in C++, while other non-signal-processing blocks, such

as valves or selectors, may be implemented in Python. In addition, there are so-called

hierarchical blocks, the superblocks, composed of a few smaller blocks with the connection

provided in Python.

A flow graph is controlled by the GNU Radio scheduler, which allocates computa-
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tional resources of the CPU to the blocks and determines the order for blocks to be called.

The scheduler attempts to arrange the signal processing in blocks in such a way to min-

imize the overall latency of the flow graph and maximize the signal flow. The behavior

of the scheduler is explained in detail in [96]. By default, the scheduler prefers to process

continuous data streams. Therefore, if a block does not produce the output continuously,

the scheduler may call the block several times repeatedly without a result, rather than

giving the hardware resource to other blocks. This situation may increase the delay of

the system. However, the new design of the scheduler introduced in GNU Radio 3.7

and subsequent versions provides better options for tuning the scheduler. In this way,

the user can define the maximum and minimum output buffer size of a block, giving the

scheduler a clue about the expected behavior of the block. At the same time, modification

or tuning of the scheduler requires substantial experience, as wrong settings can ruin the

performance of a flow graph.

When a flow graph processes data from a real-time hardware such as a USRP, it must

provide real-time processing of the data. If the source supplies data samples too fast,

so that the scheduler cannot ensure real-time processing, this exception is referred to as

overflow. The opposite situation, when the flow graph fails to provide continuous flow of

output samples with the required sampling rate, is known as underflow. Handling over-

flows and underflows breaks the normal order of the scheduler’s work and should be

avoided as far as possible.

GNU Radio latency for the case when GNU Radio is used together with Ettus USRP

is analyzed thoroughly in [97]. The paper identifies the sources of latency and estimates

their contribution to the total latency of the platform. According to the paper, the total

latency is still high enough for the implementation of current wireless network protocols.

Hence, at present, GNU Radio seems to be more suitable for the prototyping and evalua-

tion of emerging wireless communication algorithms in the research environment, rather

than for replacing the traditional hardware-based communication systems. In contrast,

a recent work [98] describes SDR implementation of a Wi-Fi receiver, the performance of

which is comparable to that of a consumer-grade hardware Wi-Fi card. This work shows

that many problems of GNU Radio can be avoided if the software is designed in the ap-
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propriate, computation-efficient way. A useful tool which allows to analyze flowgraphs

and identify slow blocks is presented in [99].

In addition, over recent years, the GNU Radio project has been actively developed.

As a result, the latency is decreasing in each new version of GNU Radio, compared to the

previous versions. This is achieved by optimization of the scheduler [96], vectorization

[100], the use of GPU and other methods. Therefore, we believe, that latency will not be

a major issue in the next generation GNU Radio.

2.8 Universal software radio peripheral

Universal Software Radio Peripheral (USRP) is a family of hardware products developed

and manufactured by Ettus Research. USRPs are designed to be a mid-range price hard-

ware platform for SDR systems, affordable, yet providing high performance and suffi-

cient quality for quick prototyping and research experiments in universities and research

labs. Most USRPs are connected to a computer using the USB interface or Ethernet cable.

The connection type depends on the specific USRP model. For transmitting, a sampled

baseband signal is generated in the computer and sent to the USRP, where it is converted

to an analog signal and up-converted onto an RF carrier. In receiving mode, it receives

an RF signal, downconverts it, digitalizes it and sends it to the computer. In such a way,

the USRP can be seen as a high-speed ADC/DAC peripheral for the PC.

A USRP consists of a motherboard with mounted FPGA and ADCs/DACs, and can

accommodate one or two replaceable daughterboards. The number of daughterboards

depends on the USRP model. Since daughterboards represent the Tx and Rx RF front-

end, they can handle analog signals only. Different types of daughterboards are designed

for different applications, therefore each type provides a different frequency range. With

all the different types of daughterboard available, it is possible to tune in to frequencies

from DC to 5.9GHz.

USRP Hardware Driver (UHD) is a driver that controls USRP from the host PC, con-

figures it and sets it up properly. When the UHD is used with GNU Radio, it is accessible
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Figure 2.6: DSP components of the standard FPGA image of USRP N210. Modules DSP
Tx Glue and DSP Rx Glue are empty by default, but represent a space for user customiza-
tion of the image. Module named as Etc. represents other non-signal-processing modules
omitted in this diagram for simplicity.

via GNU Radio UHD source and sink blocks. USRP devices serve as a primary hardware

for GNU Radio, however, the UHD libraries can also be used for the design of standalone

applications in C/C++. In addition to UHD and GNU Radio, the use of USRP devices is

also supported by Matlab Simulink and NI LabView, which have their own proprietary

drivers other than the UHD.

2.8.1 FPGA

Each USRP is equipped with the FPGA that performs the IF signal processing as well

as digital down-conversion (DDC) and digital up-conversion (DUC). In particular, the

FPGA of USRP N210 is represented by the Spartan 3A-DSP 3400 FPGA manufactured by

Xilinx, which is able to process signals with up to 100 MS/s sampling rate in both Tx and

Rx directions.

In the standard configuration shown in Figure 2.6, the DSP part of the FPGA is rep-

resented by the DUC chain in the Tx and DDC chain in the Rx. The main purpose of the

DUC is to upsample the Tx signal from the application sampling rate to the FPGA clock

rate. In the same way, the purpose of the DDC is downsampling the received signal from

the ADC sampling rate to the required application sampling rate. Typically, the applica-
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Table 2.1: Standard USRP N210 FPGA Utilization.

Element Total Utilized %
Number of Slice Flip-Flops 47744 19575 41
Number of 4 input LUTs 47744 30079 63
DSP 48A (Fixed-point multipliers) 126 30 24

tion sampling rate is smaller than the FPGA clock rate due to the bottleneck introduced

by the Ethernet interface, which connects the USRP and host PC.

The DDC chain receives the signal downconverted from the carrier frequency to the

IF and outputs the baseband signal. It consists of the CORDIC numerically-controlled

oscillator (NCO), which generates the IF, followed by the cascade of three filters, namely

a Cascaded Integrator-Comb (CIC) downsampling filter, and two half-band (HB) down-

sampling filters. One advantage of a CIC filter is that it can be implemented without

multipliers [101]. Similarly, the input of the DUC chain is the baseband signal, and the

output is upsampled and upconverted to the IF signal, fed into the DAC. The DUC chain

consists of two HB upsampling filters followed by the CIC upsampling filter and another

CORDIC NCO module. After the DDC in the Rx chain and before the DUC in the Tx

chain respectively, the modules DSP Rx Glue and DSP Tx Glue are located. By default,

these modules are empty and set up as simple pass-throughs. However, users wishing to

customize the FPGA image are encouraged to place their signal processing routines for

the baseband signal in these modules.

The standard FPGA image only partially utilizes the available hardware resources

of the FPGA. Table 2.1 summarizes the available resources of the FPGA and their uti-

lization of the standard image. It is obvious that the available resources of the FPGA

are still significant. These resources can be used for customization of the FPGA image,

such as implementation of DSP routines or scheduling schemes for channel multiple ac-

cess. We also note that the relocation of these routines can effectively reduce the impact

of common drawbacks of the GNU Radio platform, such as latency and randomness of

delay.
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2.9 Conclusion

In this chapter we have provided a literature review on recent studies on PNC, as well

as the alternatives to PNC, such as DF relaying schemes. Special attention was focused

on the implementability and simplicity of different PNC algorithms. It appears that PNC

has received significant research attention in the last ten years. However, many studies

cannot be directly applied to practice, either because they are based on non-realistic as-

sumptions or their computational complexity is high. In addition, the implementation

of some algorithms, which are well-studied in theory, may be impractical, for instance

analog network coding. In contrast, other algorithms are specially designed to address a

particular implementation challenge such as asynchrony. However, those algorithms are

often too specialized, making it impossible to apply them to a slightly changed scenario.

For these reasons, only a few simplified testbeds with PNC have been implemented to

date. Furthermore, no implementations of the CF relaying strategy have been reported.

From this overview it is clear that a gap between theory and practice still exists. There-

fore, further efforts are required to make the theoretical results yield practically.

From the implementation point of view, SDR appears to be a suitable environment for

prototyping for several reasons. First, SDR provides the utmost flexibility compared to

traditional hardware-based development platforms. This flexibility is especially valuable

for the testing, debugging and upgrading of a communication system. Second, SDR sup-

ports the portability and compatibility of modules from third-party projects. In addition,

GNU Radio software together with USRP hardware presents a popular SDR platform

where the flexibility can be achieved because all the source codes are open.





Chapter 3

Practical CF scheme design and
analysis

The original concept of compute-and-forward (CF) demonstrates superiority over other physical-

layer network coding schemes in terms of its throughput performance as well as its efficiency of

implementation. However, it is still based on a number of assumptions which hinder its deploy-

ment in conventional wireless communication systems. For example, the original CF scheme relies

on the use of constellations of prime size q, while the existing communication protocols typically

utilize constellations the size of which is a power of two. In this chapter we develop a practical

CF scheme for two-way relay network (TWRN) based on the conventional QPSK modulation and

Reed-Solomon ECC codes. Since both these components are usually included in standard libraries

of existing SDR platforms, including GNU Radio, the prototyping is simplified by eliminating

the need to develop custom modules from scratch. At the same time our CF scheme ensures the

recoverability of desired packets from the received linear combination at the terminals, which is not

always possible in the original scheme when q is small. As a result, with the modified CF relaying

scheme, TWRN achieves the throughput predicted by theoretical analysis.

3.1 Introduction

THE compute-and-forward scheme proposed by Nazer and Gastpar in [48] offers

a number of advantages compared to other PNC algorithms. At the same time, it

overcomes several shortcomings of early PNC schemes, for example, the need for phase

alignment between the terminals. In addition, in the context of CF, existing channel cod-

ing algorithms can be naturally integrated with network coding, thus increasing the re-

39
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liability of data exchange. Moreover, the CF scheme can be easily deployed in multi-

terminal, multi-relay wireless networks.

On the other hand, in the early works, the CF scheme was mainly analyzed from the

information-theoretic point of view. As a result, a number of crucial concerns regarding

its employability in actual wireless communication systems were omitted from the scope

of those works. One such problem is that the original Nazer and Gastpar approach [48]

requires the codewords to be from a large finite field Fq with prime q. However, practi-

cal communication systems typically employ constellations with sizes equal to powers of

two. When q is not prime (e.g. q = 2p) or small, the necessary and sufficient condition

for successful recovery of the target signal from the linear combinations at the destina-

tion decoder [48, Th. 8] is often not satisfied. Specifically, the matrix of linear coefficients

is often non-invertible over Fq, when the linear coefficients are optimal with respect to

current channel realization. A failure in the recovery results in an extra retransmission,

thus causing the network throughput degradation. In order to overcome this, a recent

work [49] modifies the original CF scheme to make it suitable for practical communica-

tion systems. In particular, in this scheme the linear combinations are estimated over R

rather than over Fq thus avoiding the case when the matrix of linear coefficients is not

invertible over Fq. However, the work assumes that the channel is real-valued.

In this chapter we develop a CF scheme suitable for implementation in GNU Radio.

The main concept of our design is that the proposed CF scheme makes use of standard

PHY blocks from GNU Radio and Python libraries wherever possible, including ECC and

modulation/demodulation modules. In particular, the Python module of Reed-Solomon

ECC [102] is utilized. Also, we further extend the CF method of estimating the linear

combinations proposed in [49], to make it suitable for use in complex-valued channels

with TWRN rather than Gaussian networks. We show that, even with high Tx power, the

original CF scheme, when directly applied in our implementation, does not achieve the

promised throughput due to the non-invertibility problem. In contrast, with the linear

combinations invertible over C rather than over F2, the throughput of the TWRN can be

increased by about 50% compared to that of the original Nazer and Gastpar approach,

thus achieving the theoretical throughput. In addition, we compare the performance of
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Figure 3.1: Diagram of CF TWRN model. During the MA phase terminals A and B simul-
taneously transmit packets mA and mB encoded as xA and xB with identical codebook C.
The relay receives superimposed signal y and attempts to recover a linear combination
xR. The relay then broadcasts the linear combination during the broadcast phase. Sub-
sequently, terminal A subtracts its own transmitted signal xA from xR and demodulates
m̂B. Terminal B recovers m̂A in the same way.

the designed CF scheme with other non-PNC relaying strategies such as DNC and DF.

The rest of this chapter is organized as follows. First, we introduce the system model

of CF two-way relaying in Section 3.2. Then, Section 3.3 describes the construction of

the CF encoder using only standard blocks of GNU Radio platform. Next, several ways

of finding optimal linear coefficients with respect to channel conditions are presented

in Section 3.4. Section 3.5 and Section 3.6 describe the multiple-access (MA) and broad-

cast phases, respectively, in more detail. In Section 3.7 we provide simulation results,

investigate the performance of the proposed scheme and compare it with other relaying

strategies. Finally, the summary of this chapter and conclusions are presented in Sec-

tion 3.8.

3.2 System model

In the CF scheme for TWRN, shown in Figure 3.1, two terminals A and B simultaneously

transmit packets mA and mB, each consisting of 2K bytes, i.e. mA, mB ∈ F2K
28 . Each

terminal encodes the transmitted packet with the same lattice codebook C of length n

such that

xA = C (mA) ,

xB = C (mB) . (3.1)
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The single antenna relay R receives the following signal

y = hARxA + hBRxB + z (3.2)

where hAR, hBR ∈ C are the MA phase channel coefficients and z ∼ CN (0, In) is the

complex Gaussian noise. Rather than recovering each packet individually, the relay at-

tempts to recover an integer linear combination of the transmitted signals,

xR = aAxA + aBxB, (3.3)

where aA, aB ∈ Z[i]. Let P be the power of the transmitter, and a = [aA, aB]
T.

In the second time slot, the broadcast phase, the relay broadcasts xR together with

the linear coefficients aA and aB embedded in the preamble of the packet. Therefore,

terminals A and B receive respectively

yA = hRA (aAxA + aBxB) + zRA,

yB = hRB (aAxA + aBxB) + zRB,

where hRA, hRB ∈ C are the broadcast phase channel coefficients and zRA, zRB ∼ CN (0, In)

represent noise. Upon reception and channel compensation, each terminal subtracts its

own transmitted signal from the received linear combination and demodulates the de-

sired packet m̂A or m̂B.

In this chapter we assume full symbol and frame synchronization between the termi-

nals, and that all channel coefficients hAR, hBR, hRA and hRB are accurately estimated by

the respective receiver and remain constant within the packet duration. We also denote

h = [ĥAR, ĥBR]
T.

3.3 Codebook construction

We first construct our lattice codebook C via Construction A, described in [54]. Let r (x)

be an irreducible polynomial with a primitive root β, i.e. r (β) = 0. We let F28 =
F2 (x)
(r (x))

,



3.3 Codebook construction 43

Splitter

RS Encoder

RS Encoder

Byte Unpack

Byte Unpack <<1

QPSK 
Mod.

+

RS

uncoded
packet

m

m

mI

R

Ix

RS
Rx

Ix

Rx

x
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mR and mI , and each part is encoded with RS code CRS and unpacked into bits. These
bits xR and xI are then combined and fed into the QPSK modulator. The output of the
QPSK modulator represents codeword x of lattice codebook C.

where (r (x)) is the ideal generated by r (x). In this work we use the Reed-Solomon (RS)

error-correcting code CRS(N, K) over F28 , where N is the codeword length and K is the

packet length. We combine the RS code with QPSK modulation EQPSK : {0, 1, 2, 3} →

{0, 1, i, 1 + i} (q = 2) to construct a lattice codebook C of length n = 8N. Let CRS be the

RS codebook i.e.

CRS =
{

cRS = GRSw : w ∈ FK
28

}
, (3.4)

where GRS is the generator matrix of the RS code. Let also CU
RS be the unpacked RS

codebook

CU
RS = {x = U (cRS) : cRS ∈ CRS} , (3.5)

where unpacking operator U : F28 → F8
2 is the inverse of packing transformation P :

F8
2 → F28 with P (b7, . . . , b0) = b7β7 + · · ·+ b0β0. The codeword x construction is illus-

trated in Figure 3.2. First, a stream of uncoded bytes m ∈ F2K
28 is split into two streams

mR = [m1, m3, . . . , m2k−1] and mI = [m2, m4, . . . , m2k], each of them encoded with RS

code CRS to xR
RS and xI

RS. Subsequently, using U the streams of bytes are unpacked into

streams of bits xR and xI , respectively, and the bits are grouped into chunks of two bits,

where the most significant bit is from the first stream xR, and the least significant bit is

from the second stream xI . These chunks are then fed into the QPSK modulator. This

scheme guarantees that the I and Q components of the Grey-coded QPSK constellation

are represented by two different RS codewords. Therefore,

C =
{

x = xR + ixI : xR, xI ∈ CU
RS

}
. (3.6)
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Then given aA = aR
A + i aI

A, aB = aR
B + i aI

B and xA, xB ∈ C, the received codeword c

at the relay

c = [aAxA + aBxB]2

=
[(

aR
A + i aI

A

) (
xR

A + ixI
A

)
+
(

aR
B + i aI

B

) (
xR

B + ixI
B

)]
2

=
[

aR
AxR

A − aI
AxI

A + aR
B xR

B − aI
BxI

B

]
2
+ i
[

aR
AxI

A + aI
AxR

A + aR
B xI

B + aI
BxR

B

]
2

= cR + icI , (3.7)

where xR
A, xI

A, xR
B , xI

B ∈ CU
RS. Since aR

A, aI
A, aR

B and aI
B are all integers, and CU

RS is a linear

code, cR, cI ∈ CU
RS and therefore c ∈ C.

Based on the above construction, the lattice codebook C has the following property:

if xA, xB ∈ C, then for all aA, aB ∈ Z[i], we have

c = [aAxA + aBxB]q ∈ C, (3.8)

where [v]q denotes [v(1) mod q, . . . , v(n) mod q] for any v ∈ Cn.

3.4 Search of optimal linear coefficients

Finding the optimal linear coefficients a is another practical problem to be solved before

the CF scheme is put into practice. The early works suggest an exhaustive search over all

coefficients a and choosing a0 which maximizes the computation rate (2.9) with given h,

as follows

a0 = arg max
a

Rcomp (α, P, a)

taking into account that the computation rate is zero if

‖a‖2 > 1 + ‖h‖2 P.

The exhaustive search over this region, however, becomes complicated with the increase

of P.
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A number of studies [56,103,104] propose more efficient methods for finding the opti-

mal linear coefficients for the CF relaying scheme. However, the authors assume that the

channel coefficients are real. This scenario is possible when one dimension constellation

such as that of PAM modulation is in use. In our testbed, we make use of a complex

constellation, namely QPSK, and consider the possibility to extend it to M-QAM in the

future. Therefore, those methods cannot be directly applied in our testbed.

Another approach is based on solving the shortest vector problem. Substituting αMMSE

of (2.10) into (2.9) yields

Rcomp (αMMSE, P, a) = log+

(
1

a∗Ma

)
, (3.9)

where

M = I2 −
P

1 + P‖h‖2 hh∗. (3.10)

To maximize the computation rate (3.9), we should solve the following optimization

problem

min
a∈Z2[i]

a∗Ma. (3.11)

Since M is a positive definite matrix, it can be decomposed by Cholesky decomposition

as M = LL∗ where L is a lower triangular matrix. With this, (3.11) can be rewritten as

min
a∈Z2[i]

a∗LL∗a = min
a∈Z2[i]

‖L∗a‖2. (3.12)

The problem in (3.12) is a shortest vector problem for a lattice Λ with generator matrix

L∗. We employ the complex Lenstra-Lenstra-Lovasz (CLLL) reduction algorithm [105]

to solve (3.12). In addition to maximization of the computation rate, we require that

both components xA and xB present in the linear combination xR, in order to ensure the

bidirectional relaying. Therefore, we also require that aA 6= 0 and aB 6= 0.

Other approaches to finding the optimum complex coefficients a to maximize Rcomp

in (2.9) are also addressed in [50, 106, 107] and references therein.
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3.5 The multiple-access phase

Let both the terminals use the same lattice codebook C. Also, ZaA,aB is a set of all possible

sums of constellation points for given aA, aB, i.e.

ZaA,aB = {aAEQPSK (a) + aBEQPSK (b) : a, b = 0, . . . , 2q − 1} . (3.13)

Using the original CF explained through (3.1) - (3.12), the relay first finds the coefficients

aA, aB and α, and obtains vector u by quantizing αy over ZaA,aB

u (k) = arg min
z∈ZaA ,aB

‖αy (k)− z‖, (3.14)

for k = 1, . . . , n. Accordingly,
[
uR]

2 and
[
uI]

2, where uR = < (u) , uI = = (u), are

separately re-encoded with the code CU
RS and the relay computes vector ĉ

ĉ = CU
RS

(
CU

RS
−1
([

uR
]

2

))
+ iCU

RS

(
CU

RS
−1
([

uI
]

2

))
. (3.15)

Next, using ĉ and a simple slicer [49], the relay estimates xR in (3.3) based on the

following decision rule

xR(k) = arg min
j∈(ĉ(k)+qZ[i])∩ZaA ,aB

‖αy(k)− j‖, (3.16)

where k = 1, . . . , n. This means, that first the channel noise may cause errors in the

quantization procedure (3.14). However, these errors are corrected by the RS code when

the relay computes ĉ. Assuming that ĉ was correctly decoded, the relay quantizes αy

again, however over a smaller subset of ZaA,aB , namely each αy (k) is quantized over

(ĉ(k) + qZ[i]) ∩ ZaA,aB . As the minimum distance between the points of (ĉ(k) + qZ[i]) ∩

ZaA,aB is higher than that of ZaA,aB , the quantization (3.16) is more robust against channel

noise than (3.14). An example of this scheme and the relationship between xR, ĉ and αy

at one time instance are illustrated in Figure 3.3. It is obvious that the minimum distance

between the points of ZaA,aB is equal to one, while the minimum distance in each subset

(ĉ(k) + qZ[i]) ∩ ZaA,aB is equal to two.
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Figure 3.3: An example of estimation of xR in (3.16) when aA = 1, aB = 1. Assuming
that codeword c was decoded correctly with the RS code and ĉk = 0, the slicer estimates
xR(k) by quantizing αy(k) only using points from (0 + 2Z[i]) ∩ Z1,1 i.e. {0, 2, 2i, 2 + 2i}
as quantization levels. As a result, xR(k) = 2i.

Note that before transmission, the constellation points {0, 1, i, 1 + i} are centered around

zero and normalized in order to transmit the standard QPSK constellation. The centering

results in a constant offset of αy (k), independent of k. This offset can be estimated and

removed accordingly by the relay.

3.6 The broadcast phase

Depending on the MA channel realizations h and Tx power P which determine the lin-

ear coefficients a, the constellation of xR may consist of nine points, when aA = aB = 1,

twelve points, when aA = 1 and aB = 1 + i, or sixteen points. Hence, a larger constella-

tion than QPSK is required for the broadcast phase to deliver xR to the terminals.

During the broadcast phase, the relay broadcasts the computed signal xR mapped
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onto the points of 16-QAM constellation, along with coefficients aA and aB. Upon recep-

tion, terminal A recovers the desired signal by subtracting their own transmitted signal

xA multiplied by the appropriate coefficient from the noisy version x̂R of signal xR. Let

the matrix of channel coefficients

U =

aA aB

1 0

 . (3.17)

Then  x̂R

xA

 = U

 xA

xB

+

 zRA

0B

 . (3.18)

By choosing aA 6= 0, aB 6= 0 when searching the linear coefficients, we ensure that matrix

U is invertible over C. Therefore,

x̂B = v1

 x̂R

xA

 (3.19)

where v1 is the first row of matrix U−1. The target packet m̂B becomes

m̂B =
[
mR

B 1, mI
B1, mR

B 2, mI
B2, . . . , mR

B K, mI
BK

]
, (3.20)

where

mR
B = P

(
CU

RS
−1

(< (x̂B))
)

,

mI
B = P

(
CU

RS
−1

(= (x̂B))
)

. (3.21)

Terminal B recover x̂A and then m̂A in the same way.

3.7 Simulation results

In this section we investigate the performance of the proposed CF scheme with Matlab

simulations and compare it with the performance of the DNC scheme and DF scheme



3.7 Simulation results 49

0 5 10 15 20 25 30
10

−3

10
−2

10
−1

10
0

EbN0 (dB)

O
u
t
a
g
e
 
P
r
o
b
a
b
i
l
i
t
y

 

 
DNC
DF
CF

Figure 3.4: Outage probability of the DNC, DF and CF relaying schemes vs. Eb/N0.

with zero-forcing MIMO receiver, introduced in Section 2.2.1. The channel is a zero-

mean fading channel i.e. hAR, hBR, hRA, hRB ∼ CN (0, 1). In this section we only provide

the simulation results based on the RS(64, 56) code, because other RS codes demonstrate

similar behavior. More specifically, the code is CRS(64, 56) with the first consecutive root

β110 over F28 =
F2 (x)
(r (x))

, where r (x) = 1 + x + x2 + x7 + x8. The generator polynomial

has eight roots and is given as

g (x) =
7

∏
i=0

(
x−

(
β110

)i
)

(3.22)

We first simulate the outage probability of the MA phase of the CF scheme and com-

pare it with that of the DF and DNC relaying schemes based on the same ECC code. The

results are shown in Figure 3.4. The figure shows that the CF scheme has the highest

outage probability, while the DF scheme shows the lowest outage probability compared

to other schemes. This result is expected, because the CF scheme introduces extra noise
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Figure 3.5: User FER of DNC, DF and CF relaying schemes vs. Eb/N0.

in the receiver due to the approximation of complex channel coefficients by Gaussian in-

tegers. Also, unlike the CF, other schemes take advantage of the use of dedicated time

slots for transmitting each packet (DNC) or using multiple antennas (DF). However, with

high Eb/N0 the outage probability of the CF scheme becomes similar to that of the DNC

strategy.

Next, we consider that both the MA and broadcast phases are noisy, and we investi-

gate the nominal frame error rate (FER) of the TWRN, i.e. when ARQ is not implemented

for removing packets with uncorrectable errors. Figure 3.5 compares the FER of TWRN

operating with DNC, DF and CF relaying strategies. The results are similar to the pre-

vious figure, however, there is a visible gap between FER of the CF and DNC schemes.

This gap appears from the fact that the CF relay uses 16-QAM constellation in the broad-

cast phase, that is larger than QPSK, employed in the broadcast phase of other relaying

schemes. It is well known that the BER of 16-QAM is higher than that of QPSK with the

same Tx power. As a result, the broadcast phase of the CF scheme contributes more to

FER degradation.
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Figure 3.6: Normalized throughput of DNC, DF and two CF schemes vs. Eb/N0.

We finally consider the throughput of the TWRN. We assume that packets containing

ECC uncorrectable errors are detected and discarded by the terminals, for example, with

the use of a CRC algorithm. Therefore, those packets do not contribute to the through-

put. In this section, we assume the packets do not have an overhead, e.g. address bits

or channel estimation sequences, and we define the normalized throughput as the total

number of packets Np of length n, successfully received by both the terminals within time

duration t, when t is large:

TP = lim
t→∞

Np × n× nbps

R× t
(3.23)

where R is the symbol rate of the network, and each symbol contains nbps bits. We also

assume that no time delay is required for switching between the MA and BC phases.

Note that the throughput in a real-time scenario is studied experimentally in Chapter 5.

Figure 3.6 compares the normalized throughput of TWRN operating with DNC and DF

relaying strategies, as well as our modified CF scheme, all represented by the solid lines.

In addition, we plot the throughput of the original CF scheme when it is applied directly,
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without modification. The throughput of the original CF scheme is represented by the

dashed line. Note that when using QPSK modulation, the possible normalized through-

put cannot exceed 2 bps/Hz. We first observe that the original CF scheme does not pro-

vide any improvements in terms of its throughput compared to the DNC scheme. This is

due to the non-invertibility problem over F2, when a terminal is unable to recover the tar-

get packet from the linear combination, and the terminal therefore requests a retransmis-

sion. However, the modified CF scheme does not suffer from the non-invertibility prob-

lem. It follows from the figure, that when the Eb/N0 is higher than 15 dB, the throughput

of the modified CF scheme is better than that of the DNC scheme. Furthermore, when

Eb/N0 is more than 25 dB, the throughput of the CF scheme becomes similar to that of

the DF relaying strategy, with only a marginal gap. At the same time, CF TWRN does not

require the use of a multi-antenna relay. Therefore, despite the higher FER, as illustrated

in the previous figure, the CF scheme takes advantage of exchanging packets in two time

slots. Yet, with lower energy per bit, even the modified CF scheme provides the lowest

throughput, compared to the DF and DNC relaying strategies. Hence, the figure illus-

trates the advantage of the modified CF relaying strategy when the SNR is high.

3.8 Conclusion

In this chapter we have developed a practical CF scheme that avoids the drawbacks of

the original CF scheme, such as the need to use a constellation of large prime size q, that

ensures the invertibility of linear combinations in the terminals. At the same time, the

proposed CF scheme can be easily implemented on SDR using the standard components

typically available in most SDR libraries. We then investigated the performance of the

proposed scheme using simulations. The simulation results demonstrate that the DNC

scheme outperforms the CF relaying scheme only at low SNR regimes. Despite the fact

that the CF scheme has higher outage probability, it takes advantage of two time-slot

message exchange, and therefore outperforms the three time-slot DNC scheme in terms

of system throughput, when the SNR is medium-to-high.
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In this work our practical CF scheme is based on the RS code. However, using the

same construction as described in Section 3.3, it is possible to employ other codes, for ex-

ample LDPC codes. The advantage of the LDPC would be stronger error-correction capa-

bility. However, the iterative nature of the LDPC codes would make the synchronization,

crucial for the CF scheme, much more complicated and increase the waiting time required

to achieve the frame synchronization, thus causing the network throughput to decrease.

Furthermore, the computational speed of the LDPC libraries in the current GNU Radio

version is more than ten times slower than that of the RS codes. Therefore, currently, the

use of the LDPC codes is not a feasible solution on the GNU Radio platform.

In this chapter, we analyzed the performance of the CF scheme, assuming the simpli-

fied channel model. As a result, our analysis is incomplete. In fact, in actual channels the

performance of the CF scheme may deteriorate due to factors other than channel noise

and fading, such as lack of synchronization between the terminals. Therefore, we discuss

the impact of implementation issues in Chapter 5 and propose our solutions to minimize

them.





Chapter 4

Data-link layer protocols for PNC and
their implementation on SDR

In addition to developments in the physical layer, the implementation of a real-time PNC/CF

testbed requires developments in the data-link layer algorithms for detecting corrupted packets

and acknowledging the transmitter accordingly. However, the algorithms developed for the tradi-

tional relay networks or those with DNC relaying cannot be directly applied to PNC networks. In

this chapter we present our design of the data-link layer protocol for the CF TWRN and its imple-

mentation in GNU Radio. We also compare the performance of the protocol with those utilized in

DNC and DF TWRN and discuss the advantages and disadvantages of each protocol.

4.1 Introduction

WHILE most studies on PNC focus on designing novel algorithms for the phys-

ical layer, PNC-motivated development for the upper layers has received con-

siderably less attention. However, in order to integrate PNC algorithms with the existing

wireless communication systems or to prototype them, developments in the physical

layer should be reflected in the upper layers, including the data-link layer. For instance,

PNC relays are not as intelligent as DNC or DF relays, because they do not recover the

packets bit-by-bit. Therefore, the data verification algorithms in the data-link layer can-

not be used directly.

To be put into a real-time prototype, each relaying strategy requires an automatic re-

peat request (ARQ) protocol that fits into the strategy. Such a protocol is needed for data

55
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integrity verification, and provides a mechanism for the detection of packets damaged

beyond the ECC’s capability to correct them and missed packets. Subsequently, the ARQ

protocol requests for retransmission of those packets. In fact, the performance of an ARQ

protocol can be optimized if it is aware of how the relaying is organized in the physical

layer. If not optimized, the ARQ protocol may negatively affect the actual performance

of a relaying scheme, making it far worse than predicted theoretically. In this chapter,

we describe in detail important features of ARQ protocols which we have implemented

in our testbed for the DNC, DF and CF relaying strategies and highlight the differences

between them.

In addition, those ARQ protocols need to be adapted for their use in GNU Radio.

GNU Radio represents a mature SDR platform for developments in the physical layer,

but demonstrates lack of maturity in the upper layer, although that is a common problem

for many other SDR platforms [94]. Therefore, implementation in GNU Radio requires

taking into account special features of this platform, such as the scheduling and block-

by-block signal processing, explained in Section 2.7.1. In [73] we presented the design

of ARQ protocols for the TS and DNC relaying strategies, specifically designed to cope

with GNU Radio inadequacies and hardware imperfections. In this chapter we update

the ARQ protocol for the DNC strategy and subsequently develop similar ARQ protocols

for the DF and CF relaying schemes.

The remainder of this chapter is organized as follows. First, in Section 4.2 we discuss

the challenges of implementation of a half-duplex communication between two nodes

(either relay or a terminal) in GNU Radio and design a half-duplex packet switching pro-

tocol which minimizes the impact of those challenges. Based on this protocol, we design

the ARQ protocols for TWRN with DNC, DF and CF relaying schemes in Section 4.3.

Performance comparison of these ARQ protocols in presence of the frame asynchrony

is provided in Section 4.4. We finally draw conclusions on the data-link layer protocol

developments in Section 4.5.
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End
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Figure 4.1: Packet verification scheme. When a receiver receives a packet, it first checks
if the postamble is correct. Subsequently, the receiver decodes the packet and checks if
the packet number matches the expected number. Finally, the checksum of the decoded
payload is calculated and compared with that received from the transmitter. If all three
conditions are satisfied, the packet is considered to be correct.

4.2 Half-duplex packet switching in GNU Radio

Implementation of TWRN requires regular switching between Tx and Rx, or half-duplex

operation. For example, terminal A transmits packet mA and switches to listening for

the signal, which carries packet mB. In case of the relay, it receives mA and mB either

sequentially (DNC) or simultaneously (PNC/CF, DF), and relays their XOR or a linear

combination, i.e. also constantly switches between Tx and Rx. To simplify the following

discussion, we refer to either a terminal or relay as a node if a described feature is appli-

cable for both of them.

The current GNU Radio software architecture is primarily aimed at processing con-

tinuous data streams. Packet switching is therefore difficult to be implemented in the
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Figure 4.2: A terminal operation flowchart. When a terminal operates in master mode it
is equipped with a timer which initiates timeout in case no packets are received within
Tout time interval from the previous transmission.

GNU Radio receiver, and we have to take this fact into account when designing a half-

duplex packet switching protocol. We have chosen the following solutions to minimize

the delays occurring due to the non-continuous natute of half-duplex communication:

• First, the acknowledgement of a successful or failed reception is embedded into the
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transmitted reply packet, rather than sent individually.

• Second, longer packets are used, as this seems more reasonable from the GNU Ra-

dio scheduler optimization perspective.

We employ the transmit-on-receive approach, i.e., a node transmits its packet upon

reception from another node. This approach identifies the node starting communication

as the master and the other as the slave. Each packets is equipped with the sequence

number which helps to identify any missed packets. When a packet is received by a

node, the node receiver verifies its integrity. Figure 4.1 illustrates the utilized packet

verification scheme. First, the receiver checks if the tail of the packet is correct. An in-

correctly received end of packet usually indicates the presence of an insertion/deletion

error [108], underflow at the transmitter, or non-compensated channel rotation during

the transmission, i.e., those errors which cannot be recovered with conventional ECC de-

coding. Thus, the incorrect tail of packet indicates that the receiver should not attempt to

decode the damaged packet. Second, after ECC decoding, the packet number is checked.

The node compares the packet number of the received packet with the expected packet

number. A packet with an unexpected packet sequence number is also considered to be

damaged. Third, the checksum of the decoded payload is calculated and compared with

the received checksum calculated at the transmitter. Mismatch of these two checksums

indicates that there are errors uncorrected after channel decoding. In this testbed we

make use of the Adler-32 checksum algorithm from the ZLIB library [109], calculated as

follows. Let d = [d1, d2, . . . , dn] be a vector of bytes of length n. Then the 32-bit checksum

DAdler-32 (d) = B× 65536 + A, where

A =
[
1 + d1 + d2 + . . . + dn

]
mod 65521,

B =
[
(1 + d1) + (1 + d1 + d2) + . . . + (1 + d1 + d2 + . . . + dn)

]
mod 65521

=
[
n× d1 + (n1)× d2 + (n2)× d3 + ... + dn + n

]
mod 65521. (4.1)

The preference for the Adler-32 checksum over conventional CRC is determined by the

former’s higher speed on many platforms [110].

A packet that passes all three steps of verification is considered to be correctly re-
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Figure 4.3: Location of the half-duplex block in the simplified block diagram of a node.
The half-duplex block is the final block of Rx, and the first block of Tx, thus coordinates
Tx and Rx. The white-coloured blocks represent the physical layer blocks processing
complex signals, and gray-coloured blocks represent the upper layers blocks processing
bytes. Some non-essential modules are omitted.

ceived and its payload is saved or passed to the end-user. Subsequently, the node incre-

ments its own packet number and in turn transmits the next packet. A packet that fails

verification at any step is marked as corrupted and discarded. Reception of a corrupted

packet by a node causes the retransmission of the previous packet, which in turn causes

the opposite node to retransmit the packet received corrupted. The full flowchart of this

half-duplex packet switching protocol is presented in Figure 4.2. The master retransmits

if timeout occurs in case the communication is lost. In contrast, slave nodes never initial-

ize transmitting themselves, but only reply upon receiving a packet from the master.

We implemented this half-duplex packet switching protocol in Python and included

it in GNU Radio Companion (GRC) flow graphs as an OOT block, as shown in Figure A.7.

The GRC flow graphs and their implementation are described in detail in Appendix A.

Figure 4.3 illustrates the location of the half-duplex block in the simplified block di-

agram of a node. The half-duplex block is located in the end of the Rx chain, and in

the beginning of the Tx chain. It coordinates the operation of the Tx and Rx chains and

ensures they do not transmit and receive at the same time. Note that Figure 4.3 shows

a simplified scheme. Although the half-duplex blocks in our design are always located

on the host PC, different PHY blocks may be implemented either on the PC or FPGA of
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Figure 4.4: Packet format for (a) terminals, DNC relays and DF relays, and (b) CF relays.
Both types of packet include symbol-timing synchronization preamble, channel estima-
tion training sequence, header, data and the end of packet symbol. The header consists of
acknowledgement, packet number and the checksum. In addition, packets transmitted
by CF relays contain the linear coefficient aA and aB of the broadcasted linear combina-
tion.

USRP. The exact location of those PHY blocks is discussed in Section 5.3.3.

4.2.1 Packet formats for different relaying strategies

Based on the needs described above, we first define the packet format for non-PNC com-

munications, such as those used by the terminals, as well as the DNC and DF relay. This

format is sketched in Figure 4.4(a). The length of the packet is 4096 bytes. This means

that, if packets are modulated with QPSK, which encodes 2 bits per symbol, 4 symbols

per byte, the packet length in symbols is equal to 16384. A packet consists of the pream-

ble, header and encoded payload. A preamble begins with a symbol-timing recovery

preamble (STRP), the length of which is 177 bytes. The symbol-timing recovery is used

for obtaining the right sampling time before demodulation and is explained in detail in

Section 5.4. STRP is followed by the 8 byte training sequence for channel estimation at

the receivers. This sequence also represents the address of the intended receiver. The

header is composed of one byte for acknowledgement, one byte for the packet sequence
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number and four bytes of the checksum. The header is followed by the payload, and both

are encoded into 62 codewords with the (64, 56) Reed-Solomon (RS) code. In CF termi-

nals these 62 RS codewords are further processed according to the scheme described in

Figure 3.2 in order to construct 31 consecutive codewords from lattice codebook C. The

end of packet is represented by one byte with the value 0x55.

In contrast, the CF relay is unable to demodulate superimposed packets, because it

only recovers linear combinations of the transmitted symbols. Therefore, the packet de-

livers symbols rather than bytes. For this reason, packets transmitted by CF relay have

a different format. Namely, they consist of two parts, as illustrated in Figure 4.4(b). The

packet begins with a preamble similar to that of conventional packets, followed by the

network-coded body, which represents the symbol-wise, frame-synchronous superim-

posed headers and payloads of both the terminals. The only difference from the conven-

tional preamble is that the last four bytes before the channel estimation training sequence

are reserved for the CF linear coefficients aA and aB.

4.3 ARQ protocols for different relaying strategies in TWRN

Based on the half-duplex packet switching developed in the previous sections, in this

section we describe our design of ARQ protocols for TWRN in GNU Radio with different

relaying strategies, namely DNC, DF and CF schemes.

There are two main types of relaying ARQ protocols. First, when the relay participates

in the ARQ mechanism, such an ARQ protocol is referred to as relay-terminal ARQ pro-

tocol (RT-ARQ). Second, if the relay is not involved in the ARQ mechanism, such an ARQ

protocol is referred to as terminal-only ARQ protocol (TO-ARQ). Generally, RT-ARQ pro-

tocols outperform TO-ARQ protocols in terms of the network throughput, however the

implementation of an RT-ARQ protocol requires complete decoding and additional pro-

cessing of packets at the relay [111, 112]. The difference between RT-ARQ and TO-ARQ

protocols in TWRN relay is illustrated in Figure 4.5.

The performance of different ARQ protocols with PNC was investigated in [113–115].

According to the simulation results provided in [113], RT-ARQ protocols maintained
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Figure 4.5: Flowchart of RT-ARQ and TO-ARQ in TWRN. Each relay operates in master
mode, therefore it is equipped with a timer which initiates timeout in case no packets
were received within Tout time interval from the previous transmission.

higher network throughput than other protocols or when no ARQ was utilized, espe-

cially when the SNR was medium or high.
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Figure 4.6: Scheme of ARQ protocol for TWRN with DNC relaying. Frame synchro-
nization between terminals A and B is also not required. The relay serves as master,
i.e. initializes the TWRN and handles timeouts. Successful reception of two packets re-
sults in broadcasting their XORed packet. Otherwise, any error, including packet number
mismatch, timeout, missed packet or a packet with uncorrectable errors causes retrans-
mission of the previous XORed packet.

4.3.1 ARQ protocol for DNC

The DNC relay completely recovers each received packet, therefore it allows the imple-

mentation of an RT-ARQ protocol. The ARQ protocol for DNC scheme is sketched in

Figure 4.6. In order to initialize the protocol, the relay broadcasts a packet containing

dummy data (time slot 0). Upon reception, terminal A transmits its packet immediately

using time slot 1, while B begins to transmit as soon as the transmission from A is over

i.e. time slot 2. If the packets from both the terminals are received successfully, the re-

lay performs bitwise XOR of the data of two packets and broadcasts the resulting packet

(time slot 3). After successful reception of this packet, terminals A and B transmit the

next packets, and so on. If any packet is lost during any time slot, the timeout at the relay

occurs after Tout time interval from the previous transmission. In this case, as well as if

at least one packet is received with uncorrectable errors or with wrong packet number

either from A or B, the relay again broadcasts the previously XORed packet.
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Figure 4.7: Scheme of ARQ protocol for TWRN with DF relaying. Frame synchroniza-
tion between terminals A and B is required, and failures in frame synchronization cause
packets to be missed or decoded incorrectly. The relay serves as master, i.e. initializes the
TWRN and handles timeouts. Successful reception of two packets results in broadcasting
their XORed packet. Otherwise, any error, including packet number mismatch, timeout,
asynchronous packet arrival or a packet with uncorrectable errors causes retransmission
of the previous XORed packet.

4.3.2 ARQ protocol for DF

The DF relay is also able to completely recover both packets from one superimposed

signal. Hence, it also enables implementation of an RT-ARQ protocol. In fact, with the

exception of a few differences related to simultaneous packet arrivals, the DF ARQ pro-

tocol is similar to that of the DNC scheme. An example of the ARQ protocol for the DF

relaying scheme operation in TWRN is illustrated in Figure 4.7. Again, the communica-

tion is initialized by the relay in the same way as in the DNC scheme. Upon reception

of the initializing packet, both terminals A and B transmit simultaneously (time slot 1),

keeping symbol and frame synchrony. The relay demodulates the received signal and

recovers both packets individually, performs error correction, and checks the packets for

the presence of uncorrectable errors and insertion/deletion errors, and verifies that the

packet ID numbers are as expected. If there are no errors in any packet in the pair, the

relay produces the XORed packet and broadcasts it (time slot 2). Upon reception by
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the terminals, the two time-slot packet exchange is over. Then the terminals transmit

new packets, i.e., the scheme repeats. On the other hand, if there is any kind of error

in at least one packet in the received pair, the relay re-broadcasts the previously XORed

packet. Thus, “intelligence” of the DF relay supports RT-ARQ protocol functioning and

it prevents erroneous packets from being broadcasted. Note that due to the supposed

simultaneous packet arrival, the timeout only occurs when there are no replies from both

the terminals within the Tout time interval. Otherwise, the relay detects the first arrived

packet or at least its front part is recovered from a non-superimposed signal and declared

an error. However, timeout can also occur when two packets are aligned incorrectly, be-

cause failures in the frame synchronization scheme cause incorrect channel estimation

and incorrect SOP detection.

4.3.3 ARQ protocol for CF

Unlike DNC and DF relays, which provide bitwise packet recovery and RT-ARQ proto-

col on top of it, the CF relay only recovers linear combinations of transmitted signals in

the physical layer. At the same time, the CF scheme allows implementation of channel

decoding and re-encoding of the linear combinations. Therefore, while fully capable on

the ECC, the CF relay has limited capability for verifying the packets as DNC and DF

relays do. As a result, the CF relay can only support a TO-ARQ protocol. In this case, the

corrupted packets also corrupt the linear combination which is forwarded to the termi-

nals, rather than discarded, and the burden of detecting the errors lies with the terminals.

This scenario can cause additional retransmissions and decreases the network effective

throughput. Figure 4.8 shows an example of the operation of ARQ protocol for the CF

relaying scheme in TWRN. The initialization and synchronization are performed in the

same way as for the DF scheme, and the same quality synchronization as for the DF

scheme is required. The first time slot is also the same, i.e. both packets are transmitted

simultaneously. Then, the relay recovers a linear combination of two transmitted signals

and re-encodes it with the ECC. As the CF relay is unable to verify the packet number

or checksum, it simply forwards the linear combination (time slot 2). The terminals then

verify the received packets and transmit a new packet or retransmit the previous packet,
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Figure 4.8: Scheme of ARQ protocol for TWRN with CF relaying. Frame synchroniza-
tion between terminals A and B is required, and failures in frame synchronization cause
packets to be missed or decoded incorrectly. The relay serves as master, i.e. initializes the
TWRN and handles timeouts. Successful reception of two packets results in broadcast-
ing their linear combination. Errors, including timeout or asynchronous packet arrival,
cause retransmission of the previous linear combination. However, errors like packet
number mismatch or presence of uncorrectable errors are not detected, and their linear
combination is obtained and broadcasted.

i.e. time slot 1 repeats. We note that in the CF scheme the relay also can detect misaligned

packets. Therefore, in the same way as in the DF scheme, a timeout only happens when

there are no replies from both terminals within the Tout interval.

4.4 ARQ performance comparison

In this section we expand simulations presented in Section 3.7, and investigate the perfor-

mance of different relaying strategies with the proposed ARQ protocols. We consider the

DNC, DF and CF relaying strategies, based on the RS(64, 56) code. In this simulations we

assume that there are no computational delays between the time slots, but frame asyn-

chrony occurs with probability pasynch. As in the previous simulations, we assume that

every receiver is aware of the channel state at any time. The throughputs of TWRN with
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Figure 4.9: Throughput of different relaying strategies in TWRN combined with the rele-
vant ARQ protocol in presence of the frame asynchrony vs. Eb/N0.

the chosen relaying strategies are compared in Figure 4.9. The solid lines represent the

throughput of the respective relaying strategy when the frame asynchrony never hap-

pens, i.e. pasynch = 0. The dotted lines and dash-dot lines show the throughput of the

respective relaying strategy, when the frame asynchrony is 0.01 and 0.05 respectively.

Note that since the DNC scheme does not require any synchronization, its performance

is independent of pasynch. Our results are consistent with those illustrated in Figure 3.6.

We first observe in the figure that the normalized effective throughput of all the schemes

is lower than the normalized nominal throughput illustrated in Figure 3.6. This is be-

cause of the presence of the overhead, which does not convey the actual data, e.g. the

preamble, header and postamble of the packet. Next, it follows from the figure that the

presence of frame asynchrony does not cause a significant throughput degradation. As

a result, the effective throughput behavior of each strategy matches that of the nominal
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throughput. In particular, the DF relaying scheme provides the highest throughput be-

cause it takes advantage of performing data exchange in two time slots. The CF scheme

also relays the data within two time slots, therefore, with higher energy per bit its perfor-

mance achieves the performance of the DF scheme. However, with the SNR decrease, the

effective noise makes the CF relaying less efficient. Finally, when the Eb/N0 is 15 dB or

less, the throughput of the CF scheme becomes even less than that of the DNC scheme,

despite the fact that the DNC relaying scheme takes three time slots per packet exchange.

4.5 Conclusion

In this chapter we have described modifications which we made on the layers above the

physical layer in order to incorporate the CF relaying strategy into a real-time commu-

nication system. In this chapter we have presented an implementation of logical link

control algorithms for the relaying strategies employed in the testbed such as the DNC,

DF, and CF schemes. The developed ARQ protocols are designed to take into account

GNU Radio natural random delay and other imperfections. The performance of these

ARQ protocols is evaluated experimentally in the next chapter.





Chapter 5

SDR implementation of CF relaying
and experimental evaluation

In this chapter we present the first real-time GNU Radio implementation of a two-way relay

network with compute-and-forward (CF) relaying strategy. Despite the fact that the theoretical

results for CF are promising, the implementation is hindered by a number of practical problems.

We first identify these problems and then propose our solutions to minimize their impact. Rather

than developing complex algorithms able to cope with certain types of asynchrony, we propose a

synchronization scheme for GNU Radio, a popular software-defined radio (SDR) platform. The

scheme enables simple implementation of synchronous CF algorithms. With the implemented pro-

totype working in real-time we are able to conduct experimental performance analysis of the CF

scheme. Our experimental results show that when the SNR is high, CF relaying outperforms other

relaying strategies in terms of the network throughput. Therefore, our testbed experimentally ver-

ifies the benefits of CF relaying predicted by the theoretical analysis. With the common practical

problems solved, the testbed implemented in GNU Radio allows rapid modification for physical

layer network coding (PNC) algorithms other than CF, thus simplifying their experimental anal-

ysis.

5.1 Introduction

IN theory, when the SNR is high, PNC can increase the TWRN throughput by 50%

compared to that of digital network coding (DNC) [7]. In contrast, DNC is expected

to outperform PNC in low SNR regimes. In addition to low SNR, several other factors

negatively affect the practical performance of PNC. First, processing delays are caused by

71
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the fact that PNC is more computationally intensive than DNC. Second, synchronization

delays are introduced by the need to synchronize the packets transmitted at the differ-

ent terminals. Finally, a PNC relay does not recover the packet data, and therefore does

not provide any packet verification capabilities, unlike a DNC relay. This causes the re-

laying of corrupted packets and requires more retransmissions. All these factors reduce

the actual performance compared to the theoretical performance of the TWRN. However,

their impact cannot be evaluated adequately in simulations, because there are no accurate

models for these factors. In contrast, the impact of the above factors can be experimen-

tally estimated if a relay network testbed with PNC is implemented.

In this chapter, we summarize our design of a TWRN testbed in GNU Radio, where

the relaying is performed with three different strategies, namely the DNC strategy, the

MIMO-based decode-and-forward (DF) and the modified CF scheme developed in Chap-

ter 3. To the best of our knowledge, our testbed is the first real-time implementation of

the CF relaying strategy. Our main contribution is that, unlike the previous work, we pro-

pose practical symbol and frame synchronization schemes which provide sufficient syn-

chronization for the standard PNC algorithms designed under the synchrony assump-

tion, and implement the schemes on FPGA of USRP N210. The synchronization scheme

thus allows us to avoid using the computationally intensive asynchronous algorithms

reviewed in Section 2.4. We also describe implementation challenges specific to the GNU

Radio platform and our solutions applicable for all the strategies, such as channel esti-

mation methods and symbol-timing recovery for superimposed PNC signals. In order to

make the testbed work in real time, we implement the half-duplex packet switching and

ARQ protocols described in Chapter 4. Utilizing these schemes and solutions, one can

easily repeat our implementation on the GNU Radio platform or customize it according

to one’s needs at no additional cost. Furthermore, our implementation on the GNU Ra-

dio platform can be easily customized and extended to higher-order modulation schemes

such as M-QAM or more complex networks beyond TWRN.

In addition, we evaluate the performance of different relaying strategies with several

experiments. We demonstrate that with high SNR, the practical throughput of the CF

scheme is higher than that of the other relaying strategies, despite some practical imple-
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mentation factors degrading performance. In the presence of these factors, the CF scheme

achieves practical throughput improvement of about 30% rather than the 50% predicted

by theoretical analysis. On the other hand, the experiments show that the DNC relaying

scheme is more reliable at low SNR.

The rest of this chapter is organized as follows. We begin this chapter with the de-

tailed description of the SDR platform employed in the testbed provided in Section 5.2.

Next, in Section 5.3 we summarize the synchronization requirements and introduce our

symbol and frame synchronization scheme, as well as the implementation of these schemes

on the USRP. In Sections 5.4 and 5.5 respectively, we present our approaches to symbol-

timing recovery and channel estimation for PNC/CF relays. The experimental results

are provided, and the advantages and drawbacks of different relaying strategies are dis-

cussed in Section 5.6. Finally, Section 5.7 concludes this chapter.

5.2 Hardware and software platform

Each terminal and relay is realized with a USRP N210 by Ettus Research connected to an

individual PC running GNU Radio. The details of the main components of the testbed are

provided in Table 5.1. The USRPs are equipped with XCVR2450 half-duplex daughter-

boards operating in 2.4− 2.5 GHz and 4.9− 5.9 GHz dual band. Each USRP is connected

to the host PC with the GigE interface, which provides up to 25 MSPS data throughput.

Each USRP is also equipped with a GPS disciplined oscillator module (GPSDO), by the

same manufacturer. In order to implement a MIMO receiver for the DF scheme, the DF

Table 5.1: Details of the Main Components of the Testbed.

Component Details
CPU Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz
NIC NetXtreme BCM5722 Gigabit Ethernet PCI Express
OS Ubuntu 14.04 LTS, 64 bit
GNU Radio v.3.7.4
UHD v.003.007.001
SDR Hardware Ettus USRP N210
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Figure 5.1: Architecture of our TWRN testbed with different relaying strategies: (a) DNC,
(b) DF, and (c) CF. The DF relay is MIMO-capable, i.e. two USRP N210 devices connected
with MIMO cable, while DNC and CF relays as well as all terminals are single antenna
devices, implemented on single USRP.

relay is equipped with two USRPs connected through a MIMO cable. Figure 5.1 illus-

trates the three testbed architectures for each of the relaying strategies implemented in

the testbed.
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5.3 Synchronization

Symbol and frame synchronization is a crucial requirement for the implementation of

PNC algorithms. In the literature review, in Section 2.4, we analyzed several asynchronous

PNC and CF algorithms from the point of view of their implementation simplicity in SDR.

The algorithms proposed in the literature require significant modification of the original

algorithms designed based on the synchrony assumption. The modifications, in turn,

make those modified algorithms not universal, i.e. robust against one particular asyn-

chrony, thus limiting the scenarios where the algorithms can be utilized. Furthermore,

the asynchronous algorithms are usually more computationally complex. These draw-

backs motivate us to choose another approach in this work: we first implement synchro-

nization mechanisms which provide sufficient synchronization for the implementation of

synchronous CF algorithms, such as in [48,49] and our CF scheme described in Chapter 3.

In this section we present our GPS-assisted symbol and frame synchronization schemes

and then discuss FPGA customization required for the implementation of these schemes.

5.3.1 Symbol synchronization

In this testbed we implement a GPS-assisted symbol synchronization scheme. First, we

equipped each terminal with the GPSDO modules [116]. A GPSDO, when locked to the

GPS satellites, is able to retrieve the absolute GPS time. We then configured the USRPs

to use the GPSDO as a clock and time source. As a result, the internal USRP time is ini-

tialized to the GPS time. According to the specifications, the root-mean-square error of

such synchronization is less than 50 ns, i.e. much smaller than the typical symbol dura-

tion supported by GNU Radio (640 ns in our case). Therefore, the GPS-assisted symbol

synchronization accuracy is sufficient for the implementation of PNC algorithms.

The configuration of GPSDOs to be used as a clock and time source is accomplished

by properly setting up the USRP hardware according to [117], followed by configurations

of the USRP Sink and USRP Source blocks in GRC. Note that the symbol synchronization

is only required between the terminals, and is not necessary between a terminal and the

relay. Although also equipped with a GPSDO module, the relay only utilizes it for cor-
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Figure 5.2: Frame synchronization scheme for DF and CF TWRN. tdel r represents the
time interval needed to transfer a received packet from the USRP to the host PC. tdel t
represents the time interval needed to transfer a transmitted packet from the host PC to
the USRP. tproc is the time interval required for a received packet verification and gener-
ating a response packet to be transmitted. The duration of tdel r, tdel t and tproc is random
due to the scheduler’s random queuing delay.

rection of the local oscillator (LO) frequency offset.

Note that a USRP with XCVR2450 daughterboard is mainly appropriate for short-

range wireless communication, where the propagation delay is negligible. Therefore, we

assume that the packets transmitted simultaneously arrive at the same time. In general,

however, one terminal could be located much further from the relay than the other termi-

nal, and the large difference between the distances may cause a significant offset between

two packets transmitted simultaneously. This offset can be compensated if the terminal

nearest to the relay transmits after a short delay equal to a few clock periods of its FPGA.

For example, if the FPGA clock period is 100 ns, as in USRP N210, a distance difference

of 60 meters can be compensated by introducing a two clock-period delay in the terminal

nearest to the relay.

5.3.2 Frame synchronization

Frame synchronism, i.e., simultaneous arrival of packets from both terminals, is another

necessary condition for PNC implementation. Frame synchronization in GNU Radio is
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hindered by its inherently random processing time. Additional time is needed to transfer

packets from the USRP to the PC and back via the Ethernet cable. These delays cause

asynchronous processing of the received packets and asynchronous delivery of the pack-

ets to be transmitted to the USRP.

Moreover, underflow exceptions also contribute to the loss of frame synchronism. The

host PC supplies the data to USRP in blocks of the length defined by the GNU Radio

scheduler. In such a way, one packet may be sent to the USRP by several blocks. The

underflow happens when the host PC is not able to provide the next block fast enough

immediately after the previous block has been transmitted. When the FPGA detects an

underflow, it waits until the next block arrives and then retransmits the previous block

followed by the next block. Therefore, underflows are undesirable as they distort the

frame synchronization in the middle of transmission.

Once the terminals are symbol-level synchronized, as described in the previous sub-

section, we focus on the frame-level synchronization. Below we summarize our method

to achieve frame synchronization, given the aforementioned problems:

1. We have relocated a few signal processing routines from the GNU Radio on the host

PC to the USRP’s FPGA. Those routines include modulation and pulse-shaping

filtering in the FPGA’s Tx chain, and automatic gain control (AGC) and matched

filtering in the Rx chain. The reader is referred to Section 5.3.3 for details of FPGA

customization. Assuming QPSK modulation, the relocation reduces the number of

bytes per packet sent via the Ethernet cable by a factor of 32. As a result, the number

of underflows in our experiments was reduced by more than 10 times. Both the

matched filter and the pulse-shaping filter are represented by the root-raised cosine

(RRC) filter. Due to the limited number of multipliers in the FPGA of USRP N210,

the design and implementation of the RRC filter is to be without multipliers. We

review existing methods of multiplierless filter design and propose a new method

based on zero/pole approximation of an IIR filter, also suitable for the RRC filter

multiplierless implementation on FPGA, in Chapter 6.

2. Some blocks cannot be relocated, for instance those which require floating-point

multiplications, such as channel estimation modules. In order to support higher
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sampling rates, we make use of Vector-Optimized Library of Kernels (VOLK) [100],

wherever possible. This library simplifies the use Single Instruction Multiple Data

(SIMD) instructions. A SIMD instruction performs operations on vectors rather

than on scalars, thus accelerating computations significantly. For example, element-

wise multiplication of floating-point complex vectors with VOLK can be performed

more than five times faster, compared to the use of non-vectorized multiplication.

In addition, the matrix computations involved in finding the shortest vector coef-

ficients with CLLL are implemented with the Armadillo C++ high-speed numeric

library [118].

3. We have implemented a new frame synchronization scheme, where the GPS-assisted

synchronization is carried out by the USRPs of the terminals. This scheme is pre-

sented in Figure 5.2. Despite the fact a packet transmitted by the relay arrives at

both terminals’ USRPs simultaneously, each host PC receives the packet with ran-

dom delay tdel r. Consequently, the response packet to be transmitted is generated

after delay tproc and arrives at the USRP after another random delay tdel t. Therefore,

although the terminals received the packet simultaneously, they would not start the

reply transmission synchronously. However, both USRPs are to start transmitting

simultaneously, in order to ensure successful PNC/CF operation. For achieving

this requirement, the synchronization scheme only allows the USRPs to transmit

after a fixed delay ∆tGPS from the previous transmission. Note that the USRPs are

already symbol-synchronous and their internal time is also synchronized with the

GPS time signal. We have modified the FPGA image in such a way, that upon

reception of a packet from the host PC, the USRP holds it until the ∆tGPS time in-

terval expires. Thus, the frame synchronization is achieved. The choice of ∆tGPS

is determined taking into account the total delay tdel = tdel r + tdel t + tproc by the

following tradeoff. If ∆tGPS is too large compared to the average tdel , the chance

that two terminals can receive the packet and reply within ∆tGPS is high, therefore

the chance of a non-synchronized transmission is low. However, large ∆tGPS causes

the throughput decrease. On the other hand, when the ∆tGPS is short, the chance of

a non-synchronized transmission increases, making decoding of incorrectly super-
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imposed packets impossible.

5.3.3 FPGA customization

In order to be able to cope with all sorts of delay introduced by both USRP and GNU Ra-

dio Tx and Rx, the frame synchronization scheme described in the previous subsection

should be implemented as close as possible to the RF front-end, i.e. on FPGA. There-

fore, implementation of the frame synchronization scheme requires modification of the

standard FPGA image of USRP N210 provided by Ettus Research. To achieve this, we

modified the FPGA Verilog source code provided along with the UHD software, and

synthesized a new FPGA images for the testbed. In addition, we relocated a few signal

processing routines from GNU Radio to FPGA in order to reduce the computational load

on GNU Radio and avoid underflows. These modifications were implemented and new

FPGA images was synthesized with Xilinx ISE Design suite 14.5.

Figure 5.3 compares the original architecture of the SDR system i.e. USRP FPGA,

UHD and GNU Radio with the modifications we implemented in this testbed. For sim-

plicity, we omit illustration of components such as FIFOs, buffers, Ethernet controllers

and RF front-end which we did not modify. In the original architecture shown in Fig-

ure 5.3(a) the FPGA only performs DDC in the Rx chain and DUC in the Tx chain, the

tasks common and compulsory for all applications. In other words, the default archi-

tecture of USRP FPGA leaves any application-specific signal processing algorithms to be

implemented on the host PC in GNU Radio. As mentioned previously, relocation of a

few signal processing routines from the PC to the FPGA reduces processing delays and

randomness of the delays, which result in underflows. In this way, implementation of the

pulse-shaping filter in the Tx chain and the matched filter in the Rx chain, both as RRC

filter seems computationally intensive on the host PC, yet is feasible on the FPGA. In ad-

dition, the AGC block in the Rx chain and the modulator in the Tx chain are also good

candidates for relocation to the FPGA, because they do not require intensive floating-

point multiplications. Finally, the frame synchronization scheme, described in the previ-

ous subsection, is also located on the FPGA. The updated architecture of the FPGA image

is sketched in Figure 5.3(b).
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Figure 5.3: FPGA Customization for Frame Synchronization. (a) Original architecture
as provided by Ettus Research and GNU Radio, (b) Our improvements: the AGC and
matched filter of Rx as well as the pulse-shaping filter, modulator and frame synchro-
nization scheme of Tx are relocated from the host PC to FPGA. The relocated blocks are
highlighted in grey.

One particular advantage of the presented implementation is that the entire Tx chain

is moved from the host PC to the FPGA. As a result, a packet to be transmitted can be

transferred to the UHD and subsequently to the FPGA as quickly as possible, most likely

within one block (from the scheduler point of view). Therefore, the impact of the GNU

Radio delays is minimizing, which in turn minimizes the chance of any underflow occur-
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rence.

The performance of the hardware and the latency could be further reduced if the

symbol-timing recovery module is also implemented on the FPGA. However, the Gard-

ner algorithm requires performing intensive floating-point multiplications for timing-

error detection and fractional resampling (see Section 5.4), which cannot be implemented

on the FPGA of USRP N210 due to the limited number of only 18-bit fixed-point multi-

pliers. This means that the Gardner algorithm can only be implemented on FPGA of any

newer generation Ettus SDR products such as USRP X series which are equipped with

more powerful FPGA.

5.4 Symbol-timing recovery at CF relay

The symbol-timing asynchrony appears from the fact that a receiver is unaware of the

precise arrival time of the pulses. Due to this fact, nonzero timing delay τd between the

optimal sampling time and the receiver’s ADC clock, which is unknown by the receiver,

usually exists. In order to take into account τd, the received signal r(t) is modeled as

follows

r (t) = hx (t− τd) + v(t), (5.1)

where h is the channel coefficient, x(t) is the transmitted signal with symbol period T

and v(t) is AWGN. We assume that 0 6 τd 6 T. A symbol-timing recovery algorithm

attempts to estimate and track the timing delay τd. Sampling at time points ts = kT + τ̂d,

where k ∈ Z+, maximizes SNR at the receiver and minimizes intersymbol interference

(ISI), hence the timing delay should be estimated accurately.

In modern software receivers sampling the received signal r (t) at the optimal time

ts = kT + τ̂d is inefficient from the perspective of hardware because of the need to adjust

ts with changing τ̂d. Instead, r (t) is sampled with a fixed sampling period Ts < T/2,

i.e. with oversampling. After proper amplification and matched filtering, the output of

matched filter sn is fed into fractional interpolator [120] which produces estimates of tim-

ing delay τ̂d and received signal at the optimal sampling time ŝ (kT + τ̂d) fully in a digital

manner. Subsequently, output of the fractional interpolator is passed to the demodulator
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Figure 5.4: Feedback symbol-timing recovery scheme [119]. The received signal r(t) is
sampled with fixed sampling period Ts < T/2. The amplified and filtered signal sn =
s(nTs), n ∈ Z+ is fed into the fractional interpolator which estimates τd and samples
ŝ (kT + τ̂d), k ∈ Z+. The samples are used for the demodulation and by the TED. The
TED estimates timing error e[k] needed for update of τ̂d. The dashed lines represent the
optional components when TED is decision-directed, such as MM algorithm.

or equalizer. Figure 5.4 illustrates such a fully digital symbol-timing recovery scheme

based on feedback timing error detection (TED), where the output of the fractional in-

terpolator is also used for estimating the timing error ek, needed for updating τ̂d. Other

schemes, such as feed-forward TED are discussed in [119].

Of all methods of feedback symbol-timing recovery, the modified Mueller and Muller

algorithm (MM) [121] and Gardner algorithm [122] are two popular algorithms used in

software receivers. The difference between them is how they perform TED. In the MM

algorithm the timing error is estimated as follows

eMM
k =

(
ŝI
(
(k− 1) T + τ̂d

)
− ŝI (kT + τ̂d)

)
< (x̂k)

+

(
ŝQ
(
(k− 1) T + τ̂d

)
− ŝQ (kT + τ̂d)

)
= (x̂k) , (5.2)

where ŝI(t) and ŝQ(t) are I and Q components of ŝ(t), x̂k is the demodulator output i.e.

decision based on sampled value ŝ (kT + τ̂d). In the Gardner algorithm, the timing error

is

eG
k =

(
ŝI
(
(k− 1) T + τ̂d

)
− ŝI (kT + τ̂d)

)
ŝI (kT − T/2 + τ̂d)

+

(
ŝQ
(
(k− 1) T + τ̂d

)
− ŝQ (kT + τ̂d)

)
ŝQ (kT − T/2 + τ̂d) . (5.3)
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A comparison of (5.2) and (5.3) shows the advantages and disadvantages of each method.

The MM algorithm is decision-directed, hence it is sensitive to the carrier offset and phase

errors. Therefore, the carrier and phase recovery should be performed before the tim-

ing recovery. However, once the carrier and phase offsets are recovered, the MM algo-

rithm provides faster timing recovery, and is less sensitive to low SNR than non-decision-

directed methods. Furthermore, the MM algorithm can be enhanced, if the timing recov-

ery is performed in cooperation with channel decoding [123]. At the same time, the MM

algorithm demonstrates reasonable performance with PSK modulations only. In contrast,

the Gardner algorithm is non-decision-directed, and is therefore robust against the carrier

frequency and phase offsets. Therefore, the channel estimation can be performed after the

timing recovery. The Gardner algorithm can also be applied for receivers where the con-

stellation of a received signal is larger than a PSK constellation. However, the Gardner

method suffers from self-noise, especially when the SNR of the received signal is low. The

impact of self-noise can be reduced with interpolation with a higher upsampling factor

[124, 125]. The Gardner method also requires estimation of s(t) with half symbol period

delay after the optimal sampling time i.e. ŝ (kT − T/2 + τ̂d), thus the fractional interpo-

lator should produce twice more output. In addition, the output of the Gardner TED is

proportional to the square of magnitude of the input signal. For this reason, accurate

AGC should precede the Gardner symbol-timing recovery block.

The problem of symbol-timing recovery for conventional communications has been

studied in detail. However, to the best of our knowledge, this problem in context of PNC,

i.e. symbol-timing recovery for superimposed signals, has still been little studied, with

only a few results based on realistic assumptions being available [126,127]. For example,

although [126] offers a symbol-timing recovery solution for non-OFDM communications,

the proposed method requires high oversampling and the use of computationally com-

plex DFT-based interpolation. This problem is also not covered in studies describing

implemented PNC prototypes [32, 74, 75].

In our testbed we utilize another approach. Assuming that with the proposed GPSDO-
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based synchronization the terminals are symbol-synchronous, i.e.

τd = τA
d = τB

d , (5.4)

the relay only estimates one parameter τd at the beginning of each packet. Therefore,

we can perform the PNC symbol-timing recovery with a method used for conventional

symbol-timing recovery. Given that the superimposed constellations at the CF receiver

are larger than PSK constellations and considering other advantages of the Gardner al-

gorithm discussed above, we adopt the Gardner symbol-timing recovery method in our

testbed.

As data exchange in TWRN is packet-based rather than continuous, the timing re-

covery algorithm is expected to provide both fast acquisition of τ̂d at the beginning of

each packet and quick updates of timing delay τ̂d if a change occurs in the middle of a

packet. For the acquisition phase we add a symbol-timing recovery preamble (STRP) in

front of each packet. We then experimentally determine the required length of the STRP.

The three plots in Figure 5.5 demonstrate an example of symbol-timing recovery in the

CF relay. In this example Ts = T/2, i.e. the oversampling is 2 samples/symbol. Be-

fore the packet arrives, the estimate of timing delay is set to one-half symbol period T,

τ̂d/T = 0.5. During the acquisition phase the TED estimates that the timing error eG
k is

positive. Accordingly, τ̂d is updated in a way to minimize the timing error. With the esti-

mate τ̂d becoming closer to the actual delay τd the timing error is minimized and centered

around zero.

In the example demonstrated in Figure 5.5, the acquisition phase takes about 200

symbols, however, the SNR is high. Based on several experiments performed in different

SNR regimes we determined that a 150-200 bytes long STRP (600-800 symbols) in front

of a packet is sufficient to provide symbol-timing recovery at the CF relay in lower SNR

regimes, without affecting the main part of the packet.
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Figure 5.5: Example of timing recovery in CF relay.

5.5 Channel estimation

All the relaying strategies implemented in this testbed assume that the relay knows the

channel coefficients hAR and hBR. Hence, the relay should be able to obtain accurate es-

timates of the channel coefficients from the arriving packets. The terminals should also

estimate their channel coefficients based on the received packets.

In our testbed, a training sequence which consists of 32 symbols, known by the de-

sired receiver, is placed in the preamble of each packet after the STRP preamble. This se-
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quence is used for channel estimation with conventional least-squares estimation meth-

ods in all terminals and the DNC relay. The DF and CF relays, however, estimate the

channel coefficients from the superimposed packets. Therefore, in the DF and CF relays

we have applied techniques from MIMO channel estimation (2.15) and (2.16), assuming

the packets are synchronized with the proposed synchronization scheme. Note that both

training sequences tA and tB are also modulated with the QPSK modulation scheme. The

training sequences are generated randomly in the beginning of experiments, however

they are to be orthogonal and of the same norm, as recommended in [68]. Consequently,

we have implemented the joint channel estimation algorithm as a part of the related GNU

Radio blocks.

Our experimental results demonstrate that the implemented method of channel esti-

mation provides accurate estimates of channel coefficients hAR and hBR when the symbol-

timing is estimated correctly before the channel estimation.

The carrier frequency asynchrony is also effectively mitigated with the use of GPSDO.

The GPSDO module provides the reference signal to the local oscillator, thus constantly

correcting any drift away from the target frequency. The measurement results showed

that the residual frequency offset was only about 4 Hz. Therefore, in this work we can

assume that the channel rotation is slow, i.e. almost negligible within the duration of one

packet. Therefore, once estimated at the beginning of packet, the estimates of channel

coefficients ĥAR and ĥBR, as well as CF integer coefficients aA and aB do not need to be

updated in the middle of the packet.

5.6 Experimental performance evaluation

In this section, we demonstrate the performance of the testbed with the CF, DF and DNC

schemes via a series of experiments in the indoor environment. Note that the detail CF

scheme design is discussed in Chapters 3 and 4, the DF scheme design provided in Sec-

tion 2.2.1 and Chapter 4, and the DNC scheme is given by (1.1) and (1.2) and its data-link

layer protocol is described in Chapter 4. The data exchanged between the terminals were

randomly generated.
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Table 5.2: Summary of Main Parameters for GNU Radio Blocks.

Block Parameter Value
USRP Source, Sampling Rate 3.125 MSPS
USRP Sink Center Frequency 2.41 GHz

LO Offset 2 MHz
Antenna J1
Mb0: Clock Source O/B GPSDO
Mb0: Time Source O/B GPSDO

USRP Source Gain 0 dB
Mod./Demod. Modulation QPSK (Gray code)

Tx Digital Gain b, gd 0.2
PS Filter RRC Filter
Oversampling 2 samples /symbol
Roll-off of the RRC 0.3
AGC Default

Half-duplex Packet Length 4096 bytes
Timeout Tout 0.1 s.
ECC (64,56) Reed-Solomon,

Adler-32 checksum
a The input level of signal for the USRP Sink must be within the range
of [−1, 1] to avoid arithmetic overflow when converting from float to
short type. To guarantee this, the input is multiplied by a coefficient
0 < gd < 1. In this work gd is referred to as Tx Digital Gain.

5.6.1 Experimental set-up

Table 5.2 contains the set-up of the main parameters for various GNU Radio blocks in-

volved in the communication. In particular, we set the GNU Radio sampling frequency

to 3.125 MSPS. This means that the USRP’s ADC and DAC sampling rate was still 100

MSPS, however the Rx signal was downsampled by a factor of 32 in the DDC chain and

the Tx signal was upsampled by the same factor in the DUC chain. This GNU Radio

sampling frequency with oversampling 2 sample/symbol resulted in a symbol rate of

1.5625 MBd. Even though the testbed supports higher sampling rates up to 12.5 MSPS,

the chosen sampling rate provides smooth operation of the testbed, thus CF performance

analysis is less affected by the GNU Radio delays and residual symbol asynchrony1 .

1Shortly after submission of this thesis, we have developed a new enchanced symbol-level synchroniza-
tion scheme for USRP, which increases the stability of the testbed at higher sampling rates [128].
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Our experiments were conducted in the laboratory environment, such that the dis-

tance between each terminal and the relay was approximately 4 meters. In order to ob-

tain experimental results with both high and low SNR we set the Rx gain to 0 dB and

limited the Tx gain to 22 dB. We also reduced the Tx digital gain gd to 0.2.

In these experiments our goal is the performance evaluation of the relaying strategies

against the Tx power. The problem with all USRP devices is that since the daughter-

boards are not well calibrated, the absolute Tx power may differ slightly from one device

to another. Furthermore, the absolute Tx power may depend on many factors, such as the

frequency, ambient temperature and stability of the power supply. However, the user can

control the approximate Tx power by setting the Tx gain (i.e. the gain of the Tx amplifier)

and the Tx digital gain gd as explained in Table 5.2. Therefore, we fix the Tx digital gain

and plot the Tx gain on the X-axis measured in dB, rather than the absolute Tx power

measured in dBm. In our experiment, when measured with a spectrum analyzer, the

Tx gain of 22 dB approximately matches the absolute Tx power of 4 dBm, while the Tx

gain of 4 dB matches the Tx power of about -10 dBm. If the measurement is repeated

with other XCVR2450 daughterboards, the level of Tx power will be slightly different

but should not deviate much.

In addition, XCVR2450 transmitters expose a significant DC component, that varies

from one daughterboard to another and causes a decrease of the effective Tx SNR [73].

In order to improve the SNR we set the LO offset, which is larger than the half of the

signal bandwidth. The LO offset shifts the DC noise into the matched filter’s stopband

and therefore effectively suppresses the DC noise.

5.6.2 Bit error rates

We first evaluate the performance of different relaying strategies in terms of end-user bit-

error rate (BER). Figure 5.6 illustrates the end-user raw and decoded BER of the TWRN

with DNC, DF (with the MIMO zero-forcing receiver) and CF schemes, obtained during

the experiments vs. the Tx gain of USRP. The end-user BER in TWRN is determined

by uncorrected errors which occur during the MA phase and errors which occur during

the broadcast phase. In our testbed the DNC and DF relays, however, apply the Adler-
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Figure 5.6: Measured BER comparison of TWRN with DNC, DF and CF vs. USRP Tx gain

32 checksum algorithm for post-ECC data verification, and discard packets with errors

uncorrected after ECC decoding. As a result, the BER of MA phase for those relaying

schemes is negligible compared to the BER of the broadcast phase. Because the broadcast

phase in the DF scheme is implemented in the same way as in the DNC scheme, these

two schemes have similar BER. In fact, the decoded BER is similar to that of the RS code

used for ECC. At the same time the CF relaying scheme exhibits considerably higher BER,

both raw and decoded, for several reasons. First, the CF scheme suffers from the decrease

of effective SNR, as demonstrated in Figure 5.7. Second, the CF scheme also suffers from

imperfect symbol synchronization, which further increases the effective SNR. Finally, the

Adler-32 algorithm is not implemented in the CF relay, because the relay does not re-

cover bits from the received signals. Therefore, unlike the DNC and DF schemes, the CF

relay is oblivious of ECC-uncorrected errors, hence corrupted packets are not discarded.

Instead, the relay broadcasts the corrupted packets, which results in dramatic increase of

the end-user BER. From the figure it is obvious, however, that the BER of the MA phase

is partly improved by ECC decoding at terminals.
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(a) h = [−0.148 + 0.021i, 0.039− 0.080i],
αMMSE=5.160 + 7.732i, a = [−1− i, 1]

(b) h = [0.021− 0.133i, 0.007 + 0.068i],
αMMSE= − 0.572− 8.075i, a = [−1, 1]

(c) h = [0.135− 0.069i,−0.064− 0.064i],
αMMSE=− 4.030 + 6.039i, a = [i, 1]

(d) h = [−0.146− 0.034i, 0.074− 0.041i],
αMMSE=8.057 + 4.794i, a = [−1− i, 1]

Figure 5.7: Examples of constellations of received superimposed signal multiplied by
αMMSE, αMMSEy, with different integer coefficients a which best fit the channel realization
h. The terminals transmit QPSK modulated signals. From αMMSEy the CF relay recovers
linear combinations xR. The Voronoi diagrams represent decision regions of the slider
(3.16) for each case.

Figure 5.7 presents several examples of constellations of superimposed signal y re-

ceived by the relay, multiplied by the coefficient α with different integer coefficients a
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which best fit the current channel state i.e. realizations of h and the SNR. Each subfigure

demonstrates the relative amount of CF effective noise compared to the noise introduced

by the channel.

5.6.3 Packet delivery ratio

Figure 5.8 shows the packet delivery ratio (PDR) of the TWRN with DNC, DF (with the

MIMO zero-forcing receiver) and CF schemes, obtained during the experiments vs. the

Tx gain of the USRP. As expected, the DNC strategy outperforms the other strategies in

terms of PDR with any level of the Tx gain. When the Tx gain is higher than 14 dB, the

PDR of the DF scheme is similar to that of the DNC strategy, although a performance

gap is visible. This gap is determined by the imperfect synchronization typical for the

GNU Radio platform and independent of the power level. The CF strategy shows lim-

ited performance with lower Tx gain. However, the CF’s PDR becomes comparable to

the performance of the DF strategy with increased Tx gain.

A comparison of these results with those provided in Figure 3.5 shows that the PDR
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Figure 5.9: Measured data throughput per direction of TWRN with DNC, DF and CF
relaying strategies vs. USRP Tx gain

of the DF scheme is less than that of the DNC scheme, while the FER of the DNC scheme

is higher than that of the DF scheme. In the simulations in Section 3.7 we, however, as-

sumed that the synchronization is perfect; this assumption is not achievable in practice.

Therefore, even small errors in symbol synchronization negatively affect the actual PDR

of the DF scheme. On the other hand, since the DNC relaying does not require synchro-

nization, its performance remains similar.

5.6.4 Network throughput

Figure 5.9 illustrates the measured average data throughput (i.e., not counting the ECC

redundancy and overhead) of the TWRN per direction vs. the Tx gain. With the Tx gain

of 22 dB the average data throughput per direction is about 1000 kbps, 960 kbps and 750

kbps for the CF, DF and DNC schemes, respectively. The figure shows that with high Tx

gain, the CF strategy outperforms the DNC by only about 33%, therefore, the theoretical

advantage of 50% is not achieved. This is probably due to the presence of the synchro-

nization delays and the need for additional retransmissions introduced by the TO-ARQ
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protocol of the CF relay. However, this gap, could be partially reduced with a faster link

between the host PC and USRP. Nevertheless, this figure illustrates that the CF scheme is

beneficial in terms of the network throughput when the SNR is high.

We also observe that when the Tx gain is more than 16 dB, the DF TWRN through-

put is less than that of the CF scheme. Furthermore, it also does not achieve the 50%

improvement over the DNC scheme. This experimental result contradicts the simulation

results illustrated in Figures 3.6 and 4.9, where the DF scheme had higher throughput at

any SNR. The contradiction can be explained by the almost double amount of compu-

tations required in the DF relay, compared to that of the CF relay, because the DF relay

processes signals from two antennas, and demodulates both packets individually. There-

fore, this experiment demonstrates the computational efficiency of the CF scheme, when

the scheme is implemented on an SDR platform. Note that in this experiment we im-

plemented the MIMO zero-forcing receiver in the DF relay. Taking into account that the

throughput decline occurs primarily due to the computational delays and hardware is-

sues, we expect that the use of another MIMO receiver such as the MMSE receiver will

not significantly improve performance of the DF scheme.

Finally, the figure shows that with lower Tx power the DNC relaying scheme pro-

vides higher throughput than both the CF and DF schemes. For example, when the Tx

gain is 12 dB, the throughput of the DNC scheme is about 720 kbps, while the throughput

of the DF scheme is only 680 kbps. At the same time, when the Tx gain was set to 8 dB,

only the DNC scheme could provide reliable relaying with the throughput of about 600

kbps. Therefore, in this part the experimental results are consistent with those obtained

in simulations shown in Figures 3.6 and 4.9.

5.7 Conclusion

In this chapter we have presented an implementation of a two-way relay network testbed

with physical-layer network coding, namely the compute-and-forward relaying scheme.

We have solved several problems which have hindered the development of physical-

layer network coding in GNU Radio, such as hardware imperfections, software delays,
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lack of synchronization and symbol-timing recovery for superimposed signals. As a re-

sult, compared to previous work, our testbed allows the implementation of standard

PNC algorithms that require full synchronization.

Next, using the testbed, we have conducted several experiments and compared the

performance of the compute-and-forward scheme with other relaying strategies such as

digital network coding and decode-and-forward schemes. We have shown that in the

high SNR regime, the compute-and-forward approach outperforms other relaying meth-

ods in terms of the network throughput. At the same time, the compute-and-forward

relays require neither MIMO capabilities nor redundant computations for complete re-

covery of both packets, unlike the DF relay. Therefore, our experiments demonstrate the

practical effectiveness of compute-and-forward relaying.

Further, in general the software-defined radio platform allows modification of the sig-

nal processing and relaying algorithms without additional costs. Therefore, the testbed

and synchronization schemes which we have developed can serve as a base for further

extension to more complex network coding scenarios within larger networks, both syn-

chronous and asynchronous. The development of a larger network testbed and the in-

vestigation of physical-layer network coding efficiency in such networks are subjects of

our future work.



Chapter 6

Multiplierless IIR filter design via
zero/pole approximation

The pulse-shaping filter is an essential component of a communication system, used to limit the

transmission bandwidth and minimize the intersymbol interference. Baseband pulse-shaping fil-

ters are typically implemented as a finite impulse response (FIR) filter. However, FIR filters are

usually more computationally intensive than equivalent infinite impulse response (IIR) filters.

We propose a new method for the design of multiplierless IIR pulse-shaping filters. First, a pro-

totype floating-point IIR filter is designed using standard techniques (e.g. optimal Hankel-norm

approximation). Then, using the proposed method, the filter’s coefficients are converted into the

canonical signed digit (CSD) form, which enables us to avoid using full multiplication opera-

tions. This method, based on zero/pole approximation, introduces a minor deviation of zeros and

poles of the prototype filter, thus preserving the filter stability. The experimental results show that

the bit-error rate introduced by a CSD IIR pulse-shaping filter is similar to that of an equivalent

filter with FIR architecture. At the same time, the hardware complexity is significantly lower

and the out-of-band power is reduced. This makes our CSD IIR filters particularly suitable for

implementation on FPGAs.

6.1 Introduction

BASEBAND pulse-shaping filters for wireless communications have been used for

decades, but their effective implementation on resource-constrained embedded

systems remains a challenge. Various applications and different hardware implemen-

tation options have led to a wide variety of pulse-shaping filter implementations. Exam-

95
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ples of practical implementations for a specific application, such as for DVB, WCDMA

and underwater communications, have recently been proposed [129–133].

A common goal in all implementations is to reduce the number of multipliers or even

to remove them completely. One method of multiplierless filter design is based upon the

representation of filter coefficients as a sum of a small number of powers of two, referred

to as canonical signed digit representation (CSD) [134]. In this case, multiplication by a

coefficient can be implemented using only a small number of adders and shifters. Such

filter design for finite impulse response (FIR) filters has received considerable attention

[135–140].

FIR filters have many attractive properties, such as stability, linear phase, and robust-

ness to coefficient quantization, but require a large number of multipliers. On the other

hand, infinite impulse response (IIR) filters generally satisfy the desired frequency re-

sponse specifications with lower order than that of an FIR filter. Therefore, despite the

drawbacks, such as nonlinear phase and sensitivity to coefficient quantization, IIR filters

can be a good alternative for reducing baseband receiver complexity and saving chip

area. Various DSP techniques have been developed to minimize the drawbacks of IIR

filters. For example, an IIR filter implemented as a cascade of second-order sections is

more robust against coefficient quantization [141].

The design of IIR filters with CSD coefficients has attracted much less attention. In

[142] Oh et al. proposed a method of designing a digital IIR filter with CSD coefficients

based on solving the mixed integer linear programming problem. In [143], Liang et al.

used a genetic algorithm to design an IIR filter as a cascade of second-order sections. The

stability of each section was ensured by keeping the coefficients within the stability tri-

angle. In [144], the design of 2D FIR and IIR filters with CSD coefficients using a genetic

algorithm was discussed. A more recent paper [140] suggests a design algorithm based

on solving an optimization problem, where the filter complexity is to be optimized. The

filter complexity is defined as a number of nonzero digits in the CSD representation of

all the coefficients. The complexity minimization is carried out via sequential coefficient

truncation, subject to the constraints on the filter design requirements.

In this project we propose a different approach to CSD IIR filter design. Unlike other
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methods based on optimized coefficient truncation, our approach is based on zero/pole

approximation. This is based on the principle that a slight error in the location of poles

does not affect the filter characteristics. Furthermore, we can ensure that the poles are

still located within the unit circle in the z-plane, and therefore guarantee that the filter

remains stable. As an example, we apply the proposed method to the root-raised cosine

pulse-shaping filter design. We show that a CSD IIR pulse-shaping filter can be imple-

mented with reduced hardware cost compared to those implemented as a CSD FIR filter.

At the same time, the CSD IIR filter offers bit-error rates (BER) similar to those of the CSD

FIR filter and provides lower out-of-band power.

The rest of this chapter is organized as follows. Section 6.2 introduces the proposed

method of zero/pole approximation. Section 6.3 provides an example of a CSD IIR pulse-

shaping filter design and its performance analysis. In Sections 6.4 and 6.5 the implemen-

tation and experimental results are discussed, and Section 6.6 summarizes our contribu-

tion to this part of the project.

6.2 The CSD zero/pole approximation method

In this section we review existing methods of IIR filter design as well as the CSD rep-

resentation of rational numbers, and then describe the proposed algorithm of zero-pole

approximation.

6.2.1 IIR filter design methods

A large number of methods for IIR filter design have been proposed. One group of meth-

ods, so-called direct methods, such as impulse invariance and bilinear transform, are

based on conversion from analog filter prototypes. However, these methods are not al-

ways usable, for example in the case where the analytic form of the transfer function in

the s-plane does not exist. Another group of methods is based on approximation of FIR

prototype filters. This group includes the Pade approximation, the Chebyshev approxi-

mation and the optimal Hankel-norm approximation methods [145]. Others such as [146]
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suggest the use of least-square approximation of an FIR filter by an IIR filter.

6.2.2 CSD representation

A rational number x is CSD representable with at most L nonzero digits if it represents a

signed sum of powers of two:

x =
N

∑
i=−M

ŝi2i =
L

∑
n=1

sn2−pn , (6.1)

where ŝi ∈ {−1, 0, 1}, sn ∈ {−1, 1} and pn ∈ {−N,−N + 1, . . . , M}. Here N + 1 is the

total number of digits in the representation of the integer part and M is the total number

of digits in the representation of the fractional part. We fix N = 0, (i.e., |x| ≤ ∑L−1
n=0 2−n

if L ≤ M) and denote the set of all CSD-representable numbers with a given L and M as

QL
M. Obviously, QL−1

M ⊂ QL
M.

6.2.3 The algorithm

Let RL
M denote the set of all possible roots in the complex plane of the quadratic equa-

tion ax2 + bx + c = 0, when the coefficients have a CSD representation a, b, c ∈ QL
M with

specified L and M. Similarly, we let R′L
′

M denote the set of all possible roots of the monic

quadratic equation x2 + bx + c = 0, where b, c ∈ QL′
M. An example of such a set, R′37 , is

illustrated in Figure 6.1. Obviously, the number of RL
M and R′L

′
M increase with increasing

of L and L′, respectively, and in the complex plain they appear more densely distributed.

We will use these two sets to approximate the zeros and poles on the desired transfer

function.

Given an IIR filter with infinite precision coefficients, we can write the transfer func-

tion as the product of Ns second-order sections

H(z) ∝
Ns

∏
k=1

(1− βk1z−1)(1− βk2z−1)

(1− αk1z−1)(1− αk2z−1)
. (6.2)
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Figure 6.1: R′37 , set of all possible roots of equation x2 + bx + c = 0, where b, c ∈ Q3
7. The

red circle represents the unit circle.

Each section has two zeros βk1 and βk2 and two poles αk1 and αk2 represented in infinite

precision. The filter is stable if all the poles are located inside the unit circle in the z-plane,

i.e., |αk1| < 1, |αk2| < 1.

Our goal is to design a filter with CSD coefficient representation and a transfer func-

tion:

Ĥ(z) =
Ns

∏
k=1

ĝk
b̂0k + b̂1kz−1 + b̂2kz−2

1 + â1kz−1 + â2kz−2 ∝
Ns

∏
k=1

(1− β̂k1z−1)(1− β̂k2z−1)

(1− α̂k1z−1)(1− α̂k2z−1)
, (6.3)

where b̂0k, b̂1k, b̂2k ∈ QL
M and â1k, â2k ∈ QL′

M. The corresponding zeros and poles are

β̂k1, β̂k2 ∈ RL
M and α̂k1, α̂k2 ∈ R′L

′
M and we select them to approximate the infinite precision
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ones as

min
β̂k1,β̂k2

|β̂k1 − βk1|+ |β̂k2 − βk2|, (6.4)

and

min
|α̂k1|<1
|α̂k2|<1

|α̂k1 − αk1|+ |α̂k2 − αk2|. (6.5)

Once the minimizing α̂’s β̂’s are found, the corresponding â and b̂ CSD coefficients are

used for the filter implementation. Here ĝk is the k-th section’s scaling factor, which can

be conveniently adjusted to a power of two in order to avoid overflow and underflow.

Note that the minimization is carried out independently for each section’s numerator

and denominator and only needs to exhaustively search all the elements of RL
M and R′L

′
M

respectively.

In summary, we have designed a filter with CSD coefficients with zeros and poles as

close as possible to the zeros and poles of the original floating-point filter. This slight

change of their locations marginally affects the filter characteristics. Experimental results

in the next sections show that a very good approximation is achievable when the coeffi-

cient CSD representation contains at least three nonzero digits i.e. L > 3 and L′ > 3.

6.3 Performance analysis

In this section, we present an example of an IIR root-raised cosine (RRC) filter with CSD

coefficients implemented as a cascade of second-order sections. The impulse response of

the ideal discrete-time RRC filter is

hRRC (kTs) =



1√
T

(
1− ρ + 4

ρ

π

)
, k = 0,

ρ√
2T

[(
1 +

2
π

)
sin
(

π

4ρ

)
+

(
1− 2

π

)
cos

(
π

4ρ

)]
, k = ± T

4ρTs
,

1√
T

sin
[

π
kTs

T
(1− ρ)

]
+ 4ρ

kTs

T
cos

[
π

kTs

T
(1 + ρ)

]
π

kTs

T

[
1−

(
4ρ

kTs

T

)2
] , otherwise,

(6.6)
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where ρ is the roll-off factor, T is the symbol period, Ts is the sampling period, and r ,
T
Ts

is the oversampling factor. In this example we set ρ = 0.3 and r = 8.

As a performance benchmark, we consider an FIR root-raised cosine filter the coef-

ficients of which are also in CSD form with at most three nonzero digits, i.e. from Q3
M.

We set M = 15, because the input signal resolution is 16 bits. The required minimum

stopband attenuation is Ast = 30 dB. This FIR filter is implemented by rounding each

floating-point coefficient of the root-raised cosine filter to the nearest CSD number. As a

result of the rounding, the CSD FIR filter consists of 73 non-zero symmetric taps.

First, we design the prototype IIR filter with floating-point coefficients via the Hankel-

norm approximation [145]. The desired stopband attenuation is achieved when the pro-

totype IIR filter is composed of 6 second-order sections, which requires 30 multiplications

per one input sample. Then, we convert the prototype filter in the CSD form with the pro-

posed zero/pole approximation.

Figure 6.2 depicts the pole-zero plot of the original floating-point IIR filter, and the fil-

ters with CSD coefficients. According to the figure, the proposed approximation slightly

shifts the zeros and poles from their original locations. However, since all the poles still

lie within the unit circle, the CSD filter is stable. The values of the approximation errors

for each pair of zeros and each pair of poles are provided in Table 6.1. From the table,

the CSD representation of coefficients of the numerators with three nonzero digits, L = 3,

approximates the zeros of the original filter with the worst-case error of the order of 10−4.

At the same time, the pole approximation errors are higher. In the case when L′ = 3, the

Table 6.1: Zero/pole approximation error.

Approximation Error
k Zeros, L = 3 Poles, L′ = 3 Poles, L′ = 4
1 5.41 · 10−6 6.71 · 10−3 8.34 · 10−4

2 2.39 · 10−4 7.95 · 10−3 1.46 · 10−3

3 6.51 · 10−4 8.93 · 10−3 3.09 · 10−3

4 2.69 · 10−5 1.94 · 10−2 2.41 · 10−3

5 1.89 · 10−4 4.20 · 10−3 6.65 · 10−4

6 9.30 · 10−5 7.43 · 10−3 5.45 · 10−4
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Figure 6.2: Pole-zero plot for the floating-point IIR filter, IIR filter with CSD3/3, and IIR
filter with CSD3/4

largest error is equal to 1.94 · 10−2. When L′ = 4 the largest error is equal to 3.09 · 10−3.

Figure 6.3 illustrates the frequency responses of the floating-point IIR filter and CSD

IIR filters. When L = 3 and L′ = 4, the frequency responses of the filters are similar.

However, with L′ = 3, the frequency response of the CSD filter exposes the undesired

ripple in the passband. This ripple is due to the larger error of a pole approximation. In

addition, the stopband attenuation of the CSD filter is insignificantly weaker. Figure 6.3

also compares the out-of-band power of the CSD IIR and CSD FIR filters. Although both

the FIR and IIR filters satisfy the desired stopband attenuation, the IIR filter provides the

stronger attenuation, thus reducing the out-of-band power.

In addition to the stopband attenuation requirement, another requirement for a pulse-

shaping filter is minimization of the intersymbol interference (ISI). The zero-ISI criterion
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Figure 6.3: Frequency response of the floating-point FIR filter, CSD IIR filter with L =
L′ = 3, CSD IIR filter with L = 3, L′ = 4, and CSD FIR filter with L = 3.

for a filter with impulse response hPS (t) is given as

hPS(krTs) =

 1, k = 0,

0, k 6= 0.
(6.7)

As the raised cosine (RC) filter efficiently limits the bandwidth of the transmitted signal

and its impulse response meets the zero-ISI criterion, the RC filter may be considered as

a good pulse-shaping filter. However, due to the presence of white noise in the wireless

channels, a matched filter is often employed in the receiver, in order to mitigate the effect

of the white noise. In this scenario, it is more practical to split the RC impulse response

between the transmitter and receiver, such that the combined impulse response h (t) is
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equal to the RC impulse response hRC (t), i.e.

h (t) = hTx (t) ∗ hRx (t) = hRC (t) . (6.8)

As hRC (t) = hRRC (t) ∗ hRRC (t), the RRC filter can be used in both the transmitter and

receiver

hTx (t) = hRx (t) = hRRC (t) . (6.9)

Therefore, when designing the RRC filter with the proposed method we need to ensure

that the combined impulse response h (t) satisfies the zero-ISI criterion.

Figure 6.4 shows the normalized combined impulse responses h (t) for different im-

plementations of the root-raised cosine filters. In Figure 6.4(a) both the transmitter and

receiver filters are implemented as the CSD IIR filter with L = 3 and L′ = 4 via the pro-

posed zero/pole approximation method, and in Figure 6.4(b) both the transmitter and

receiver filters are implemented as the CSD IIR filter with L = 3 and L′ = 4 via direct

CSD truncation of the coefficients. The red solid markers show the impact of the inter-

symbol interference (ISI) on consecutive impulses. From Figure 6.4(a), it follows that the

zero-ISI requirement is not satisfied exactly, however the ISI introduced by the zero/pole

approximation method is not significant. In fact, the ISI value between two consecutive

pulses for CSD IIR filter is less than 2%. In contrast, Figure 6.4(b) demonstrates that the

direct CSD truncation of the prototype filter’s coefficients ruins the zero-ISI property.

The figure also illustrates the normalized impulse responses of the channel, com-

prised of the identical Tx and Rx floating-point IIR filters (Figure 6.4(c)). These impulse

responses are compared to the channel response of the cascade of two ideal root-raised

cosine filters, which correspond to the channel response of the ideal RC filter in Fig-

ures 6.4(d) to 6.4(f). From a comparison of Figure 6.4(d) and Figure 6.4(f) it follows that

the higher ISI appears from the CSD IIR filter rather than from its floating-point proto-

type. Therefore, an ISI mitigation can be achieved by increasing L and L′ for the sections

where the accuracy of the zero/pole approximation is lower than in the other sections.

In summary, from the discussion above we see that three nonzero digits for the CSD

representation of the coefficients of a second-order section in the numerator and four
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Figure 6.4: Normalized channel impulse response. (a) zero/pole approximation CSD IIR
L = 3, L′ = 4, (b) direct coefficient truncation CSD IIR L = 3, L′ = 4, (c) Floating-point
IIR; Difference between the RC impulse response and channel impulse response with (d)
zero/pole approximation CSD IIR L = 3, L′ = 4, (e) CSD3 FIR, (f) Floating-point IIR.
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Table 6.2: Advanced HDL synthesis report. Macro statistics comparison for the FIR and
IIR filters.

FIR IIR
Adders/Subtractors 16-bit adder : 193 20-bit adder : 86

16-bit subtractor: 100 20-bit subtractor : 106
Total: 293 Total: 192

Registers Flip-Flops: 2858 Flip-Flops: 712

Table 6.3: Device utilization summary for the FIR and IIR filters.

FIR IIR
Logic Utilization Available Used % Used %
Number of Slice Flip-Flops 47744 2451 5 708 1
Number of 4 input LUTs 47744 4672 9 4002 8
Number of occupied Slices 23872 3580 14 2161 9
Total Number of 4 input LUTs 47744 4713 9 4002 8

nonzero digits in the denominator, L = 3 and L′ = 4 are sufficient for practical CSD filter

design. Such a filter has a similar frequency response to that of the floating-point proto-

type filter, and introduces tolerable ISI.

6.4 Hardware complexity

In this section, we compare the costs of hardware implementation of the CSD IIR filter

with L = 3 and L′ = 4, and the CSD FIR filter with L = 3 considered in the previous

section. We synthesize the FPGA image for Xilinx Spartan 3A-DSP 3400 FPGA employed

in the Ettus USRP N210 hardware platform.

Table 6.2 and Table 6.3 compare the FIR and IIR filter hardware requirements and ac-

tual hardware utilization respectively. From Table 6.3 it follows that the IIR filter is more

hardware-efficient than the FIR filter. For example, the IIR filter occupies only 60% of

slices and 85% of the four-input look-up tables (LUTs) occupied by the FIR filter. Hence,

the proposed method of zero/pole approximation allows designing of the pulse-shaping
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Figure 6.5: BER vs. SNR for the CSD FIR and CSD IIR pulse-shaping filters.

filter with reduced FPGA utilization.

6.5 BER performance

In order to verify the impact of the proposed pulse-shaping filter on the overall bit-error

rate (BER) of the system, we performed simulations in GNU Radio. Figure 6.5 shows the

BER vs. SNR curve for a software-defined communication system, where the transmit-

ter and receiver filters are implemented as the CSD IIR filter (the red dashed line). The

BER is compared with that of a system where both the transmitter and receiver filters are

the root-raised cosine CSD FIR filter (the blue solid line). The BER of the floating point

FIR system is also added to the figure (the green solid line). The type of modulation

used is DQPSK. We see from the figure that the BER of the system with CSD IIR filters is

marginally worse than the BER of the system with CSD FIR filters. This is probably due
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to the fact that the pair of the IIR filters introduces a higher ISI than the pair of FIR fil-

ters. As a result, the hardware cost reduction is achieved along with a minor BER penalty.

6.6 Conclusion

We have proposed a new method for the design of IIR filters based on zero/pole approx-

imation. The advantage of this method is that filter coefficients are represented in the

CSD form, enabling efficient multiplierless implementation on FPGA. If CSD coefficients

of a filter are represented by at least three nonzero digits, such a filter is stable, because

the shift of the poles’ locations is negligible. In addition, the frequency response of the

filter is similar to that of the original IIR filter with floating-point coefficients.

Subsequently, we have applied the proposed method to the design of multiplierless

IIR pulse-shaping filters. We show that a CSD IIR filter can be implemented with bet-

ter stopband attenuation as well as reduced hardware complexity than those of a CSD

FIR filter. However, the experimental results demonstrate that the combined impulse re-

sponse of two such IIR filters has nearly zero-ISI, and provides a bit-error rate similar to

that of the FIR filter.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

Although PNC has attracted significant research attention in the last decade, the gap be-

tween theory and practice remains significant. The theoretical studies suggest that PNC

has the potential to increase network throughput in some applications, such as wireless

networks. At the same time, the practical use of PNC is burdened with several imple-

mentation challenges. As a result, only a few prototypes supporting PNC relaying have

been designed. However, the CF relaying scheme, which demonstrates a number of ad-

vantages compared to other PNC methods, has not been implemented. In addition, some

of those prototypes demonstrated low throughput when operating in real-time due to the

lack of synchronization. Motivated by this fact and by improvements achieved with the

use of digital network coding in various wireless networks, in this research we focused

on prototyping efforts of the CF relaying scheme.

In this thesis we have designed the first real-time prototype of a TWRN with the

CF relaying strategy and implemented it in GNU Radio. Using this testbed, we have

conducted a number of experiments, which demonstrated that, with the proposed mod-

ifications, the CF scheme yielded a throughput improvement of about 30 % compared to

that of the DNC relaying scheme. At the same time, the CF scheme did not require the

use of multiple antennas at the relay.

In addition to the experimental demonstration of the potential of CF relaying, this

testbed, implemented on the SDR platform, can be rapidly modified, extended and adapted

for another PNC scheme. Therefore, this testbed can be used by the research commu-
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nity for the design and evaluation of advanced PNC technologies, such as MIMO PNC,

OFDM PNC, and beyond.

7.2 Summary of contributions

The following summarizes the detailed contributions of the research according to the

objectives formulated in Section 1.3.

1. Examining different PNC algorithms for their efficiency in scenarios typical for ex-

isting wireless communication standards and the simplicity of their implementa-

tion on SDR.

We began our research with an extensive literature review on PNC. We have found

that the CF relaying scheme, in theory, outperforms other relaying strategies in terms

of its BER. At the same time, this scheme can be easily deployed in multi-terminal,

multi-relay networks, and the integration of the existing ECC with the CF relaying

is straightforward. We have also analyzed the synchronization requirements for the

synchronous PNC algorithms and the performance of asynchronous PNC algorithms.

Our main focus was the simplicity of the implementation of asynchronous PNC algo-

rithms. Our conclusion was that, while asynchronous PNC algorithms exhibited rea-

sonable theoretical performance, their practical implementation presented a challenge

with the existing hardware. In addition, we have overviewed some techniques which

improve the quality of reception, such as channel estimation methods and the MAC-

layer protocols, and their applicability in PNC. Overall, our review demonstrated that

there was a gap between theoretical studies on PNC and their practical applicability

to wireless communications.

2. Development of a practical CF scheme based on realistic assumptions and suitable

for use in actual communication systems.

In Chapter 3 we have developed a practical CF scheme which overcomes several draw-
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backs of the original CF scheme, when it is utilized in actual wireless communications

directly, without modification. In particular, the proposed scheme can make use of

constellations with sizes equal to powers of two, without any performance degrada-

tion caused by the non-invertibility of the matrix of linear coefficients. At the same

time, since the key components of this scheme are composed of very basic blocks,

typically available in many SDR libraries, its prototyping is simple. As a result, the

proposed CF scheme achieves the promised theoretical throughput. Our simulations

demonstrated that, with the proposed modifications, the CF scheme outperformed

other relaying strategies, such as the DNC scheme, when the SNR was high.

3. Development of MAC protocols capable of supporting CF relaying and robust against

GNU Radio inadequacies and USRP hardware imperfections.

In order to enhance the performance of the relaying schemes when they are imple-

mented in GNU Radio, we have analyzed the challenges of implementation of packet-

based communications in GNU Radio. Based on this analysis, we have developed a

half-duplex packet-switching protocol which is efficient in SDR, particularly in GNU

Radio. Using this protocol, we have designed and implemented the RT-ARQ protocol

for the DNC and DF relaying schemes and the TO-ARQ protocol for the CF scheme.

The main innovation is that the TO-ARQ protocol takes into account the fact that the

CF relay is unable to recover the received packets individually. In addition, all the

implemented ARQ protocols prevent unnecessary delays of the scheduler and enable

the real-time operation of the testbed in GNU Radio.

4. Implementation of a real-time prototype of TWRN with synchronous CF relaying

strategy in GNU Radio.

In Chapter 5 we have demonstrated the first real-time testbed, where the relaying

in TWRN was performed with the CF relaying strategy. We have analyzed several

practical challenges which were hindering the development of PNC/CF relaying, and
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proposed our solutions to minimize their negative impact. In particular, we designed

a new synchronization scheme enabling both symbol and frame synchronization, and

implemented this scheme on the FPGA of the USRP hardware. The proposed synchro-

nization scheme allows synchronization sufficient for implementation of synchronous

CF algorithms, which are more computationally efficient than non-synchronous algo-

rithms. In addition, the synchronization between the terminals significantly simplifies

the channel estimation, symbol-timing recovery and other routines compared to the

asynchronous case. For the purpose of comparison, we also have implemented the

DNC and DF relaying schemes on the same testbed.

5. Experimental verification of the benefits of CF.

The availability of the testbed working in real-time gave us the opportunity to ex-

perimentally investigate the performance of the CF relaying scheme and compare it

with other non-PNC relaying strategies. We demonstrated that when the SNR was

high, the CF scheme suffered from higher FER and lower PDR than the DNC relay-

ing strategy. Nevertheless, the CF scheme outperformed the DNC scheme in terms of

throughput. However, the DNC scheme still provided better throughput in low-SNR

regimes. Therefore, in general, our experimental results are in agreement with the

simulation results. However, the most important contribution of our experiments is

that, unlike the simulations provided in many previous studies, which only analyze

the impact of fading and channel noise, our experiments evaluated the simultaneous

impact of all the practical challenges. Therefore, the experimental results show that

the practical benefits of the CF scheme still outweigh the negative impact of those

challenges.

6. Development of a new method of multiplierless pulse-shaping IIR filter design.

While working on the implementation of pulse-shaping filters on the USRP’s FPGA,

we found that the number of multipliers was limited and partially utilized by other

modules of both the Tx and Rx chains. Therefore, the number of available multipliers
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Figure 7.1: Two-way relay network with MIMO CF relaying implemented on USRP N210
and GNU Radio.

was insufficient for the pulse-shaping filter implementation. We therefore proposed a

new method of multiplierless pulse-shaping filter design based on zero/pole approx-

imation of a floating-point prototype IIR filter. The proposed method allows replace-

ment of the conventional multiplications with those implemented using only adders

and shifters, while still preserving the stability of the IIR filter. Our simulation results

demonstrate that a filter with the desired characteristics can be implemented with re-

duced hardware utilization compared to that of the FIR filter prototype, but with a

marginal increase of BER. Furthermore, the zero/pole approximation method enables

implementation of digital filters on less expensive FPGAs which are not equipped with

dedicated hardware multipliers.

7.3 Future work

There are several ways the research in this thesis can be continued in the future. These

are summarized in the following sections.

7.3.1 Implementation of MIMO PNC/CF

MIMO PNC is another direction of study in PNC. In general, the use of MIMO in com-

munication systems benefits with diversity gain, rate improvement and BER reduction.
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Figure 7.2: Relay network with the star topology and the CF relaying scheme imple-
mented on USRP N210 and GNU Radio.

Recent theoretical studies on MIMO network coding are reviewed in [7, 17, 57]. A sim-

plified implementation of TWRN with MIMO DF was also reported in [72]. With several

implementation challenges solved, our TWRN testbed can be easily extended to support

the MIMO PNC architecture, as illustrated in Figure 7.1. Subsequently, experimental per-

formance analysis can be conducted in real environments, rather than simulations.

From the implementation point of view, the implementation of a MIMO terminal with

two USRP N210s connected with the MIMO cable introduces extra delay, caused by the

need to transfer data via the MIMO cable. As a result, the network throughput of the

MIMO network may degrade greatly, making it impossible to accurately investigate the

throughput performance improvements. Alternatively, PNC schemes in MIMO networks

can be implemented with higher experimental efficiency, if the USRP N210 is replaced

with a newer generation of USRP, such as X310 [147].

7.3.2 Extension of the testbed from TWRN to a larger network

In this project we have prototyped the CF relaying scheme in TWRN, a canonical exam-

ple of a simple network topology with the relaying of bi-directional traffic. In general,

however, the CF is designed such that it can be utilized in a larger network with multiple

terminals. For example, a network with the star topology, as illustrated in Figure 7.2,
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Figure 7.3: Relay network with multiple relays and the CF relaying scheme implemented
on USRP N210 and GNU Radio.

assumes that there is a multi-directional traffic between more than two terminals. With

this topology several terminals exchange information via only one relay. Another in-

teresting extension is a multi-relay network where terminals transmit information via a

group of relays, as presented in Figure 7.3. In this scenario, either one relay providing the

best channel condition [148] or the maximum energy efficiency [149] can be selected for

the relaying, or several relays can transmit simultaneously in order to increase transmit

diversity [150].

7.3.3 Further optimization of zero/pole approximation method of CSD IIR fil-
ter design

In this work, we assumed that the prototype floating-point IIR filter was first designed

from a FIR filter with the required specifications using any of the existing methods, and

was stable. We then designed the CSD filter based on that prototype. This is suboptimal,

because the design consists of two steps, and the optimization of each step is performed

independently. A possible future research topic can be the development of a one-step

method providing joint optimality for the design of the CSD IIR filter from the FIR filter

prototype.
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We have also assumed that the number of nonzero digits in the CSD coefficients rep-

resentation was fixed. However, the accuracy of zero/pole approximation differs greatly

in each section, so that for certain coefficients this number may be either redundant or

insufficient. The optimization of the coefficient lengths with regard to the accuracy of

the zero/pole approximation in each section can improve the performance of the CSD

IIR filter without significant increase of hardware complexity. This optimization could be

another possible future research topic.



Appendix A

Description of GRC flow graphs

GNU Radio Companion (GRC) is a block diagram environment for modelling and sim-

ulating communication systems represented as a flow graph composed of blocks. GRC

includes the graphical editor, the library of standard blocks (GNU Radio source tree)

and the source code generator, which generates the Python script from a flow graph.

The standard blocks are customizable, i.e. their functionality can be upgraded or rewrit-

ten completely depending upon the needs of the user. Also, users can create their own

blocks, so-called out-of-tree (OOT) blocks. Development of OOT blocks is simplified with

the gr modtool utility provided in GNU Radio. In addition to the standard blocks and

their own OOT blocks, users can include necessary OOT blocks from other third-party

projects. In this appendix we first describe the OOT blocks we have designed for this

project. Next, we present our GRC flow graphs which enable the operation of the termi-

nals and relays in the DNC, DF and CF modes.

A.1 Design of custom blocks

For this project we have designed several OOT blocks, the functionality of which was

required in this testbed. These blocks include conventional PHY blocks, CF PHY blocks

and half-duplex MAC blocks for the DNC, DF and CF relaying schemes as follows:

I. Conventional PHY blocks

This group includes auxiliary blocks which implement several conventional (non-

PNC) PHY routines not available in the source tree.
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(a) Gardner Symbol-Timing
Recovery block

(b) Coherent Receiver

(c) PSK Demod 2 (d) MIMO Receiver

Figure A.1: Conventional PHY OOT blocks.

1. Gardner Symbol-Timing Recovery. This block provides the same functional-

ity as the Clock Recovery MM block in the Synchronizers library, i.e. symbol-

timing recovery, with the exception that timing error detection is performed with

the Gardner method. The main drawback of symbol-timing recovery with the

MM method is that it is vulnerable to the frequency offset. Except that, the MM

method is mainly designed to support PSK constellations (refer to Section 5.4

for detailed comparison). Therefore, despite the higher level of self-noise, the

Gardner method seems a better solution for signals modulated with M-QAM

constellations and superimposed constellations typical of PNC scenarios.

2. Coherent Constellation Receiver. This block is similar to the Constellation Re-

ceiver block from the source tree. We have added channel estimation functional-

ity. This block searches for the start of a packet (SOP) based on correlation with a

known training sequence. Once SOP is detected, the block performs channel es-

timation, compensates the channel effects, and demodulates the received packet.

3. PSK Demod 2 This block provides demodulation of a PSK-modulated signal.

The difference from the standard block PSK Demod is that two sub-blocks, namely
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the AGC and RRC filter of PSK Demod, are removed. Therefore, this block

allows the flow graph to process the input, supplied by a USRP with the cus-

tomized FPGA image (refer to Section 5.3.3).

4. MIMO Constellation Receiver. This block represents an extension of the Co-

herent Constellation Receiver block for MIMO. This block searches for SOP, and

once it is found, estimates the multiple channels and demodulates the received

signals with the zero-forcing MIMO demodulation method.

As these blocks are nearly fixed-rate signal processing blocks, their implementation

in C++ is straightforward.

II. CF blocks

The second group includes PHY blocks required for implementation of the CF relay

and CF terminals

1. CF Relay Receiver. This blocks represents the receiver of the CF relay. When

receiving a superimposed packet, this block first searches for SOP based on the

correlation with two known training sequences. Once the SOP is detected, the

block estimates the channel coefficients h. Subsequently, it searches the optimal

coefficients a according to equations (3.9) - (3.12), and recovers a linear combi-

nation of the superimposed signals as explained in equations (3.14) - (3.16). In

addition, due to the impossibility of implementation of a dedicated half-duplex

block in CF relay, this block coordinates the half-duplex functioning of the relay

according to Figure 4.5(b).

(a) CF Relay Receiver (b) CF Terminal Receiver

Figure A.2: CF PHY OOT blocks.
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(a) Terminal MAC (b) DNC Relay MAC

(c) DF Relay MAC

Figure A.3: MAC OOT blocks.

2. CF Terminal Receiver. The terminal part of the CF algorithm proposed in Chap-

ter 3 is implemented in this block, namely the routines explained in equations

(3.17) - (3.21). The block provides recovery of the target packet (mA or mB) from

the linear combination x̂R broadcast by the relay. This block has two input ports.

The linear combination x̂R is supplied via the first input port in, and the block’s

own transmitted signal (xB or xA) is provided via the second input port in1. The

type of port in1 is chosen to be ”message queue” in order to avoid errors due

to the fact that GNU Radio prohibits the looping of blocks with connections of

numeric types.

These blocks are also fixed-rate signal processing blocks implemented in C++.

III. Half-duplex MAC blocks

Finally, this group represents MAC blocks utilized in terminals, and DF and DNC

relays for half-duplex packet switching

1. Terminal MAC. This half-duplex block is responsible for the MAC layer routines

in DNC, DF and CF terminals according to Figure 4.2.
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2. DNC Relay MAC. This block has expended functionality compared to the pre-

vious block. It performs MAC routines for the DNC relay according to Fig-

ure 4.5(a), i.e. verification of two packets arriving sequentially, and XOR network

coding of successfully received packets. This block outputs the resulting XORed

packet.

3. DF Relay MAC. This block has similar functionality to the previous block. It per-

forms MAC routines for the DF relay according to Figure 4.5(a), i.e. verification

of two packets arriving simultaneously, and XOR network coding of successfully

received packets. This block outputs the resulting XORed packet.

Unlike the blocks from previous groups, these MAC blocks require extensive use

of external libraries, such as the ZLIB library for the Adler-32 checksum algorithm.

As these blocks are not fixed-rate blocks, and their output is represented by packets

rather than continuous streams, they are implemented in Python. The type of port

for tx out port of all these blocks can be selected either as byte (8 bit) or as short (16

bit) depend on the structure of the Tx chain. If the modulation and pulse-shaping

are performed in GNU Radio, the output type should be selected as byte. Otherwise,

if the Tx chain is relocated to the USRP, the type of output should be short, and the

block should be connected directly to a USRP Sink block.

In this section we have introduced the OOT blocks we have developed for the use in this

testbed. This introduction simplifies the description of the testbed design flow graphs,

provided in the following sections.

A.2 Relay design in GRC

The flow graphs which represent the relay design for different relaying strategies are

illustrated in Figures A.4 to A.6.

The flow graph describing the relay operation in the DNC mode is presented in

Figure A.4. The design of this flow graph is straightforward.

Figure A.5 illustrates the flow graph of the relay operating in the DF mode. In this
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Figure A.4: GRC flow graph of the DNC relay.

Figure A.5: GRC flow graph of the DF relay.

mode, the relay is a MIMO receiver, but a single antenna transmitter. Because the UHD

does not allow two channels in the USRP Source and one channel in the USRP Sink,

when they represent one device, we set the number of channels in the USRP Sink and

USRP Source to two. However, the second input is multiplied by zero in the FPGA to

avoid actual transmission by the second antenna.

Figure A.6 shows the flow graph of the relay operating in the CF mode. The CF

relay has some special features from the GNU Radio implementation point of view. First,

the CF relay does not decode the packets mA and mB individually. Second, unlike the

DNC and DF schemes, the ECC decoding is performed jointly with demodulation, rather

than after demodulation. Therefore, the half-duplex packet-switching logic and the ECC

decoding/re-encoding are merged into one block.
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Figure A.6: GRC flow graph of the CF relay.

A.3 Terminal design in GRC

Unlike the relays, terminals deliver the data sent by the other terminal to the end-users

or applications, or record the data. In this project we record the received data into files.

For this reason, a File Sink block is added to every terminal. However, in other projects,

the File Sink block can be replaced with other sinks such as audio, UDP or TCP sinks. If

the received data is not actually required, it can be consumed with the Null Sink block.

In the same way, the data to be transmitted is supplied to the flow graph with the File

Source block.

The flow graphs of terminals are shown in Figures A.7 and A.8. Figure A.7 shows

a flow graph of a terminal adapted for the DNC and DF schemes. The Skip Head block

is used to skip the dummy data from the first packet sent for initialization. The network

decoding is implemented with one input port of the XOR block connected to the output

port rx out of the Terminal MAC block through the Skip Head block. The second input

port of the XOR block is connected to the File Source block. In this way, the XOR block

performs recovery of the received packets according to (1.2). Note that due to the similar

format of the broadcast phase in DNC and DF TWRN, a DNC and DF terminal can be
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Figure A.7: GRC flow graph of the DNC and DF terminal.

Figure A.8: GRC flow graph of the CF terminal.

implemented with the same flow graph with only a minor change related to the use of

different channel estimation methods, depending on whether the packets arrive simulta-

neously (DF) or sequentially (DNC). This difference can be reflected with a change in the

CSI Taps field.

Finally, the flow graph of the relay operating in the CF mode is demonstrated in

Figure A.8. After the desired signal is recovered and demodulated by the CF Terminal

Receiver block, the integrity of the packet is verified with the Terminal MAC block, which

sends correctly received packets to the File Sink block. In turn, the Terminal MAC block

prepares the Tx packet, which is sent to the USRP Sink and subsequently transmitted.
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