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ABSTRACT

THE aim of this Thesis is to provide new understanding of the existence of

perfect sequences and arrays over the alphabets of quaternions and com-

plex numbers, and multi-dimensional arrays with recursive autocorrelation.

Perfect sequences over the quaternion algebra H were first introduced by O. Kuz-

netsov in 2009. The quaternion algebra is a non-commutative ring, and for this

reason, the concepts of right and left autocorrelation and right and left perfection

were introduced. Kuznetsov showed that the concepts of right and left perfection

are equivalent.

One year later, O. Kuznetsov and T. Hall showed a construction of a perfect se-

quence of length 5, 354, 228, 880 over a quaternion alphabet with 24 elements,

namely the double-trahedron group H24. The authors made the following con-

jecture: there are perfect sequences of unbounded lengths over the double tetra-

hedron group H24.
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We worked on this conjecture and found a family of perfect sequences of un-

bounded lengths over H8 = {±1,±i,±j,±k}, which is an alphabet more likely

to be implemented in Electronic Communication, being smaller than H24 and

easier to handle.

In our proof of Kuznetsov and Hall’s conjecture, we show that Lee sequences,

which are defined over the alphabet {0, 1,−1, i,−i} and exist for unbounded

lengths, can always be converted, with perfection preserved, into sequences over

the basic quaternions {1,−1, i,−i, j}.

More generally, we show that every sequence over the complex numbers, that is

palindromic about one or two zero-centres, can be converted into a sequence over

the quaternions H, preserving its off-peak autocorrelation values. Then, we use

the existence of Lee sequences of unbounded lengths to show the existence of per-

fect sequences over the basic quaternions {1,−1, i,−i, j} of unbounded lengths.

We call these sequences over the basic quaternions, by the name, modified Lee

sequences.

We then use Lee sequences and modified Lee sequences to show the existence

of perfect sequences of odd unbounded lengths over the following alphabets:

G = {±1± i, i}, U∗4 = {±1,±i, 1+i
2 } and T = {±1± i, 1± j}.

Once the question of the existence of perfect sequences of unbounded lengths

over the basic quaternions is answered, the next question posed in this work con-

cerns arrays: can the array inflation algorithm by Arasu and de Launey be ex-

tended to perfect arrays over the basic quaternions? In order to answer this sec-

ond question, we show that Arasu and de Launey’s algorithm can be modified to

inflate perfect arrays over the basic quaternions, preserving perfection and giving

approximately equal numbers of the eight basic quaternions 1,−1, i,−i, j,−j, k

and −k.
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We also show that all modified Lee Sequences of length m = p + 1 ≡ 2(mod 4),

where p is a prime number, can be folded into a perfect two-dimensional array

(with only one occurrence of the element j) of size 2× m
2 , with GCD(2, m

2 ) = 1.

Each of these arrays can then be inflated into a perfect array of size 2p× m
2 p, with

approximately equal numbers of the eight basic quaternions 1,−1, i,−i, j,−j, k

and −k. And so, we have a family of perfect arrays of unbounded sizes over the

basic quaternions.
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CHAPTER

1

INTRODUCTION

1.1 Introduction

THIS work shows the existence of perfect sequences of unbounded lengths

and perfect arrays of unbounded sizes, over the basic quaternion alpha-

bet {1,−1, i,−i, j,−j, k,−k}. This work also shows the existence of perfect se-

quences of odd unbounded lengths over the complex and quaternion alphabets

{±1,±i, 1+i
2 }, {±1± i, i} and {±1± i, 1± j}. In addition, this work shows a con-

struction of muti-dimensional arrays with recursive autocorrelation function.

Perfect sequences over the quaternion algebra H = {a + bi + cj + dk|a, b, c, d ∈

R, i2 = j2 = k2 = −1, ij = −ji = k} were first introduced by O. Kuznetsov
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in 2009 [45]. The quaternion algebra is a non-commutative ring, that is, there

are quaternions p and q in H, for which pq 6= qp. For this reason, the concepts

of right and left autocorrelation, and right and left perfection, were introduced.

Kuznetsov showed that the concepts of right and left perfection are equivalent

[45].

One year later, O. Kuznetsov and T. Hall showed a construction of a perfect se-

quence of length 5, 354, 228, 880 over a quaternion alphabet with 24 elements,

namely the double-tetrahedron group H24 = {±1,±i,±j,±k, ±1±i±j±k
2 } ⊂ H

[47]. The authors made the following conjecture: there are perfect sequences of

unbounded lengths over the double-tetrahedron group H24.

We worked on this conjecture and found a family of perfect sequences of un-

bounded lengths over H8 = {±1,±i,±j,±k}, which is an alphabet more likely

to be implemented in Electronic Communication, being smaller than H24 and

easier to handle.

In our solution of Kuznetsov and Hall’s conjecture, we show that all Lee se-

quences, which are defined over the alphabet {0, 1,−1, i,−i} [49], can always be

converted, with perfection preserved, into sequences over the basic quaternions

{1,−1, i,−i, j} ⊂H8.

More generally, we show that every sequence over the complex numbers, that is

palindromic about one or two zero-centres, can be converted into a sequence over

the quaternions H, preserving its off-peak autocorrelation values. Then, we use

the existence of Lee sequences of unbounded lengths [49], [54] to show the exis-

tence of sequences over the basic quaternions {1,−1, i,−i, j} ⊂H of unbounded

lengths. We call these perfect sequences over the basic quaternions, by the name,

modified Lee sequences.

It is known that perfect sequences, whose lengths are a product of two co-prime

2
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numbers, can be transformed into perfect sequences of smaller lengths by the

Sequence-of-balances-of-decimations Theorem [46]. We use this result combined

with Lee sequences and modified Lee sequences to construct new families of per-

fect sequences over the following alphabets: G = {±1± i, i}, U∗4 = {±1,±i, 1+i
2 }

and GH = {±1± i, 1± j}.

Regarding perfect arrays, in this work we state and answer the questions: are

there perfect two-dimensional arrays of unbounded sizes over the basic quater-

nions {1,−1, i,−i, j, −j, k,−k}? If so, can we produce these arrays with random

occurrences of the elements 1,−1, i,−i, j,−j, k, −k? In order to answer these two

questions, we first show that Arasu and de Launey’s algorithm, to inflate per-

fect quaternary arrays [4], can be used to inflate perfect arrays over the basic

quaternions, and preserve their perfection. We also show that all modified Lee

sequences (in the sense [10]) of length m = p + 1 ≡ 2 (mod 4), where p is a prime

number, can be folded into a perfect two-dimensional array (with only one occur-

rence of the element j) of size 2× m
2 , with GCD(2, m

2 ) = 1. Each of these arrays

can be inflated into a perfect array of size 2p× m
2 p, with random occurrences of

all the elements 1,−1, i,−i, j,−j, k,−k.

Regarding multi-dimensional arrays, Antweiler et al [2] showed that the kro-

necker product of a perfect sequence with a two-dimensional aperiodic perfect

array is also a perfect array. Using this idea, they showed that perfect three and

higher dimensional arrays can be constructed. Following on from their work, we

construct new arrays by combining a finite sequence S of length n0 with special

selected shifts of a finite (m− 1)-dimensional array A of size n1× · · · × nm−1, that

is, we modify the construction in [2] by (1) using a new shift of A for each multi-

plication by an element of S and (2) with not necessarily all shifts of A involved.

The autocorrelation function of the new m-dimensional array is the product of the

autocorrelation functions of the sequence S and the array A. So, if the seed se-

3
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quence and array have perfect autocorrelation, then the newly constructed array

also has perfect autocorrelation.

We generalise our construction to the use of any sequence whose length is any

multiple of LCM(n1
d1

, . . . , nm−1
dm−1

), where each di is any chosen divisor of ni ( in the

case where each di = ni, the diagonal construction is obtained). There need be

no bound on the length of the seed sequence, since, while there is very likely

to be a bound of n2 on the length of perfect sequences over the n-roots of unity,

there also exist several types of sequences over real numbers, complex numbers,

and recently quaternions, which are perfect and of unbounded lengths. There are

also arrays, over 4 roots of unity, of unbounded sizes, constructed by Arasu and

de Launey [4], that can be used in our construction.

1.2 Summary

The present work consists of 12 Chapters.

• In Chapter 1, Introduction, a brief overview of the material that follows is

given.

Literature Survey: Perfect Sequences and Arrays.

• In Chapter 2, Notation and Definitions, some general definitions, used in

the following Chapters, are given, and notation, adopted throughout this

work, is introduced.

• In Chapter 3, Perfect Sequences and Arrays over the Complex Numbers

C, properties of perfect sequences are introduced, conditions for perfec-

tion are discussed, known constructions of perfect sequences are presented

and some facts about the non-existence of perfect sequences are consid-

ered. Then, perfect Multidimensional Arrays over the Complex Numbers

4
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C, properties of perfect arrays are introduced and known constructions of

perfect arrays are presented and some results on the existence of perfect

binary, ternary and quaternary arrays are considered.

• In Chapter 4, Perfect Sequences over the Quaternions H, the concepts of

left and right autocorrelation is presented, likewise the concepts of left and

right perfection are presented and the equivalence between these concepts

is shown.

• In Chapter 5, Lee Sequences, an introduction to Lee sequences, their prop-

erties and discovery is presented. The existence of infinitely many Lee se-

quences is also considered.

Together, Chapters 3, 4 and 5 can be regarded as the literature review. Chapter

4 and 5 also provide a background for understanding the material that follows.

More specific concepts will be explained in each particular chapter.

Research Results: Perfect Sequences and Arrays.

• In Chapter 6, Perfect Sequences of Unbounded Lengths over the Basic Qua-

ternions, the concepts of palindromic sequences about one and two zero-

centres are introduced. Some results on transformations, that preserve au-

tocorrelation, of palindromic sequences about one and two zero-centres,

over the complex numbers, into quaternion sequences, are presented. The

existence of perfect sequences of unbounded lengths over the basic quater-

nions {1,−1, i,−i, j,−j, k,−k} is shown.

• In Chapter 7, Perfect Sequences of Odd Unbounded Lengths over the Qua-

ternions, the existence of perfect sequences of unbounded lengths over the

alphabets {±1± i, i}, {±1,±i, 1+i
2 } and {±1± i, 1± j} is shown.

• In Chapter 8, Inflation and Size Reduction of Perfect Arrays over the Basic

Quaternions, the important inflation algorithm of Arasu and de Launy is

5



Chapter 1
1.2 Summary 6

generalised to perfect arrays over the basic quaternions.

• In Chapter 9, Perfect Arrays over the Basic Quaternions of Unbounded

Sizes, a family of perfect arrays over the basic quaternions, of unbounded

sizes, is shown.

• In Chapter 10, Perfect m-Dimensional Arrays with a Recursive Autocorre-

lation Function, two generalisations of the Product Theorem of composi-

tion of sequences are presented. These constructions produce perfect m-

dimensional arrays with recursive autocorrelation function.

• In Chapter 11, Conclusion.

• In Chapter 12, Bibliography.

6
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Literature Review: Perfect Sequences
and Arrays
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CHAPTER

2

NOTATION AND DEFINITIONS

IN this chapter, we present the general definitions and notations used through-

out this work. More specific concepts will be explained in each particular

chapter.

2.1 Sequences

Definition 2.1. Finite sequence.

An ordered n-tuple S = (s0, s1, . . . , sn−1) of elements from a set A is called a sequence.

The set A is called the alphabet and n is called the length of the sequence S.

8
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Definition 2.2. Period of a sequence.

Let S = (s0, s1, . . . , sn−1) be a sequence over an alphabetA. The smallest positive integer

l, such that si+l = si, for 0 ≤ i ≤ n− 1, is called the period of the sequence S.

Definition 2.3. Norm of a sequence.

The norm of a sequence is defined as the sum of the norms of all its elements

||S|| =
n−1

∑
i=0
||si||. (2.1)

Definition 2.4. Balance of a sequence.

The sum of all elements of a sequence S is called the balance of the sequence S and it is

denoted by ∑ s.

Definition 2.5. Shift of a sequence.

For every integer τ ≥ 0, the τ-shift (to the left) of the sequence S = (s0, s1, . . . , sn−1),

denoted by Sτ, is the sequence Sτ = (sτ, sτ+1, . . . , sτ+n−1), where the indices τ, τ +

1, . . . , τ + n− 1 are calculated modulo n.

Definition 2.6. Dot product of sequences.

Let S = (s0, s1, . . . , sn−1) and T = (t0, t1, . . . , tn−1) be two sequences of same length.

The dot product of sequences S and T is

S · T =
n−1

∑
i=0

sit∗i , (2.2)

where t∗i denotes the complex conjugate of ti.

Definition 2.7. Periodic cross-correlation and autocorrelation of sequences.

For an integer τ ≥ 0, the periodic cross-correlation of two same-length sequences

S = (s0, s1, . . . , sn−1) and T = (t0, t1, . . . , tn−1), for the shift τ is

CCS,T(τ) =
n−1

∑
i=0

sit∗i+τ , (2.3)

9
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where i + τ is calculated modulo n. When S = T , we write CCS,T(τ) = ACS(τ) and

ACS(τ) is called the periodic autocorrelation value of the sequence S, for the shift τ.

In terms of the dot product, the autocorrelation value for the shift τ is

ACS(τ) = S · Sτ =
n−1

∑
i=0

sis∗i+τ. (2.4)

Definition 2.8. Peak and off-peak values of a sequence.

Let S = (s0, s1, . . . , sn−1) be a sequence over an alphabet A. The autocorrelation value

of S, for the shit τ = 0, is called the peak value. The autocorrelation values of S, for all

shifts τ 6= 0, are called off-peak values.

Definition 2.9. Decimation of a sequence.

Let S = (si) be a sequence of period n and length l, over an alphabet A. Now, for j > 0,

consider the sequence defined by ti = sij, for i = 0, . . . , n − 1, where the product ij is

calculated mod l. The sequence T = (ti) is said to be the decimation by j of the sequence

S = (si). If j divides n, then T has period n
j . If gcd(n, j) = 1, then the period of T is

n and the decimation is said to be proper. In general, a decimation by j of the sequence

with period n produces a sequence with period n
gcd(n,j) .

Definition 2.10. Perfect sequence.

A sequence S = (s0, s1, . . . , sn−1) over the alphabet A is called perfect if all off-peak

values are zero, that is, for all shifts τ 6= 0, we have ACS(τ) = 0.

Example 2.1. Let i be a fourth root of unity. The sequence S = (1, i,−1, i) of length 4 is

perfect, since ACS(τ) = 0, for τ 6= 0.

2.2 Arrays

We now introduce the basic definitions regarding multi-dimensional arrays.

10
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Definition 2.11. Multi-dimensional array.

A finite m-dimensional array {a(i0, i1, . . . , im−1)}, where 0 ≤ ij ≤ nj − 1 and 0 ≤

j ≤ m− 1, over the set A, is a collection of n0 × n1 × · · · × nm−1 elements taken from

A, where repetition is allowed. The expression n0 × n1 × · · · × nm−1 is called the size of

the array and A is called the alphabet. In particular, a finite two-dimensional array is a

matrix and a finite one-dimensional array is a finite sequence.

Definition 2.12. Period of an array.

Let A = {a(i0, i1, . . . , im−1)} be an array over an alphabet A, where 0 ≤ ij ≤ nj − 1

and 0 ≤ j ≤ m− 1. The list of the smallest positive integers l0, l1, . . . , lm−1, such that

a(i0 + l0, i1 + l1, . . . , im−1 + lm−1) = a(i0, i1, . . . , im−1) , (2.5)

for 0 ≤ ij ≤ nj − 1 and 0 ≤ j ≤ m− 1, is called the period of the array A.

Definition 2.13. Shift of an array.

For an m-tuple (j0, j1, . . . , jm−1), the m-shift of an array A = {a(i0, i1, . . . , im−1)},

denoted by A(j0,j1,...,jm−1), is the array

A(j0,j1,...,jm−1) = {a(i0 + j0, i1 + j1, . . . , im−1 + jm−1)} , (2.6)

where indices are calculated modulo nj, for 0 ≤ j ≤ m− 1.

Definition 2.14. Dot product of arrays.

Let A = {a(i0, i1, . . . , im−1)} and B = {b(i0, i1, . . . , im−1)} be two multi-dimensional

arrays of same size, where 0 ≤ ij ≤ nj − 1 and 0 ≤ j ≤ m− 1. The dot product of the

arrays A and B is

A · B =
n0−1

∑
i0=0

n1−1

∑
i1=0
· · ·

nm−1−1

∑
im−1=0

a(i0, i1, . . . im−1)b∗(i0, i1, . . . , im−1) , (2.7)

where b∗(i0, i1, . . . , im−1) denotes the complex conjugate of b(i0, i1, . . . , im−1).

11
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Definition 2.15. Periodic cross-correlation and autocorrelation of arrays.

For an m-tuple (τ0, τ1, . . . , τm−1) of integers, the periodic cross-correlation of two

same-size arrays A = {a(i0, i1, . . . , im−1)} and B = {b(i0, i1, . . . , im−1)}, for the shift

(τ0, τ1, . . . , τm−1) is

CCA,B(τ0, τ1, . . . , τm−1) =

n0−1
∑

i0=0

n1−1
∑

i1=0
· · ·

nm−1−1
∑

im−1=0
a(i0, i1, . . . im−1)b∗(i0 + τ0, i1 + τ1, . . . , im−1 + τm−1) ,

(2.8)

where ij + τj is calculated modulo nj. When A = B, we denote CCA,A(τ0, τ1, . . . , τm−1)

by ACA(τ0, τ1, . . . , τm−1), which is called the periodic autocorrelation value of the ar-

ray A, for the shift (τ0, τ1, . . . , τm−1). In terms of the dot product, the (τ0, τ1, . . . , τm−1)

autocorrelation value is

ACA(τ0, τ1, . . . , τm−1) =

A · A(τ0,τ1,...,τm−1) =

n0−1
∑

i0=0

n1−1
∑

i1=0
· · ·

nm−1−1
∑

im−1=0
a(i0, i1, . . . im−1)b∗(i0 + τ0, i1 + τ1, . . . , im−1 + τm−1).

(2.9)

Definition 2.16. Peak and off-peak values of an array.

Let A = {a(i0, i1, . . . , im−1)} be an array over an alphabet A, where 0 ≤ ij ≤ nj − 1

and 0 ≤ j ≤ m− 1. The autocorrelation value of A, for the shift (0, . . . , 0), is called the

peak value. The autocorrelation values of S, for all shifts (τ1, . . . , τm−1) 6= (0, . . . , 0)

are called off-peak values.

Definition 2.17. Perfect array.

An array A = {a(i0, i1, . . . , im−1)} over an alphabet A is called perfect if all the off-

peak values are zero, that is, for all shifts (τ0, τ1, . . . , τm−1) 6= (0, 0, . . . , 0), we have

12
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ACA(τ0, τ1, . . . , τm−1) = 0.

Example 2.2. Let i be a fourth root of unity. Consider the array

A =


1 i 1 i

i 1 −i −1

1 −i 1 −i

i −1 −i 1

 (2.10)

Then ACA(τ0, τ1) = 0, for (τ0, τ1) 6= (0, 0) mod(4, 4), that is, A is a perfect array.

Definition 2.18. Decimation of an Array.

Let A = {a(i0, i1, . . . , im−1)} be an m-dimensional array, where 0 ≤ ij ≤ nj − 1 and

0 ≤ j ≤ m − 1, over an alphabet A. For k j > 0, with 0 ≤ j ≤ m − 1, consider

the array defined by B = {a(i0k0, i1k1, . . . , im−1km−1)}, where 0 ≤ ij ≤ nj − 1 and

0 ≤ j ≤ m− 1 and ijk j is calculated mod nj. The array B is said to be the decimation

by (k0, . . . , km−1) of the array A. If gcd(nj, k j) = 1, for 0 ≤ j ≤ m − 1, then the

decimation is said to be proper.

2.3 Algebra

The following definitions are taken from Lang [48].

Definition 2.19. Rule of composition.

Let G be a set. A mapping G×G → G is called a rule of composition (of G into itself).

If x and y are elements of G, the image of the pair (x, y) under this mapping is also called

their product under the rule of composition, and will be denoted by xy (in many cases it

will be convenient to use an additive notation x + y, and in that case we call this element

the sum of x and y).

13
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Definition 2.20. Group.

Let G be a set with a rule of composition. If x, y and z are elements of S, then we may

form their product in two ways (xy)z and x(yz). If (xy)z = x(yz), for all x, y and z in

G, then we say that the rule of composition is associative. An element e of G such that

ex = x = xe, for all e in G is called a unit element (when the rule of composition is

written additively, the unit element is denoted by 0, and is called a zero element). A unit

element is unique. A monoid is a set G, with a rule of composition which is associative,

and having a unit element (so that in particular, G is not empty). A group G is a monoid,

such that for every element x ∈ G, there exists an element y ∈ G such that xy = yx = e.

Such an element is called an inverse of x. Such an inverse is unique. A group G is called

commutative if xy = yx, for all x and y ∈ G, and in this case the rule of composition can

be written additively.

Definition 2.21. Ring.

A ring R is a set, together with two rules of composition called multiplication and ad-

dition respectively, and written as a product and as a sum respectively, satisfying the

following conditions: With respect to addition, R is a commutative group, the multi-

plication is associative, and has a unit element, and for all x, y and z ∈ R we have

(x + y)z = xz + yz and z(x + y) = zx + zy. We denote the unit element for addition

by 0, and the unit element for multiplication by 1. A ring R is called commutative if

xy = yx, for all x and y ∈ R.

Definition 2.22. Field.

Let R be a ring and let U be the set of elements of R which have both left and right inverses

with respect to the multiplication. Then U is a multiplicative group and it is called the

group of units of R or group of invertible elements of R. A ring such that 0 6= 1 and

such that every non-zero element is invertible is called a division ring. A commutative

division ring is called a field.

Definition 2.23. Galois field.

A field having a finite number of elements is called a finite field or a Galois field. Finite

14
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fields are classified by size: there is exactly one finite field up to isomorphism of size pn

for a prime p and positive integer n, and there are no fields of sizes other than pn. Finite

fields are denoted by GF(pn) and are isomorphic to the quotient ring Z
<pn> , where p is a

prime number and n a positive integer.

Definition 2.24. Extension field.

The Galois field GF(pn) is known as a finite extension field of GF(p).

Definition 2.25. Polynomial over a field.

Let F be a field. A polynomial over F is an expression of the form f (x) = a0 + a1x +

a2x2 + · · ·+ anxn, where n is a positive integer and the coefficients ai, for 0 ≤ i ≤ n,

are elements of F. The symbol x, not belonging to F, is called an indeterminate over F.

A polynomial f (x) over a field F having 1 as the coefficient of the highest power of x

appearing is called a monic polynomial.

Definition 2.26. Algebraic element.

An element α of an extension field E of a field F is algebraic over F if f (α) = 0, for some

non-zero polynomial f (x) over F.

Definition 2.27. Irreducible polynomial.

Let F denote a field. A polynomial f (x) over F is called irreducible over F if f has

positive degree and f = gh, with g, h polynomial over F, implies that either g or h is a

constant polynomial. Otherwise f is called reducible over F.

Definition 2.28. Minimal polynomial.

Let E be an extension field of F and α ∈ E be algebraic over F. Then the uniquely deter-

mined monic polynomial f (x) ∈ F[x] generating the ideal J = {g(x) ∈ F[x]|g(α) = 0}

is called the minimal polynomial of α over F.

Definition 2.29. Primitive polynomial.

The group GF(pn)∗ is the group of units of GF(pn). A generator of the cyclic group

GF(pn)∗ is called a primitive element of GF(pn). An irreducible polynomial over

15
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GF(p) having a primitive element in GF(pn) as a root is called a primitive polynomial

over GF(p). The number of primitive polynomials of degree n over GF(p) is φ(pn−1)
n ,

where φ is the Euler-Totient function.

Definition 2.30. Module.

Let R be a ring. A left R-module M over the ring R consists of an abelian group (M,+)

and an operation R×M→ M such that for all r, s ∈ R and x, y ∈ M, we have

1. r(x + y) = rx + ry.

2. (r + s)x = rx + sx.

3. (rs)x = r(sx).

4. 1Rx = x, where 1R is the multiplicative identity in R.

A right R-module M is defined similarly, only the ring acts on the right. A bimodule

is a module which is a left module and a right module, such that the two multiplications

are compatible. When the ring R is a field, an R-modulo is called R-vector space. This

mean that the concept of a module over a ring is a generalisation of the notion of a vector

space.

Definition 2.31. Algebra.

Let R be a ring. An R-module M that is also a ring is called an R-Algebra, provided all

the operations are compatible, i.e., (rm)n = m(rn), for m, n ∈ M and r ∈ R. An algebra

A is called commutative, if as ring xy = yx, for all x, y ∈ A.

2.4 Roots of Unity

Definition 2.32.

A complex number ω is called an nth root of unity if ωn = 1. An nth root of unity ω

is called primitive if ωn = 1 and ωs 6= 1, for all 1 ≤ s < n. The nth root of unity of

the form ω = e
2πi
n is called the principal nth root of unity. If w is a primitive nth root of

16
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unity, then the sum of all nth roots of unity is zero, that is,

1 + w + w2 + · · ·+ wn−1 =
wn − 1
w− 1

= 0. (2.11)

17



CHAPTER

3

PERFECT SEQUENCES AND

ARRAYS OVER THE COMPLEX

NUMBERS C

We recall that a sequence S = (s0, s1, . . . , sn−1) is said to be perfect, if all the off-

peak autocorrelation values of the sequence are equal to zero, that is, for all shifts

τ 6= 0, we have ACs(τ) = 0. Sequences over the n-th roots of unity are called

polyphase, unimodular or phase-shift keying sequences.

18
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3.1 Properties of perfect sequences over the complex
numbers C

3.1.1 Transformations preserving perfection

The next theorem explains some transformations of perfect sequences over roots

of unity that preserve perfection. The first 5 properties are due to Fan and Darnell

[29]. The fifth property is due to Gabidulin and Shorin [33].

Theorem 3.1. If S = (st), where 0 ≤ t ≤ n− 1, is a perfect polyphase sequence, then

so are the sequences obtained as follows.

1. Shift m places to the left: (st+m), where 0 ≤ t ≤ n− 1 and m is any integer and

the subscript t + m is calculated modulo n.

2. Multiplication by a constant: (cst), where 0 ≤ t ≤ n− 1 and c is any complex

constant.

3. Conjugation: (s∗t ), where 0 ≤ t ≤ n− 1 and s∗t denotes the complex conjugate.

4. Multiplying entries by consecutive roots of unity: (stwt (mod n)), where 0 ≤ t ≤

n− 1, and w is a primitive n-th root of unity.

5. Proper decimation: A proper decimation of a perfect sequence is perfect.

Properties 1 - 4 are valid for perfect sequences over arbitrary complex numbers.

Proofs for properties 1 - 3 are not complicated and follow from the definition of

perfection, and are therefore omitted here. Property 4 is valid for any sequence S

of length kn.

Proof. 4. Let S = (st) be a perfect sequence over the complex numbers, where

0 ≤ t ≤ nk. Let w be a primitive n-th root of unity. We show the sequence

U = (ut), where ut = stwt (mod n), is also perfect. Consider the autocorre-

lation of the sequence U, for any nonzero shift τ

19
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ACU(τ) =
nk−1

∑
t=0

utu∗t+τ

=
nk−1

∑
t=0

st

(
wt (mod n)

)
s∗t+τ

(
wt+τ (mod n)

)∗

=
nk−1

∑
t=0

sts∗t+τ

(
wt (mod n)

) (
wt (mod n)

)∗ (
wτ (mod n)

)∗

=
nk−1

∑
t=0

sts∗t+τ1
(

wτ (mod n)
)∗

=
(

wτ (mod n)
)∗ nk−1

∑
t=0

sts∗t+τ1

=
(

wτ (mod n)
)∗

ACS(τ) = 0.

(3.1)

5. Let S = (st) be a sequence of length n over the complex numbers. Let r be

a positive integer such that GCD(r, n) = 1. Let U = (ut) be the decimation

of the sequence S by r, that is, ut = str, for 0 ≤ t ≤ n− 1. We will show that

for any shift 1 ≤ τ ≤ n− 1, the τ-autocorrelation value of U is the off-peak

autocorrelation value of the sequence S∗ for the shift σ, where σ = (n −

τ)r. This will show that a proper decimation of a sequence permutes the

positions of the off-peak autocorrelation values of the conjugated sequence

S∗. For the sake of simplicity, let us put ρ = (n − τ). Since r and n are

coprime numbers, we have {0r, 1r, . . . , (n− 1)r} (mod n) is a permutation

of the set {0, 1, . . . , n− 1}.

20
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Then

ACU(τ) =

n−1
∑

t=0
utu∗t+τ =

n−1
∑

t=0
strs∗(t+τ)r =

n−τ−1
∑

t=0
strs∗(t+τ)r +

n−1
∑

t=n−τ
strs∗(t+τ)r =

n−1
∑

t=n−τ
strs∗(t+τ)r +

n−τ−1
∑

t=0
strs∗(t+τ)r =

n−1
∑

t=n−τ
s∗(t+τ)rstr +

n−τ−1
∑

t=0
s∗(t+τ)rstr =

s∗(n−τ+τ)rs(n−τ)r + s∗(n−τ+1+τ)rs(n−τ+1)r + · · ·+ s∗(n−1+τ)rs(n−1)r+

s∗τrs0r + s∗(τ+1)rs1r + · · ·+ s∗(n−τ−1+τ)rs(n−τ−1r) =

s∗0sρ + s∗r sρ+r + s∗2rsρ+2r + · · ·+ s∗(τ−1)rsρ+(τ−1)r+

s∗τrs0 + s∗(τ+1)rsr + · · ·+ s∗(n−1)rsρ+(n−1)r =

s∗0sρ + s∗1s1+ρ + · · ·+ s∗n−1sn−1+ρ =

ACS∗(ρ).
(3.2)

Since S∗ is perfect by Theorem (3.1) - (3), it follows that U is perfect.

Definition 3.1. Discrete Fourier transform.

Let S = (s0, . . . , sm−1) be a sequence over any alphabet of complex numbers. The se-

quence DFT(S) = U = (u0, . . . , un−1), where

ut =
n−1

∑
r=0

ste−
2πi
n tr , (3.3)
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and e
2πi
n is the principal n-th complex root of unity, is called the discrete Fourier trans-

form of the sequence S.

Theorem 3.2 (Gabidulin [31]). If the elements in the sequence S have equal norm, then

the sequence DFT(S) = (DFT(st)) is perfect, where 0 ≤ t ≤ n − 1 and DFT(st)

denotes the discrete Fourier transform of st.

Proof. (Kuznetsov [46]).

Let S = (st) be a sequence over the complex numbers with all elements of equal

norm, that is, ‖s1‖ = · · · = ‖sn−1‖ = c. Now, consider the autocorrelation of the

sequence DFT(S) = (DFT(st)) = (at), where 0 ≤ t ≤ n− 1, for some nonzero

shift τ

ACDFT(S)(τ) =
n−1
∑

t=0
ata∗t+τ =

n−1
∑

i=0

(
n−1
∑

t1=0
st1e

−2πi
n tt1

)(
n−1
∑

t2=0
st2e

−2πi
n (t+τ)t2

)∗

=
n−1
∑

t=0

n−1
∑

t1=0

n−1
∑

t2=0
st1e

−2πi
n tt1s∗t2

e
2πi
n (t+τ)t2

=
n−1
∑

t=0

n−1
∑

t1=0

n−1
∑

t2=0
st1s∗t2

e
−2πi

n (t(t1−t2)−τt2)

=
n−1
∑

t1=0
st1

n−1
∑

t2=0
s∗t2

e
2πi
n τt2

n−1
∑

t=0
e
−2πi

n t(t1−t2).

(3.4)

The last summation
n−1
∑

t=0
e
−2πi

n t(t1−t2) represents a sum of a complete set of n-th

roots of unity, which is equal to 0, for all t1 − t2 except for t1 = t2, for which the

sum is equal to n. Therefore, the last term above is

= n
n−1
∑

t1=0
st1s∗t1

e
2πi
n τt1 = n

n−1
∑

t1=0
‖st1‖e

2πi
n τt1 = nc

n−1
∑

t1=0
e

2πi
n τt1 = 0 , (3.5)
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since
n−1
∑

t1=0
e

2πi
n τt1 is a sum of all n-roots of unity. Since ACDFT(S)(τ) = 0, for m =

1, . . . , n− 1, we have DFT(S) is perfect.

Corollary 3.1. The discrete Fourier transform of a perfect sequence is perfect.

3.1.2 Balance Theorem

The Balance Theorem gives a necessary condition for perfection of sequences over

the complex numbers, C, by equating the balance of a perfect sequence to the

norm of the sum of all elements in the sequence. Bomer and Antweiler intro-

duced the Balance Theorem for two-dimensional perfect arrays [17]. Since per-

fect sequences are also two-dimensional arrays of size 1× n, this result holds for

perfect sequences.

Theorem 3.3 (Balance Theorem). Let S = (s0, . . . , sn−1) be a sequence with entries

from the complex numbers C. If the sequence S is perfect, then

‖s0 + · · ·+ sn−1‖ = ‖s0‖+ · · ·+ ‖sn−1‖. (3.6)

Proof. Since S is perfect, we have

n−1

∑
t=0

sts∗t+τ = 0 , (3.7)

for 1 ≤ τ ≤ n− 1. Summing up Equations (3.7) for 1 ≤ τ ≤ n− 1 and adding the

equation
n−1

∑
t=0

sts∗t =
n−1

∑
t=0
‖st‖ , (3.8)

23



Part I - Literature Review, Chapter 3
3.1 Properties of perfect sequences over the complex numbers C 24

we have

n−1
∑

τ=0

n−1
∑

t=0
sts∗t+τ =

n−1
∑

t=0

(
st

n−1
∑

τ=0
s∗t+τ

)
=

n−1
∑

t=0

(
st

n−1
∑

t1=0
s∗t1

)

=

(
n−1
∑

t=0
st

)(
n−1
∑

t=0
s∗t

)
=

(
n−1
∑

t=0
st

)(
n−1
∑

t=0
st

)∗

=

∣∣∣∣∣∣∣∣n−1
∑

t=0
st

∣∣∣∣∣∣∣∣ .

(3.9)

Since the off-peak autocorrelation values of the sequence S are zero, the only

summand in the sum above not equal to zero is when τ = 0. Hence

n−1

∑
τ=0

n−1

∑
t=0

sts∗t+τ =
n−1

∑
t=0

sts∗t =
n−1

∑
t−0
‖st‖. (3.10)

Therefore, ∣∣∣∣∣
∣∣∣∣∣n−1

∑
t=0

st

∣∣∣∣∣
∣∣∣∣∣ = n−1

∑
t−0
‖st‖. (3.11)

3.1.3 Composition of sequences

Let S = (s0, . . . , sn−1) and U = (u0, . . . , um−1) be two sequences over the complex

numbers C, such that the lengths n and m are coprime numbers. We define the

composition of S and U, denoted by V = S ◦U, by the rule

vt =
(

st (mod n)

) (
ut (mod m)

)
, (3.12)

for t = 0, 1, . . . , mn− 1.

24



Part I - Literature Review, Chapter 3
3.1 Properties of perfect sequences over the complex numbers C 25

3.1.4 Product Theorem

This theorem, introduced by Luke, states that each autocorrelation value of the

composition of two perfect sequences of coprime lengths is the product of the

two individual autocorrelation values for that shift [53].

Theorem 3.4 (Luke [53]). Let S = (s0, . . . , sn−1) and U = (u0, . . . , um−1) be two

sequences over the complex numbers C, of coprime lengths n and m. The autocorrelation

function of the composition sequence S ◦U, for 0 ≤ τ ≤ mn− 1 is

ACS◦U(τ) = ACS(τ)ACU(τ). (3.13)

Proof. Let S = (st) and U = (ut) be two sequences of coprime lengths m and n.

Let V be the product of S and U. For 0 ≤ τ ≤ mn− 1, we have

ACV (τ) =
mn−1

∑
t=0

vtv∗t+τ =
mn−1

∑
t=0

st (mod n)ut (mod m)s∗t+τ (mod n)u
∗
t+τ (mod n)

=
n−1
∑

t1=0

m−1
∑

t2=0
st1 (mod n)s∗t1+τ (mod n)ut2 (mod m)u∗t2+τ (mod n)

(
n−1
∑

t1=0
st1 (mod n)s∗t1+τ (mod n)

)(
m−1
∑

t2=0
ut2 (mod m)u∗t2+τ (mod n)

)

= ACS(τ)ACU(τ).

(3.14)

The following corollary was proved, independently from Theorem (3.4), by Fan

and Darnell [29],

Corollary 3.2. The composition of two perfect sequences of coprime lengths is perfect.
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Example 3.1. Let w be a primitive third root of unity. The perfect sequences (1, 1, 1,−1)

and (1, w, w), when multiplied, give the perfect sequence

(1, w, w,−1, w, w, 1,−w, w, 1, w,−w) , (3.15)

over six roots of unity.

3.2 Necessary and sufficient conditions for perfection
over the complex numbers C

In 1993, Mow noted in his PhD thesis that a polyphase sequence S = (s0, . . . , sn−1)

is perfect if and only if the norm of each discrete Fourier transform coefficient of

the sequence S is equal to one, that is, ‖DFT(S)t‖ = 1, for 0 ≤ t ≤ n− 1 [62].

In 1995, Fan and Darnell stated the following necessary and sufficient condi-

tion for a sequence, over the complex numbers, to be perfect: A sequence S =

(s0, . . . , sn−1) over the complex numbers is perfect if and only if all discrete Fourier

transform coefficients of the sequence S = (s0, . . . , sn−1), have equal norm, that

is, ‖DFT(S)0‖ = · · · = ‖DFT(S)n−1‖ [29].

In 1993 and 1995, Gabidulin used this necessary and sufficient condition in his

work to construct perfect sequences over the complex numbers [31], [32].

None of these authors presented a formal proof of the necessity and sufficiency of

this condition for perfection. However, Kuznetsov presented a proof in his PhD

thesis [46], which we now present.

Theorem 3.5. Let S = (s0, . . . , sn−1) be a sequence over the complex numbers C. The

sequence S is perfect if and only if the discrete Fourier transform coefficients DFT(S)t =
n−1
∑

t=0
ste−

2πi
n rt, where 0 ≤ r ≤ n− 1, are of equal norm.
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Proof. (Kuznetsov [46]).

1. First, assume that S is perfect. We prove that all the discrete Fourier trans-

form coefficients of S have equal norm. For 0 ≤ t ≤ n− 1, we have

‖DFT(S)t‖ = DFT(S)DFT(S)∗

=

(
n−1
∑

t1=0
st1e−

2πi
n tt1

)(
n−1
∑

t2=0
st2e−

2πi
n tt2

)∗

=

(
n−1
∑

t1=0
st1e−

2πi
n tt1

)(
n−1
∑

t2=0
s∗t2

e
2πi
n tt2

)

=
n−1
∑

t1=0

n−1
∑

t2=0
st1s∗t2

e−
2πi
n t(t1−t2)

=
n−1
∑

t1=0

n−1
∑

r=0
st1s∗t1−re−

2πi
n tr

=
n−1
∑

r=0
e−

2πi
n tr

n−1
∑

t1=0
st1s∗t1−r

=
n−1
∑

r=0
e−

2πi
n tr ACS(−r)

=
n−1
∑

r=0
e−

2πi
n tr(ACS(r))∗

= (ACS(0))∗ = ‖S‖.

(3.16)

Thus, all Fourier transform coefficients of a perfect sequence have equal

norm.

2. Let U = (DFT(S)0, . . . , DFT(S)n−1) be the Discrete Fourier Transform of
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S. Assume that ‖DFT(S)t‖ = c, for 0 ≤ t ≤ n − 1. We show that the

sequence S is perfect. For some non-zero shift τ, with 1 ≤ τ ≤ n− 1

ACS(τ) =
n−1
∑

t=0
sts∗t+τ =

n−1
∑

t=0
DFT−1(U)t

(
DFT−1(U)t+τ

)∗

=
n−1
∑

t=0

(
n−1
∑

t1=0
ut1e

2πi
n tt1

)(
n−1
∑
t2

ut2e
2πi
n (t+τ)t2

)∗

=
n−1
∑

t=0

n−1
∑

t1=0

n−1
∑

t2=0
ut1e

2πi
n tt1u∗t2

e−
2πi
n (t+τ)t2

=
n−1
∑

t=0

n−1
∑

t1=0

n−1
∑

t2=0
ut1u∗t2

e
2πi
n (t(t1−t2)−τt2)

=
n−1
∑

t1=0
ut1

n−1
∑

t2=0
u∗t2

e−
2πi
n τt2

n−1
∑

t=0
e

2πi
n t(t1−t2).

(3.17)

The last summation, ∑n−1
t=0 e

2πi
n t(t1−t2), is the sum of the n-th roots of unity,

which is equal to 0, for all t1− t2, except for t1 = t2, for which it is equal to

n. Therefore, the equality above continues to

n−1

∑
t1=0

ut1u∗t1
e−

2πi
n τt1 =

n−1

∑
t1=0
‖ut1‖e

− 2πi
n τt1 = c

n−1

∑
t1=0

e−
2πi
n τt1 = 0. (3.18)

So, ACS(τ) = 0, for 1 ≤ τ ≤ n− 1, that is, the sequence S is perfect.

As required.
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3.3 Known perfect sequences over the complex num-
bers C

3.3.1 Binary perfect sequences

Definition 3.2. Binary sequence.

A sequence S over the binary set {−1, 1} is called a binary sequence.

Up to equivalence, the only known perfect binary sequence has length 4, namely

{1, 1, 1,−1}. Equivalent sequences are the 3 shifts, the negation (−1,−1,−1, 1)

and its shifts. By computer search, it has been shown that there are no perfect

sequences of length greater than 4, and less than 12,100. It is conjectured that

there are no binary perfect sequences of length n > 4.

3.3.2 Ternary perfect sequences

Definition 3.3. Ternary sequence.

A sequence S over the ternary set {−1, 0, 1} is called a ternary sequence.

Example 3.2. The sequences (0, 1, 1, 0, 1,−1) and (0, 1, 1, 1, 1,−1, 0, 1, 0, 0,−1, 1,−1)

are perfect ternary sequences of length 6 and 13, respectively.

Based on what is now known as the Balance Theorem, Chang presented in 1967, a

necessary condition for perfection of a ternary sequence [20]. Let S = (s0, . . . , sn−1)

be a ternary sequence. If the number of 1’s, −1’s and 0’s in the sequence are de-

noted by a, b and c, respectively, then the following equation holds

a + b =
n−1

∑
t=0
‖st‖ =

∣∣∣∣∣
∣∣∣∣∣n−1

∑
t=0

st

∣∣∣∣∣
∣∣∣∣∣ = (a− b)2. (3.19)
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Chang generated some perfect ternary sequences of lengths (3n − 1)/2, for some

n’s, by a linear recursion relation over GF(3), after replacing 2 by −1 in their en-

tries. Chang constructed examples of perfect ternary sequences of lengths 13, 121

and 1093. In his paper, Chang credited Tompkins [71] with listing all perfect

ternary sequences up to length 18.

Example 3.3. We use the minimal polynomial p(x) = x3 + 2x + 1 over GF(3), the

initial condition (1, 1, 1) and our code in Mathematica, shown below, to produce an m-

sequence of length 13.

The f o l l o w i n g l i n e a r r e c u r r e n c e p r o d u c e s an m−s e q u e n c e

In [ 1 ] : = Mod[ L i n e a r R e c u r r e n c e [ { 0 , −2, −2} , { 1 , 1 , 1 } , 1 3 ] , 3 ]

Out [ 1 ] = { 1 , 1 , 1 , 2 , 2 , 0 , 1 , 2 , 1 , 0 , 0 , 1 , 0 }

Since 2 ≡ −1 (mod 3), we convert the m-sequences in Out[1] to

(1, 1, 1,−1,−1, 0, 1,−1, 1, 0, 0, 1, 0), (3.20)

by changing 2 to −1. The autocorrelation of the altered sequence is

(9, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0). (3.21)

Following Chang’s necessary condition for perfection of ternary sequences, Mo-

harir introduced more necessary conditions for perfection, called combinatorial

admissible conditions [61]. Based on these conditions, Moharir suggested an al-

gorithm that minimises the search space for exhaustive searches of perfect ternary

sequences of longer lengths.

Shedd and Sarwate [69] presented in 1979, two constructions of perfect ternary

sequences based on the Helleseth formula [38] for m-sequences over GF(p) of

lengths pn − 1. One of the constructions works when p = 2, the other construc-
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tion works when p is an odd prime. Shedd and Sarwate presented examples of

perfect ternary sequences of length 26 and 31 [69].

Ipatov [41] introduced in 1979 a family of perfect ternary sequences of lengths
qn−1
q−1 , for q ≥ 3 and n an odd number. Ipatov constructed this family from linear

shift register sequences over GF(qn), with n an odd number and q = ps, where p

is an odd prime.

Hoholdt and Justesen presented in 1983 a construction of perfect ternary sequen-

ces of length q2m+1−1
q−1 , where q = 2s and m ≥ 1 and , using difference sets theory

[39].

3.3.3 Multilevel perfect sequences over R

Luke [53] showed in 1988 that, since the autocorrelation function of a binary m-

sequence has value −1, for all non-zero shifts, then any binary m-sequence can

be converted into a perfect two-level sequence, by changing all −1’s to a suitable

rational number (refer also to Sarwate and Pursley [67]).

Luke also noticed that Legendre sequences can be modified in the same way by

substituting all −1’s by a suitable rational number [53].

Legendre sequences S = (st), are three-level sequences defined for every prime

number p by

st =


0, if st ≡ 0 (mod p).

1, if t is a quadratic residue mod p.

−1, if t is not a quadratic residue mod p.

(3.22)

Their autocorrelation off-peak values are −1.
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Bomer and Antweiler [17], suggested, in 1991, another construction of three-level

perfect sequences over the real numbers. This construction is based on any m-

sequence S = (st) over GF(q), of length n = qm − 1, where q = ps, and p is a

prime number. The new sequence U = (ut) is defined by

ut =


1, if st = 0.

b1, if st = 1.

b2, otherwise.

(3.23)

The sequence U is perfect if b1 = − c2+(q−3)b2
2

2b2
and b2 is a real root of the equation

(4(q− 2)+ (q− 3)2)b4
2 + 4(q− 1)b3

2 +(4c1− 2c2(q− 1))b2
2− 4c2b2 + c2

2 = 0 (3.24)

where c1 = qm−2−1
qm−2 and c2 = qm−1−1

qm−1 .

The following theorem, that is known in the folklore, shows the existence of in-

finitely many perfect sequences over the rational numbers.

Theorem 3.6. For each natural number n > 0, the sequence S = (1, . . . , 1,−n/2) of

length n + 2 is perfect.

Proof. For 1 ≤ τ ≤ n + 1, we compare the sequence S against Sτ, as follows

0 1 . . . τ . . . n + 2

S 1 1 . . . 1 . . . −n/2

Sτ 1 1 . . . −n/2 . . . 1

(3.25)

From this table, the τ autocorrelation value of S is

ACS(τ) = 1× 1 + · · ·+ 1× 1 + (1)(−n/2) + · · ·+ 1× 1 + (1)(−n/2)

= n× (1) + 2× (−n/2) = 0.
(3.26)
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That is, S is perfect.

3.3.4 Polyphase perfect sequences

Frank sequence

Heimiller [37] presented in 1961 a construction for producing polyphase perfect

sequences of length p2, where p is a prime number. Let w be a primitive p-th root

of unity. We form a matrix consisting of powers of w, as follows



1 1 1 . . . 1

1 w w2 . . . wp−1

1 w2 w2×2 . . . w(p−1)×2

1 w3 w2×3 . . . w(p−1)×3

...
...

...
...

1 wp−1 w2×(p−1) . . . w(p−1)×(p−1)


(3.27)

The perfect sequence is form by concatenating, one by one, the rows of the Array

(3.27), that is,

(1, 1, 1, . . . , 1, 1, w1, w2
1, . . . , wp−1

1 , 1, w2, w2
2, . . . , wp−1

2 , 1, wp−1, w2
p−1, . . . , wp−1

p−1).

(3.28)

The rows of the Array (3.27) are mutually orthogonal, so the order of the rows can

be changed in any way, and any cyclic permutation of each row can be substituted

for that row sequence, without altering perfection of the resulting sequence.

Frank noticed in 1952 (9 years before Heimiller) that this procedure also works

for any natural number n ≥ 2 (not necessarily a prime number), and so a per-

fect sequence of length n2, over the n-th roots of unity was constructed. Being
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employed in the aircraft manufacturing industry, Frank could only publish his

result in 1962 [30].

Example 3.4. Let i be a fourth root of unity. We form a matrix consisting of powers of i,

as follows: 
i0×0 i0×1 i0×2 i0×3

i1×0 i1×1 i1×2 i1×3

i2×0 i2×1 i2×2 i2×3

i3×0 i3×1 i3×2 i3×3

 =


1 1 1 1

1 i −1 −i

1 −1 1 −1

1 −i −1 i

 (3.29)

We concatenate, one by one, the rows of the matrix in Equation (3.29) and obtain the

following perfect sequence

(1, 1, 1, 1, i,−1,−i, 1,−1, 1,−1, 1,−i,−1, i). (3.30)

Chu sequences

Chu gave in 1972 a construction of polyphase perfect sequences for every length

n ≥ 2 [22]. The lengths of Chu sequences are not restricted to perfect squares,

like Frank sequences are. Let n ≥ 2 be any natural number. Let m be any other

natural number co-prime to n. The Chu sequence S, of length n, is given by

st = e
πmi

n t2
, for even length n.

st = e
πmi

n t(t+1), for odd length n,
(3.31)

for 0 ≤ t ≤ n− 1.

Example 3.5. We use the following code in Mathematica to generate Chu sequences of

any lengths.

In [ 1 ] : = Chu [ n_ , m_] := T a b l e [ Re [ # ] + I Im [ # ] & /@

S i m p l i f y [ I f [ EvenQ [ j ] == True , E^{ Pi ∗m∗ I ∗ j ^2/n } ,
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E^{ Pi ∗m∗ I ∗ j ( j + 1 ) / n } ] ] , { j , 0 , n − 1 } ]

Now, for n = 8 and m = 5, we have the perfect sequence

(1,−1 + i√
2

, i,−i, 1,−1− i√
2

, i,−1) , (3.32)

and equivalently

(w0, w1, w2, w6, w0, w1, w2, w4) , (3.33)

where w = −1−i√
2

is a primitive eighth root of unity.

A linear phase shift of the form e
2πmqi

n t, where q is any integer, when introduced

into the sequence in Equation (3.31), will not affect perfection, by Theorem (3.1).

So, a more general expression for a Chu sequence is

st =

 e
πmi

n (t2+qt), if n is even.

e
πmi

n (t(t+1)+qt), if n is odd,
(3.34)

for 0 ≤ t ≤ n− 1.

Alltop sequences

Alltop presented in 1980 a family of quadratic phase sequences of odd length [1].

The construction is as follows, for n an odd integer greater than 2 and any integer

m coprime to n. A quadratic phase sequence U = (u0, . . . , un−1) is defined by

ut = e
2πmi

n t2
, (3.35)

for 0 ≤ t ≤ n− 1. Alltop sequences correspond to Chu sequences of odd length.

If we take M = 2m, q = −1 and N = n in the Equation (3.34), for 0 ≤ t ≤ N − 1,

we have st = e
πMi

N (t(t+1)+qt) = e
2πmi

n2 t2
= ut.
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P3 and P4 codes

Lewis and Kretschmer [51] introduced in 1982, two other sequences. For any

integer n, the sequences P3 and P4 are defined as follows

P3 : st = e
πi
n t2

.

P4 : st = e
πi
n t2+πit ,

(3.36)

for 0 ≤ t ≤ n − 1. These two sequences are equivalent to Chu sequences (Fan

and Darnell [29]).

Golomb sequences

Zhang and Golomb introduced in 1993 another class of perfect polyphase sequen-

ces [75]. For any integer n ≥ 2 and any integer m co-prime with n, we define a

Golomb Sequence S = (s0, . . . , sn−1) as follows

st = e
πmi

n t(t−1) , (3.37)

for 0 ≤ t ≤ n− 1.

Milewski sequences

Milewski [60], in 1983, gave a construction of perfect sequences of length n =

m2l+1 over ml+1-roots of unity, for any positive integer m and l ≥ 1. This con-

struction concatenates a few copies of a Chu sequence, multiplied by roots of

unity in a particular order, as follows:

Let S = (s0, . . . , sm−1) be any Chu sequence of length m. Let w be a primitive

ml+1 root of unity. We form a matrix of size ml+1 ×ml, as follows,
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
s0w0×0 . . . sm−1w(m−1)×0 . . . s0w(ml+1−m)×0 . . . sm−1w(ml+1−1)×0

s0w0×1 . . . sm−1w(m−1)×1 . . . s0w(ml+1−m)×1 . . . sm−1w(ml+1−1)×1

...
...

...
...

s0w0×(ml−1) . . . sm−1w(m−1)×(ml−1) . . . s0w(ml+1−m)×(ml−1) . . . sm−1w(ml+1−1)×(ml−1)


(3.38)

We obtain a Milewski sequence by concatenating, one by one, the rows of the

matrix in Equation (3.38).

One-dimensional bent function sequences

Definition 3.4. Chung and Kumar [23]

A general bent function f : Zm
q → Zq, for a positive integer q, is a function having the

property that all the discrete Fourier transform coefficients

F (λ) = 1√
qm ∑

x∈Zm
q

w f (x)w f (q−1) , (3.39)

of (w f (0), . . . , w f (q−1)), for λ ∈ Zm
q and w a primitive q-th root of unity, have magnitude

one.

In the case m = 1, f : Zm
q → Zq is called one dimensional bent function, see

Mow [63]. This function generates the next sequence (w f (0), . . . , w f (q−1)), whose

elements all have norm equal to one. And so, this sequence is perfect, by Theorem

(3.5). This type of sequence includes Frank and Chu sequences [29].
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Unified approach of Mow

Mow presented in 1995, a unified construction of perfect polyphase sequences

which contains all the classes of perfect polyphase sequences as special cases [64].

Bomer and Antweiler construction

Bomer and Antweiler presented a construction of a three-level perfect sequence

of length n = 3m − 1, where m is any positive integer, by mapping elements of an

m-sequence over GF(3) to three complex values [16]. If S = (s0, . . . , sn−1) is an

m-sequence over GF(3), then, for 0 ≤ t ≤ n− 1, a three-level complex sequence

U = (u0, . . . , un−1) is constructed as follows

ut =


1, if st = 0,

eiθ1 , if st = 1,

eiθ2 , otherwise,

(3.40)

where θ1 = θ2 ± cos−1(φ), θ2 = ±cos−1
(

φ
√

2
1+φ

)
± 1

2 cos−1(φ) and φ = 1−3m−1

2·3m−1 .

3.3.5 Multilevel perfect sequences over C

Multilevel perfect sequences over the complex numbers have not been exten-

sively studied in the literature.

Darnell and Fan Sequences

Darnell and Fan in 1995 presented a construction of multilevel perfect sequences

over the complex numbers of length n, where n is a positive integer, n = pm − 1,
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for some prime p and some integer m and n = 4t, for some odd t [25].

Example 3.6. Multilevel perfect sequence over complex numbers of length 31

(−i,−i, 1,−1, 1,−i,−1, 1, 0, 0, 1,−i, 0,−1, 0,−1, 1, i, 1, 1, 1, 0, i, i,−i,−i,−1,−i, 1, 0,−1).
(3.41)

Lee Sequences

Lee presented in 1999, a construction of perfect sequences over the alphabets

{0, w1
m, w2

m, . . . , 1}, where wm is a primitive m-th root of unity [50]. For the case

w = i, where i is the fourth root of unity, the alphabet is {0, 1,−1, i,−i}, and

over this alphabet, Lee constructed a family of perfect sequences of unbounded

lengths with only one zero occurrence, for all lengths m = p + 1 ≡ 2 (mod 4),

with p a prime number, that is, for m = 6, 14, 18, 30... [49].

Example 3.7. Lee sequence of length 14

(0, i, 1,−i,−1,−i, 1,−i, 1,−i,−1,−i, 1, i). (3.42)

Luke presented in 2003, a generalisation of Lee’s construction, for all lengths m =

pk + 1 ≡ 2 (mod 4), where k ∈ N and p is a prime number, that is for m =

6, 10, 14, 18, 26, 30... [54]. The sequences constructed by Lee and generalised by

Luke are called Lee Sequences and they have the following properties: They

have one single zero occurrence, are palindromic about two centres, alternate

from ±i to ±1, ignoring the zero, and have even length.

Lee presented in his Ph.D. Thesis [50], a construction of perfect sequences over the

alphabet PSK+, that is, the set of n-roots of unity extended by adding 0. This con-

struction uses m-sequences over GF(q) of length qm− 1, for m ≡ −2 (mod q), and

generates a perfect sequence over PSK+ of length qm−1
q−1 (See Boztas and Param-
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palli [19]).

Example 3.8. (Boztas and Parampalli [19])

The following perfect sequence over {0, 1,−1, i,−i} was obtained from a maximal length

sequence of period (53 − 1) = 124

(−i,−i, 1,−1, 1,−i,−1, 1, 0, 0, 1,−i, 0,−1, 0,−1, 1, i, 1, 1, 1, 0, i, i,−i,−i,−1,−i, 1, 0,−1).
(3.43)

3.4 Non-existence of perfect sequences over
the complex numbers C, beyond certain lengths

Perfect sequences, over different alphabets of complex numbers, exist for un-

bounded lengths, for example, Lee sequences, sequences in Theorem (3.6) and

some constructions of ternary sequences, based on m- or Legendre sequences. In

this section we will discuss the non-existence, beyond certain lengths, of perfect

sequences over some particular alphabets of complex numbers.

3.4.1 Non-existence of binary perfect sequences

Difference set theory is a combinatorial design tool that has been used to prove

the non-existence of binary and polyphase perfect sequences.

Definition 3.5. Jungnickel and Pott [43]

Let G be an additive group of order n, and D be an m-element subset of G. Then D

is called a (n, m, λ)-difference set if the set of all D differences, that is δD = {d1 −

d2 |d1, d2 ∈ D, d1 6= d2}, contains each non-zero element of G precisely λ times. If G is

a cyclic group, D is also called cyclic.
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In 1971, Baumert stated that there exists a one-to-one correspondence between

binary sequences of length n with two-level autocorrelation function, that is, con-

stant off-peak autocorrelation value sequences, and cyclic difference sets in Zn

[12].

If D is a (n, m, λ)-difference set in Zn, we construct a binary sequence S = (s0, . . . ,

sn−1) by

st =

 1, if t ∈ D,

−1, if t /∈ D.
(3.44)

The autocorrelation of S is given by

ACS =

 n, if m ≡ 0 (mod n).

n− 4(m− λ), if m 6≡ 0 (mod n),
(3.45)

for 0 ≤ t ≤ n− 1.

Regarding perfect binary sequences, for a difference set D to exist in Zn, the

length n has to be an even square, that is, n = 4u2, for some u and the pa-

rameters are in the form (n, m, λ) = (4u2, 2u2 − u, u2 − u). Difference sets of

this type are called Hadamard difference sets [40]. The only Hadamard differ-

ence set known is the trivial (4, 1, 0)-difference set, corresponding to the sequence

(1, 1, 1,−1) [ref]. It has been conjectured that no other Hadamard difference sets

exist. This conjecture is known as the circular Hadamard matrix conjecture.

3.4.2 Non-existence of quaternary perfect sequences

Sequences over the four roots of unity are commonly known as quaternary se-

quences. Here, we have some results on non-existence of quaternary perfect se-
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quences.

In 1989, Chung and Kumar proved that there are no perfect quaternary sequences

of length 2n, for n > 4 [23].

Arasu, de Launey and Ma stated in 2002 a relation between relative difference

sets in the group C4 × Cn, where C4 and Cn are cyclic groups of order 4 and n,

respectively, and quaternary perfect sequences [5]. They have proved that there

are no perfect sequences for many orders. In fact, there are only 11 orders to be

checked, up to 1000, namely 260, 340, 442, 520, 580, 680, 754, 820, 884, 890.

3.4.3 Non-existence of polyphase perfect sequences

Ma and Ng showed in 2009, that the existence of perfect sequences over the p-

roots of unity, for p an odd prime, is equivalent to the existence of a type of

difference set [58]. Ma and Ng proved the non-existence of perfect sequences

of many lengths, including

1. pm, for m ≥ 3.

2. 2pm, for m ≥ 1.

3. pq, for q a prime number and q > p.

3.4.4 Non-existence of almost polyphase perfect sequences

Chee et al [21] introduced in 2010, almost p-ary sequences of length n + 1. These

are sequences of the form (0, s1, . . . , sn), where s1, . . . , sn are p-th roots of unity, for

some p. Chee et al stated some results on non-existence of perfect almost p-ary

sequences for certain combinations of n and p.

In 2003 Luke proved that perfect almost binary sequences of length n + 1 do not
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exist for n > 1 [55].

3.4.5 Mow’s conjecture on the non-existence of longer polyphase
perfect sequences

Mow observed that all known constructions of perfect sequences over n-th roots

of unity (polyphase perfect sequences), only produce sequences of length less

than or equal to n2. Based on this observation, he proposed the following conjec-

ture [64].

Conjecture 3.1 (Mow). Let L = mn2, for m and n positive integers, with m square

free. A perfect polyphase sequence of length L exists if and only if its alphabet size N is

an integer multiple of Nmin, where Nmin is the minimum alphabet size, given by

Nmin =

 2mn, for even m and odd n,

mn, otherwise.
(3.46)

This conjecture, if true, would imply that over the alphabet of n-roots of unity,

there are no perfect sequences of length above n2.

3.5 Properties of perfect arrays over the complex num-
bers C

We recall that an array A = {a(i0, i1, . . . , im−1)}, where 0 ≤ ij ≤ nj − 1 and

0 ≤ j ≤ m− 1, is said to be perfect, if all the off-peak autocorrelation values of

the array are equal to zero, that is, for all shifts (τ0, τ1, . . . , τm−1) 6= (0, 0, . . . , 0),

we have ACA(τ0, τ1, . . . , τm−1) = 0.
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3.5.1 Transformations preserving perfection

Arrays over the roots of unity are known as polyphase arrays. The next theorem

explains some transformations on perfect polyphase arrays that preserve perfec-

tion.

Theorem 3.7. If A = {a(i0, i1, . . . , im−1)}, where 0 ≤ it ≤ nt− 1 and 0 ≤ t ≤ m− 1,

is a perfect polyphase array, then so are the arrays obtained as follows.

1. Shift (j0, . . . , jm−1) places: A(j0,j1,...,jm−1) = {a(i0 + j0, i1 + j1, . . . , im−1 + jm−1)},

where 0 ≤ it ≤ nt − 1 and 0 ≤ t ≤ m− 1 and the indices it + jt, are calculated

modulo nt, for 0 ≤ t ≤ m− 1.

2. Multiplication by a constant: cA = {ca(i0, i1, . . . , im−1)}, where 0 ≤ it ≤

nt − 1 and 0 ≤ t ≤ m− 1 and c is any complex constant.

3. Conjugation: {a∗(i0, i1, . . . , im−1)}, where 0 ≤ it ≤ nt − 1 and 0 ≤ t ≤ m− 1,

and a∗(i0, i1, . . . , im−1) denotes the complex conjugate.

4. Multiplying entries by consecutive roots of unity: {wit (mod nt)a(i0, i1, . . . , it, . . . ,

im−1)}, where 0 ≤ it ≤ nt − 1, and w is a primitive n-th root of unity.

5. Proper decimation (See Definition 2.18, Chapter 2): A proper decimation of a

perfect array is perfect.

The proof of Theorem (3.7) is similar to the proof of Theorem (3.1), and therefore

we omit this proof.

Example 3.9.

1. Let w be a primitive sixth root of unity, say w = 1
2 +

i
√

3
2 , and let z be a primitive

third root of unity, say z = −1
2 + i

√
3

2 . We multiply the columns of the perfect

array  1 w 1 −1 w4 −1

1 1 w2 1 1 w2

 (3.47)
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by z0, z1, z2, z0, z1 and z2 respectively, and we obtain the perfect array

 1 wz1 1z2 −1 w4z1 −1z2

1 1z1 w2z2 1 1z1 w2z2

 (3.48)

2. A three-dimensional array can be viewed as a sequence of two-dimensional ar-

rays. We decimate by (3, 1, 3) (rows, columns and faces) the following three-

dimensional perfect array




1 i 1 i

−i −1 i 1

1 −i 1 −i

i −1 −i 1

 ,


i 1 −i −1

1 i 1 i

i −1 −i 1

−1 i −1 i

 ,


−1 i −1 i

−i 1 i −1

−1 −i −1 −i

i 1 −i −1

 ,


−i 1 i −1

−1 i −1 i

−i −1 i 1

1 i 1 i




(3.49)

and we obtain this perfect array




1 i 1 i

i −1 −i 1

1 −i 1 −i

−i −1 i 1

 ,


−i 1 i −1

1 i 1 i

−i −1 i 1

−1 i −1 i

 ,


−1 i −1 i

i 1 −i −1

−1 −i −1 −i

−i 1 i −1

 ,


i 1 −i −1

−1 i −1 i

i −1 −i 1

1 i 1 i




(3.50)

3.5.2 Balance Theorem for multi-dimensional perfect arrays

The Balance Theorem gives a necessary condition for perfection of sequences over

the complex numbers, C, by equating the balance of a perfect array to the norm

of the sum of all elements in the sequence. Bomer and Antweiler introduced

the Balance Theorem for two-dimensional perfect arrays [16]. This result can be

extended routinely to perfect multi-dimensional arrays:
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Theorem 3.8 (Balance Theorem for multi-dimensional arrays). Let

A = {a(i0, i1, . . . , im−1)} (3.51)

be an array with entries from the complex numbers C, where 0 ≤ it ≤ nj − 1 and

0 ≤ t ≤ m− 1. If the array A is perfect, then

n0−1

∑
i0=0

n1−1

∑
i1=0
· · ·

nm−1−1

∑
im−1=0

‖a(i0, i1, . . . im−1)‖ =
∥∥∥∥∥n0−1

∑
i0=0

n1−1

∑
i1=0
· · ·

nm−1−1

∑
im−1=0

a(i0, i1, . . . im−1)

∥∥∥∥∥
(3.52)

Equation (3.52) is a necessary condition for the existence of perfect multi-dimen-

sional arrays.

Example 3.10. There are not perfect two-dimensional arrays of size 3× 2 over the fourth

roots of unity {1,−1, i,−i}. Let a, b, c and d be the number of 1’s, −1’s, i’s and −i’s,

occurring in the array, respectively. By Equation (3.52) we have 6 = (a− b)2 +(c− d)2,

but the number 6 is not the sum of two squares, therefore there are not perfect two-

dimensional arrays over {1,−1, i,−i} of size 3× 2.

3.5.3 Composition of arrays

Let A and B be two perfect two-dimensional arrays of sizes m1× n1 and m2× n2,

with GCD(m1, n1) = 1 and GCD(m2, n2) = 1. By repeating the array A m2 × n2

times and the array and B m1 × n1 times, and multiplying them together, we

obtain the product array

A ◦ B = (ai1 (mod m1),i2 (mod n1)
bi1 (mod m2),i2 (mod n2)) , (3.53)

of size m1m2 × n1n2, which is also perfect. This result is a corollary of the follow-

ing Product Theorem for autocorrelation functions, presented by Luke [53].
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3.5.4 Product Theorem

Theorem 3.9 (Luke [53]). Let A and B be two two-dimensional arrays of sizes m1× n1

and m2× n2, with GCD(m1, n1) = GCD(m2, n2) = 1. The autocorrelation function of

the composition A ◦ B is the product of the autocorrelation functions of the arrays A and

B, that is, for 0 ≤ τ1 ≤ m1m2 and 0 ≤ τ2 ≤ n1n2

ACA◦B(τ1, τ2) = ACA(τ1 (mod m1), τ2 (mod n1))ACB(τ1 (mod m2), τ2 (mod n2)).

(3.54)

Proof. Let A = {a(i1, i2)} and B = {b(i1, i2)} be two arrays of sizes m1 × n1 and

m2 × n2, respectively, and let C the product of the arrays A and B. For 0 ≤ τ1 ≤

m1m2 and 0 ≤ τ2 ≤ n1n2, we have

ACC(τ1, τ2) =
m1m2−1

∑
r=0

n1n2−1
∑

s=0
c(r, s)c∗(r + τ1, s + τ2)

=
m1m2−1

∑
r=0

n1n2−1
∑

s=0
a(r, s)b(r, s)a∗(r + τ1, s + τ)b∗(r + τ1, s + τ2)

=
m1m2−1

∑
k=0

(
n1n2−1

∑
s=0

a(r, s)b(r, s)a∗(r + τ1, s + τ)b∗(r + τ1, s + τ2)

)
.

(3.55)

Now, for r fixed, we have

n1n2−1
∑

s=0
a(r, s)b(r, s)a∗(r + τ1, s + τ)b∗(r + τ1, s + τ2) =

n1−1
∑

l1=0

n2−1
∑

l2=0
a(r, l1)a∗(r + τ1, l1 + τ)b(r, l2)b∗(r + τ1, l2 + τ2).

(3.56)
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From Equation (3.56), we have

AC(τ,σ)(C) =

m1m2−1
∑

r=0

(
n1−1

∑
l1=0

n2−1
∑

l2=0
a(r, l1)a∗(r + τ1, l1 + τ)b(r, l2)b∗(r + τ1, l2 + τ2)

)
=

m1−1
∑

l1=0

m2−1
∑

l2=0

(
m1m2−1

∑
r=0

a(r, l1)a∗(r + τ1, l1 + τ)b(r, l2)b∗(r + τ1, l2 + τ2)

)
=

m1−1
∑

l1=0

m2−1
∑

l2=0

n1−1
∑

l3=0

n2−1
∑

l4=0
a(l3, l1)a∗(l3 + τ1, l1 + τ)b(l4, l2)b∗(l4 + τ1, l2 + τ2) =

(
m1−1

∑
l1=0

n1−1
∑

l3=0
a(l3, l1)a∗(l3 + τ1, l1 + τ2)

)(
m1−1

∑
l2=0

n1−1
∑

l4=0
b(l4, l2)b∗(l4 + τ1, l2 + τ2)

)
=

ACA(τ1, τ2)ACB(τ1, τ2).

(3.57)

Corollary 3.3. If A and B are two perfect arrays of sizes m1 × n1 and m2 × n2, with

GCD(m1, m1) = GCD(n2, n2) = 1, then the composition A ◦ B of A and B is perfect.

Example 3.11.

1. Let w be a primitive third root of unity. The perfect arrays

A3×3 =


1 w2 w2

w w w2

w w2 1

 and B4×4 =


1 −1 1 −1

1 1 −1 −1

1 1 1 1

−1 1 1 −1

 (3.58)
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are repeated 4× 4 and 3× 3 times, respectively, as shown in the template below.

We call to this underlying template by the name Kilt.

Corresponding entries are then multiplied together to produce the 12× 12 perfect

array



1 −w2 w2 −1 w2 −w2 1 −w2 w2 −1 w2 −w2

w w −w2 −w w w2 −w −w w2 w −w −w2

w w2 w w w2 w w w2 w w w2 w

−1 w2 w2 −1 −w2 w2 1 −w2 −w2 1 w2 −w2

w −w w2 −w w −w2 w −w w2 −w w −w2

w w2 −w −w w2 w −w −w2 w w −w2 −w

1 w2 w2 1 w2 w2 1 w2 w2 1 w2 w2

−w w w2 −w −w w2 w −w −w2 w w −w2

w −w2 w −w w2 −w w −w2 w −w w2 −w

1 w2 −w2 −1 w2 w2 −1 −w2 w2 1 −w2 −w2

w w w2 w w w2 w w w2 w w w2

−w w2 w −w −w2 w w −w2 −w w w2 −w



(3.59)
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2. Let w be a primitive third root of unity. The perfect arrays

A3×9 =


1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w w w

 and B8×2 =



−1 −1

−1 1

−1 −1

−1 1

−1 −1

−1 1

1 1

1 −1


are repeated 8× 2 times and 3× 9 times, respectively, as shown in the template

below
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Corresponding entries are multiplied together to produce the 24× 18 perfect array



1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w

1 w w 1 w2 1 1 1 w2 1 w w 1 w2 1 1 1 w2

w 1 w w w 1 w w2 w2 w 1 w w w 1 w w2 w2

w w 1 w w2 w2 w 1 w w w 1 w w2 w2 w 1 w


(3.60)

Theorem (3.9) and Corollary (3.3) can be generalised to higher-dimensional ar-

rays.

3.5.5 From sequences to two and higher dimensional arrays

Let S and U be two perfect sequences of length n. We regard S and U as n × 1

and 1× n matrices. We can deduce from Theorem (3.9) that the following array

A is perfect:
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A =


s0u0 s1un−1 . . . sn−1u1

s0u1 s1u0 . . . sn−1u2
...

...
...

s0un−1 s1un−2 . . . sn−1u0

 (3.61)

From the Product Theorem (3.9), the autocorrelation function of the new array

A is the product of the autocorrelation functions of the two sequences S and U.

Now, since the sequences S and U are perfect, all the off-peak autocorrelation

values of the array A are zero, and so the array A is perfect.

Example 3.12. Let w be a third primitive root of unity, say w = −1
2 −

i
√

3
2 . We use

the perfect sequence (1, w, w) to produce the following perfect two-dimensional array, by

taking the product of (1, w, w) with its transpose (1, w, w)T


1× 1 w× w w× w

1× w w× 1 w× w

1× w w× w w× 1

 =


1 w2 w2

w w w2

w w2 w

 (3.62)

3.5.6 Folding perfect sequences to produce higher dimensional
array

Let S be a perfect sequence of length n = m1m2, with GCD(m1, m2) = 1. The

sequence S can be folded into a two-dimensional array A of size m1 × m2, pre-

serving perfection [59], as follows:

s0 sm1

s1 sm1+1
. . . . . .

sm1−1

(3.63)
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Example 3.13. The perfect sequence (1, 0,−1, 1, 0, 1) of length 6 is folded into a two-

dimensional perfect array of size 2× 3

 1 0 −1

1 0 1

 (3.64)

3.6 Known perfect arrays over the complex
numbers C

3.6.1 Binary perfect arrays

Definition 3.6. Binary array.

An array A over the binary set {−1, 1} is called a binary array.

Example 3.14. Perfect binary array of size 4× 4


1 −1 1 −1

1 1 −1 −1

1 1 1 1

−1 1 1 −1

 (3.65)

In 1992 Jedwab [42] studied a relation between the existence of perfect binary

arrays and the existence of combinatorial objects, called Hadamard Difference

Sets.

Dillion presented in 2010 several perfect multi-dimensional arrays and synchro-

nization patterns with colourful pictures [28]. For more literature on Hadamard

difference sets we refer to Beth, Jungnickel and Lenz [14] and Horadam [40].
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In 2011 Arasu [3] summarised the state of art of Hadamard Difference Sets and

Matrices. Horadam [40] gives a detailed introduction to Hadamard Matrices.

3.6.2 Ternary perfect arrays

Definition 3.7. Ternary array.

An array A over the ternary set {−1, 0, 1} is called a ternary array.

Example 3.15.

 1 0 1 1 0 1 1 0 1 −1 0 −1

1 0 −1 1 0 −1 1 0 −1 −1 0 1

 (3.66)

In 1990 Antweiler, Bomer and Luke [2] first introduced the term perfect ternary

array.

In 1992 Jedwab published some results on generalised perfect arrays that apply

to the ternary case as well [42].

In 1999, Arasu and Dillon presented a survey on perfect ternary arrays [6].

In 2011 Arasu summarised the state of art of a known connection between perfect

ternary arrays and a group invariant, called a developed matrix. For a detailed

literature on perfect ternary arrays, see Arasu [3].

3.6.3 Quaternary Perfect arrays

Definition 3.8. Quaternary array.

An array A over the four roots of unity {1, i,−1,−i} is called a quaternary array.
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Example 3.16. Perfect quaternary array of size 2× 2


1 i −1 −i

i 1 i 1

−1 i 1 −i

i −1 i −1

 (3.67)

Arasu and de Launey [5], and Arasu and Ma [7], have investigated relationships

between Hadamard matrices (equivalently Hadamard difference sets) and some

perfect quaternary arrays.

In 2001, Arasu and de Launey showed that perfect quaternary arrays are equiv-

alent to relative difference sets. From this connection several new families of

perfect quaternary arrays have been constructed [5].

Example 3.17. Perfect quaternary array of size 6× 3.


−i i −1 1 1 1

−1 −i −i −1 1 −i

−i 1 −i 1 i i

 (3.68)

Theorem 3.10 (Arasu and de Launey [5]). Let l be any nonnegative integer. There

exist perfect quaternary arrays of size 2n3l × 2m3l, for all nonnegative integers n and m

such that −4 ≤ n−m ≤ 4 and n + m ≥ 1.

Theorem 3.11 (Arasu and de Launey [5]). Let l be any nonnegative integer. Let

p0, p1, . . . , pk ≡ 3 (mod 4) , (3.69)

be a sequence of primes, and let g0, g1, . . . , gk be a nondecreasing sequence of positive
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integers such that

pi =

 2g032l − 1 if i = 0,

2gi32l p2
0p2

1 . . . p2
i−1 − 1 if i > 0.

(3.70)

Then there exist perfect quaternary arrays of size (2n3l p0p0 . . . pk)× (2m3l p0p1 . . . pk),

for all positive integers n and m such that −4 ≤ n−m ≤ 4 and n + m ≥ gk − 1.

Theorem 3.12 (Arasu and de Launey [5]). Let l be a positive integer. Let p0, p1, . . . , pk

be a sequence of odd primes where

p0 ≡ 1 (mod 4), (3.71)

and let g0, g1, . . . , gk be a nondecreasing sequence of positive integers such that

pi =

 2g032l − 1 if i = 0,

2gi32l p2
0p2

1 . . . p2
i−1 − 1 if i > 0.

(3.72)

Then there exist perfect quaternary arrays of size (2n3l p0p0 . . . pk)× (2m3l p0p1 . . . pk),

for all positive integers n and m such that −3 ≤ n−m ≤ 3 and n + m ≥ max(1, gk −

1), except possibly for (m, n) = (0, 2), (2, 0).

In Chapter 8, we use the Arasu and de Launey construction, for inflating per-

fect quaternary arrays, to produce new perfect arrays over the basic quaternions

{1,−1, i,−i, j,−j, k,−k} of larger sizes.
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CHAPTER

4

PERFECT SEQUENCES OVER THE

QUATERNIONS H

PERFECT sequences, over the algebra of quaternions H, were first intro-

duced by Kuznetsov in 2009 [45]. This insight provided a new research field

regarding sequences and their correlation. The algebra of quaternions is associa-

tive but not commutative, and so the concepts of right and left autocorrelation

were introduced. Likewise, the concepts of right and left perfection of sequences

over the quaternions were introduced. Moreover, it was shown that these two

concepts are equivalent [45, 46]. One year later, Kuznetsov and Hall showed a

construction of a perfect sequence of length 5, 354, 228, 880 over a quaternion al-

phabet with 24 elements, namely the double-tetrahedron group H24 ⊂ H [47].
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Kuznetsov and Hall [47] conjectured there are perfect sequences of unbounded

lengths over the double-tetrahedron group H24.

The author and T. E. Hall worked on Kuznetsov and Hall’s problem and found a

family of perfect sequences of unbounded lengths over H8 = {±1,±i,±j,±k},

which is an alphabet more likely to be implemented in Electronic Communica-

tion, smaller than H24 and easier to handle, as we shall see in Chapter 6.

We found that the smaller alphabet, {±1,±i, j} is sufficient. Kuznetsov published

in [46] a sequence of length 10, equivalent to one of ours, and S. Blake found

sequences up to length 98 equivalent to ours, by computer search (unpublished).

In this chapter, we introduce the basic definitions and the main results regarding

perfect sequences over the quaternion algebra.

4.1 Algebra of Quaternions

The quaternions were discovered by Sir William Rowan Hamilton in 1843 (Van

der Waerden [72]). Quaternions are an algebraic structure similar to a field, ex-

cept for the commutativity of the product. This kind of structure is called a skew

field. Getting excited by the way the complex numbers are applied in the Eu-

clidean plane geometry, Hamilton had spent a number of years trying to invent

a bigger structure which can be similarly applied in three-dimensional geometry.

By analogy with the complex numbers, Hamilton attempted to construct the new

numbers by means of attaching the second imaginary unit to the well known, by

that time, complex numbers [46]. So he introduced a new imaginary unit j, with

j2 = −1, and studied the numbers of the form a + bi + cj, where a, b,∈ R. Hamil-

ton found an inconsistency as follows. Since the new number system is required

to be closed under multiplication, the product of the two imaginary units i and j

58



Part I - Literature Review, Chapter 4
4.1 Algebra of Quaternions 59

is of the form

ij = a + bi + cj, (4.1)

with a, b, c real numbers. Hamilton found that

−j = i2 j = i(ij) = i(a + bi + cj) = ai + bi2 + cij = ai− b + c(a + bi + cj)

= (ac− b) + (a + bc)i + c2 j,
(4.2)

which implies an inconsistent equation c2 = −1, with c ∈ R.

In modern terms, Hamilton tried to construct a three-dimensional field, which is

impossible, according to Frobenius’s result: For n > 2, Rn can not be made into a

field [74].

Years later, Hamilton realised, in a famous moment of inspiration, that the solu-

tion was a higher dimensional space: it was not in R3, but in R4 that one could

introduce a meaningful multiplication, connected to rotations in R3 [8]. The third

imaginary number k was introduced. Numbers of the form a+ bi+ cj+ dk, where

a, b, c, d ∈ R have been called (real) quaternions [26].

Definition 4.1. Algebra of Quaternions.

The algebra of quaternions H is defined as follows: it is an algebra generated by the

elements i and j, over the real number field R, with the following multiplication rules

i2 = −1, j2 = −1 and ij = −ji. (4.3)

This last equation makes the algebra non-commutative. For the sake of simplicity the

product ij is denoted by k. Then

ij = k, jk = i, ki = j. (4.4)
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and

ji = −k, kj = −i, ik = −j. (4.5)

The quaternion algebra can be regarded as a 4-dimensional R-vector space with basis

vectors

1 = (1, 0, 0, 0), i = (0, 1, 0, 0), j = (0, 0, 1, 0) and k = (0, 0, 0, 1). (4.6)

Every quaternion q can be written as

q = a1 + bi + cj + dk, (4.7)

for a, b, c, d ∈ R.

The real numbers R and the complex numbers C are special cases of quaternion

numbers.

Definition 4.2. Addition of Quaternions.

For any quaternions p = p0 + p1i + p2 j + p3k and q = q0 + q1i + q2 j + q3k, addition

of p and q is given by the rule

p + q = (p0 + q0) + (p1 + q1)i + (p2 + q2)j + (p3 + q3)k. (4.8)

Definition 4.3. Multiplication of Quaternions.

For any quaternions p = p0 + p1i + p2 j + p3k and q = q0 + q1i + q2 j + q3k, multipli-

cation of p and q is given by the rule

pq = (p0q0 − p1q1 − p2q2 − p3q3) + (p0q1 + p1q0 + p2q3 − p3q2)i+

(p0q2 + p2q0 + p3q1 − p1q3)j + (p0q3 + p3q0 + p1q2 − p2q1)k.
(4.9)

The multiplication of two quaternions can commute, anti-commute, or neither of the two.
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Example 4.1.

1. Commutative case: (1 + k)(1− k) = 2 = (1− k)(1 + k).

2. Anti-commutative case: ij = k and ji = −k.

3. Neither commutative, nor anti-commutative (1+ i)(j+ k) = 2k and (j+ k)(1+

i) = 2j.

Definition 4.4. Conjugation.

The quaternion algebra has conjugation, given by

i∗ = −i, j∗ = −j and k∗ = −k. (4.10)

In general, for any quaternion q = q0 + q1i + q2 j+ q3k, its conjugate is q∗ = q0− q1i−

q2 j− q3k.

Definition 4.5. Norm of a quaternion.

For any quaternion q = q0 + q1i + q2 j + q3k, the norm of q is

‖q‖ = qq∗ = q2
0 + q2

1 + q2
2 + q2

3. (4.11)

A quaternion of norm 1 is called a unit quaternion.

Definition 4.6. Basic quaternions group.

The set H8 = {1,−1, i,−i, j,−j, k,−k} in H forms a group under the multiplication

operation. We refer to this group as the basic quaternions group.

Definition 4.7. Double-tetrahedron group.

The set H24 = {±1,±i,±j,±k, ±1±i±j±k
2 } in H forms a group under the multiplication

operation. We refer to this group as the double-tetrahedron group. Notice that H8 ⊂

H24 ⊂H.
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4.2 Autocorrelation of sequences over quaternions

Definition 4.8. [45, 46]. Right and left autocorrelation.

Let S = (s0, s1, . . . , sn−1) be a sequence over any quaternion alphabet. For an integer

τ ≥ 0, the right and left periodic autocorrelation of the sequence S, for the shift τ are

ACR
S (τ) =

n−1

∑
i=0

sis∗i+τ , (4.12)

ACL
S(τ) =

n−1

∑
i=0

s∗i si+τ. (4.13)

We wrote the following two codes in Mathematica to compute the left and right

cross-correlation functions of a sequence over any quaternion alphabet.

In [ 1 ] : = << Quaternions ‘

In [ 2 ] : = i = Quaternion [ 0 , 1 , 0 , 0 ]

Out [ 2 ]= Quaternion [ 0 , 1 , 0 , 0 ]

In [ 3 ] : = j = Quaternion [ 0 , 0 , 1 , 0 ]

Out [ 3 ]= Quaternion [ 0 , 0 , 1 , 0 ]

In [ 4 ] : = k = Quaternion [ 0 , 0 , 0 , 1 ]

Out [ 4 ]= Quaternion [ 0 , 0 , 0 , 1 ]

In [ 5 ] : = LCCVS[ n_ , m_ ] := Table [ S impl i fy [Sum[ n [ [ r ] ] ∗∗

Conjugate [ m[ [ I f [0 < Mod[ r + s − 1 , Length [m] ] <

Length [m] , Mod[ r + s − 1 , Length [m] ] , I f [Mod

[ r + s − 1 , Length [m] ] > Length [m] , Mod[ r + s − 1 ,

Length [m] ] + 1 , Length [m] ] ] ] ] ] , { r , 1 , Length [m] } ] ] ,

{ s , Length [m] } ]
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In [ 6 ] : = RCCVS[ n_ , m_ ] := Table [ S impl i fy [Sum[

Conjugate [ n [ [ r ] ] ] ∗∗ m[ [ I f [0 < Mod[ r + s − 1 ,

Length [m] ] < Length [m] , Mod[ r + s − 1 , Length [m] ] ,

I f [Mod[ r + s − 1 , Length [m] ] > Length [m] ,Mod[ r + s

− 1 , Length [m] ] + 1 , Length [m] ] ] ] ] , { r , 1 ,

Length [m] } ] ] , { s , Length [m] } ]

We also wrote the following two codes in Mathematica to compute the left and

right autocorrelation functions of a sequence over any quaternion alphabet.

In [ 7 ] : = LACVS[m_ ] := Table [ S impl i fy [Sum[m[ [ r ] ] ∗∗

Conjugate [m[ [ I f [0 < Mod[ r + s − 1 , Length [m] ] <

Length [m] , Mod[ r + s − 1 , Length [m] ] , I f [Mod[

r + s − 1 , Length [m] ] > Length [m] , Mod[ r + s − 1 ,

Length [m] ] + 1 , Length [m] ] ] ] ] ] ,

{ r , 1 , Length [m] } ] ] , { s , Length [m] } ]

In [ 8 ] : = RACVS[m_ ] := Table [ S impl i fy [Sum[ Conjugate [m[ [ r ] ] ]

∗∗ m[ [ I f [0 < Mod[ r + s − 1 , Length [m] ] < Length [m] ,

Mod[ r + s − 1 , Length [m] ] , I f [Mod[ r + s − 1 , Length

[m] ] > Length [m] , Mod[ r + s − 1 , Length [m] ] + 1 ,

Length [m] ] ] ] ] , { r , 1 , Length [m] } ] ] , { s , Length [m] } ]

Example 4.2. In this example we find left and right autocorrelation values for the se-

quence (j, j,−1,−k, i,−j).
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Left and Right AC values of (j, j,−1,−k, i,−j)

Shift ACL
S ACR

S

0 6 6

1 0 2j+2k

2 -1+3i-j-k -1+i+j-k

3 0 0

4 -1-3i+j+k -1-i-j+k

5 0 -2j-2k

(4.14)

Definition 4.9. Right and left perfection.

Let S = (s0, s1, . . . , sn−1) be a sequence over any quaternion alphabet. The sequence

S is called right (left) perfect if its right (left) periodic autocorrelation function ACR
S (τ)(

ACL
S(τ), respectively

)
is zero, for each non-zero shift τ.

4.3 Equivalence of right and left perfection

In 2009, Kuznetsov proved that the concepts of right and left perfection over the

quaternions are equivalent [45]. This equivalence allows us to call any right or

left perfect sequence over quaternions, a perfect sequence over quaternions.

Theorem 4.1 (Kuznetsov [45]). Let S be any sequence over any quaternion alphabet.

The sequence S is right perfect if and only if it is left perfect.

Example 4.3. A perfect sequence of length 26 over the basic quaternions {±1,±i,±j,±k}

(1, i, j,−i,−1, i,−1,−k, j,−k,−j,−i,−j, i,−j,−i,−j,−k, j,−k,−1, i,−1,−i, j, i).

(4.15)
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4.4 Transformations preserving perfection over qua-
ternions

The next theorem explains some transformations on perfect sequences over qua-

ternions that preserve perfection.

Theorem 4.2 (Kuznetsov [46]). If S = (st), where 0 ≤ t ≤ n− 1, is a perfect sequence

over any quaternion alphabet, then so are the sequences obtained as follows.

1. Shift m places to the right: (st+m), where 0 ≤ t ≤ n− 1 and m is any integer

and the subscript is calculated modulo n.

2. Left and right multiplication by constants: (pstq), where 0 ≤ t ≤ n− 1 and p

and q are any quaternion numbers.

3. Conjugation: (s∗t ), where 0 ≤ t ≤ n− 1 and s∗t denotes the conjugate of st.

4. Multiplying entries by consecutive roots of unity: If all the entries of S commute

with the n-th roots of unity w = e
2πsi

n , for 1 ≤ s ≤ n − 1, then (stwt), where

0 ≤ t ≤ n− 1, is perfect. This property is still valid for length kn.

5. Proper decimation: A proper decimation of a perfect sequence is perfect, i.e., if

p is a positive integer coprime with n, then the sequence Decp(S), obtained by

decimating the sequence S by p, is perfect.

Example 4.4. Given the perfect sequence

S = (1, k,−j,−i, j, i, 1, i, 1, i, j,−i,−j, k). (4.16)

of length 14 over the basic quaternions {±1,±i,±j,±k}, we have the following trans-

formations

1. Shifting the perfect sequence S by 7, produces the perfect sequence

S7 = (i, 1, i, j,−i,−j, k, 1, k,−j,−i, j, i, 1). (4.17)
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2. Multiplying the perfect sequence S by the quaternions j and k by the left and right,

respectively, produces the perfect sequence

jSk = (i,−j, k,−1,−k, 1, i, 1, i, 1,−k,−1, k,−j). (4.18)

3. Conjugating the perfect sequence S produces the perfect sequence

S∗ = (1,−k, j, i,−j,−i, 1,−i, 1,−i,−j, i, j,−k). (4.19)

4. Decimating the perfect sequence S by 3, produces the perfect sequence

Dec3(S) = (1,−i, 1, i,−j, k, j, i, j, k,−j, i, 1,−i). (4.20)

Let us recall that the sum of all elements in a sequence is called the balance of the

sequence. The next theorem explains the perfection of a sequence of balances of

decimations of a perfect sequence.

Theorem 4.3 (Kuznetsov [46]). Let S = (s0, . . . , sn−1) be a perfect sequence over an

alphabet of complex numbers, and n1 and n2 two integers such that n1, n2 ≥ 2 and

n = n1n2. The sequence

(
n1−1

∑
i=0

sin2 ,
n1−1

∑
i=0

s1+in2 ,
n1−1

∑
i=0

s2+in2 , . . . ,
n1−1

∑
i=0

sn2−1+in2

)
, (4.21)

of length n2 is perfect.

We wrote the following codes in Mathematica to compute the sequence of decima-

tions of any sequence over any quaternion alphabet.

In [ 1 ] : = << Quaternions ‘

In [ 2 ] : = i = Quaternion [ 0 , 1 , 0 , 0 ]

Out [ 2 ]= Quaternion [ 0 , 1 , 0 , 0 ]
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In [ 3 ] : = j = Quaternion [ 0 , 0 , 1 , 0 ]

Out [ 3 ]= Quaternion [ 0 , 0 , 1 , 0 ]

In [ 4 ] : = k = Quaternion [ 0 , 0 , 0 , 1 ]

Out [ 4 ]= Quaternion [ 0 , 0 , 0 , 1 ]

In [ 5 ] : = Reductor [ l i s t _ , d_ ] := (m = Length [ l i s t ]/d ;

Table [Sum[ l i s t [ [ j + i ∗m] ] , { i , 0 , d − 1 } ] , { j , 1 , m} ] )

Example 4.5. Consider the perfect sequence

S = (1, k,−j,−i, j, i, 1, i, 1, i, j,−i,−j, k), (4.22)

of length 14. By Theorem (4.3), for n1 = 2 and n2 = 7, we obtain the perfect sequence T

of length 7, by adding together the pairs of entries 7 apart

T = (1 + i, 1 + k, i− j,−i + j,−i + j, i− j, 1 + k). (4.23)

4.5 Composition of sequences over quaternions

Theorem 4.4 (Luke [53]). Let S = (s0, . . . , sm−1) and U = (u0, . . . , un−1) be two

sequences over complex numbers, such that their lengths m and n are relatively prime

numbers. The autocorrelation values of the composition of S and U, are the products of

their individual autocorrelation values, that is, for 0 ≤ τ ≤ mn− 1

ACS◦U(τ) = ACS(τ (mod m))ACU(τ (mod n)). (4.24)

Corollary 4.1. Let S = (s0, . . . , sm−1) and U = (u0, . . . , un−1) be two perfect se-

quences over the complex numbers, such that their lengths m and n are relatively prime
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numbers. Then their composition

S ◦U = (st (mod m)ut (mod n)), (4.25)

for t = 0, . . . , mn− 1, is perfect.

Theorem (4.4) does not necessarily hold for sequences over any quaternion al-

phabet, as we can see in the next example. However, Corollary (4.1) holds for

sequences over any quaternion alphabet [46].

Example 4.6. Consider the sequences S = (1, 1, i) and U = (1, j). When we calculate

the autocorrelation values for shift 4, we have

ACL
S◦U(4) = −i,

ACL
S(4) = ACL

S(1) = 1,

ACL
U(4) = ACL

U(0) = 2.

(4.26)

Therefore

ACL
S◦U(4) 6= ACL

S(4)ACL
U(4). (4.27)

Theorem 4.5 (Kuznetsov [46]). Let S = (s0, . . . , sm−1) and U = (u0, . . . , un−1) be

two perfect sequences over the quaternions, such that their lengths m and n are relatively

prime numbers. Then their composition

S ◦U = (st (mod m)ut (mod n)), (4.28)

for t = 0, . . . , mn− 1, is perfect.

Example 4.7. Given the perfect sequences (1+ i, 1+ k, i− j,−i+ j,−i+ j, i− j, 1+ k)
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and (1, i,−1, i), we take their composition, to produce the length-28 perfect sequence

(1 + i, i− j,−i + j, 1 + k,−i + j,−1− k,−1− k,−1 + i, 1 + k,−1− k, i− j, 1 + k,

i− j, i− j,−1− i, i− j, i− j, 1 + k, i− j,−1− k, 1 + k,−1 + i,−1− k,−1− k,

−i + j, 1 + k,−i + j, i− j).
(4.29)

Based on Theorem (4.5), Kuznetsov and Hall showed the existence of a perfect se-

quence of length 5,354,228,880, over the alphabet H24 = {±1,±i,±j,±k, ±1±i±j±k
2 }

[47]. From this idea, Kuznetsov and Hall posed the question: Are there perfect

sequences of unbounded lengths over the alphabet H24? An affirmative answer

to this question will be given in the present work in Chapter 6.

Theorem 4.6 (Kuznetsov [45]). Let S = (s0, . . . , sm−1) and U = (u0, . . . , un−1)

be two perfect sequences over unit quaternions with even lengths m and n, so that the

following conditions are satisfied:

1. m is not a multiple or a divisor of n.

2. Sequence S is perfect.

3. Sequence Dec2(U), and hence sequence Dec2(U)1, is perfect, where Dec2(U)1

means the rotation by 1 of the sequence Dec2(U).

4. CCR
Dec2(U),Dec2(U)1(t− 1) = CCR

Dec2(U)1,Dec2(U)
(t), for 1 ≤ t ≤

⌈n
4

⌉
.

5. CCR
Dec2(U)1,Dec2(U)

(t) are real numbers for 1 ≤ t ≤
⌊n

4

⌋
.

Then, the composition sequence

S ◦U = (st (mod m)ut (mod n)), (4.30)

with 0 ≤ t ≤ LCM(m, n)− 1, is perfect.
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Example 4.8. The sequence

U =

(
1,
−1 + i + j + k

2
, 1, 1,

−1 + i + j + k
2

, 1
)

, (4.31)

of length 6, has properties 3-5 of Theorem (4.6). For the perfect sequence S = (1, i,−1, i)
of length 4, we have that m = 4 is not a multiple or divisor of n = 6. Therefore we can
compose the sequences S and U to produce the length-12 perfect sequence

(
1,
−1 + i + j + k

2
, 1,−1,

−1 + i + j + k
2

, 1, 1,
1− i− j− k

2
, 1, 1,

−1 + i + j + k
2

,−1
)

.

(4.32)

4.6 Balance theorem over quaternions

The Balance Theorem, by Bomer and Antweiler [17], is also valid for perfect se-

quences over any quaternion alphabet.

Theorem 4.7. Let S = (s0, . . . , sm−1) be a perfect sequence over any quaternion alpha-

bet. Then ∣∣∣∣∣
∣∣∣∣∣n−1

∑
t=0

st

∣∣∣∣∣
∣∣∣∣∣ = n−1

∑
t=0
‖st‖. (4.33)

Example 4.9. Consider the perfect sequence of length 24 over the basic quaternions

{±1,±i,±j,±k}

S = (1,−1, i,−i, k,−j,−i, j, k, i, i, 1, 1, 1, i, i, k, j,−i,−j, k,−i, i,−1). (4.34)

Since all elements of S have norm equal to 1, we have

∣∣∣∣∣∣∑n−1
t=0 st

∣∣∣∣∣∣ = ||4(1) + 2(−1) + 6(i) + 4(−i) + 2(j) + 2(−j) + 4(k)||

= ||2(1) + 2(i) + 4(k)|| = 22 + 22 + 42 = 24

= ∑n−1
t=0 ‖st‖.

(4.35)
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The next theorem presents a generalisation of the Balance Theorem for sequences

over any quaternion alphabet.

Theorem 4.8 (Kuznetsov [46]). Let S = (s0, . . . , sn−1) be a perfect sequence over any

quaternion alphabet and n = lm, for some positive integers l and m. Then

l−1

∑
t1=0

∣∣∣∣∣
∣∣∣∣∣m−1

∑
t2=0

st1+lt2

∣∣∣∣∣
∣∣∣∣∣ = n−1

∑
t=0
‖st‖. (4.36)

Example 4.10. Consider the perfect sequence of length 6 over the basic quaternions

{±1,±i,±j,±k}

S = (1, k, 1,−1,−i,−k). (4.37)

By Theorem (4.8), we have

‖s0 + s2 + s4‖+ ‖s1 + s3 + s5‖ = ‖2− i‖+ ‖ − k‖ = 6,

‖s0 + s3‖+ ‖s1 + s4‖+ ‖s2 + s5‖ = ‖1− k‖+ ‖ − i + k‖+ ‖1− k‖ = 6.
(4.38)

Theorems (4.7) and (4.8) can be thought of as giving necessary conditions for a

sequence over the quaternions to be perfect.

4.7 Discrete Fourier transform of a perfect sequence
over quaternions

Definition 4.10. Let S = (s0, . . . , sm−1) be a sequence over any quaternion alpha-

bet. The sequences DFTL(S) = UL = (uL
0 , . . . , uL

n−1) and DFTR(S) = UR =
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(uR
0 , . . . , uR

n−1), with

uL
t =

n−1

∑
r=0

(
e−

2πi
n tr
)

st, (4.39)

and

uR
t =

n−1

∑
r=0

st

(
e−

2πi
n tr
)

, (4.40)

where e
2πi
n is the principal n-th complex root of unity, are called the left and right dis-

crete Fourier transforms of the sequence S

We wrote the following codes in Mathematica to compute the left and right dis-

crete Fourier transform coefficients of a sequence over quaternions

In [ 1 ] : = << Quaternions ‘

In [ 2 ] : = i = Quaternion [ 0 , 1 , 0 , 0 ]

Out [ 2 ]= Quaternion [ 0 , 1 , 0 , 0 ]

In [ 3 ] : = j = Quaternion [ 0 , 0 , 1 , 0 ]

Out [ 3 ]= Quaternion [ 0 , 0 , 1 , 0 ]

In [ 4 ] : = k = Quaternion [ 0 , 0 , 0 , 1 ]

Out [ 4 ]= Quaternion [ 0 , 0 , 0 , 1 ]

In [ 5 ] : = DFTL[ l _ ] := Table [Sum[ ToQuaternion [ E^(−2∗Pi ∗ I ∗ s∗ r

/Length [ l ] ) ] ∗∗ l [ [ r + 1 ] ] , { r , 0 , Length [ l ] − 1 } ] ,

{ s , 0 , Length [ l ] − 1 } ]

In [ 6 ] : = DFTR[ l _ ] := Table [Sum[ l [ [ r + 1 ] ] ∗∗ ToQuaternion [

E^(−2∗Pi ∗ I ∗ s∗ r/Length [ l ] ) ] , { r , 0 , Length [ l ] − 1 } ] ,

{ s , 0 , Length [ l ] − 1 } ]
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Left and right discrete Fourier transforms of a sequence S = (s0, . . . , sm−1) are not

necessarily the same, as we can see in the following example

Example 4.11. The table below shows that left and right discrete Fourier transforms of

the sequence (1 + i, i + j, j + k, k + 1) are not necessarily equal.

Left and Right Fourier transform of (1 + i, i + j, j + k, k + 1)

Shift UL UR

0 2+2i+2j+2k 2+2i+2j+2k

1 2+2i-2j-2k 2+2i

2 0 0

3 0 -2j-2k

(4.41)

For sequences over the complex numbers, we have

1. A sequence S is perfect if and only if all its discrete Fourier transform co-

efficients are of equal norm.

2. For any sequence S with all elements of equal norm, the discrete Fourier

transform of S is perfect.

Perfection of a sequence over the quaternions is not equivalent to the conditon

that the right and left Fourier transform coefficients are all of equal norm. Like-

wise, a sequence S over the quaternions with all elements of equal norm does not

imply that the right (or left) Fourier transform of the sequence S is perfect, as we

can see in the following examples

Example 4.12. Consider the perfect sequence S = (1, i, 1, k). The left and right Fourier

transform coefficients of S are listed below.

DFTL(S) = (2 + i + k, 1− j, 2− i− k,−1 + j).

DFTR(S) = (2 + i + k, 1 + j, 2− i− k,−1− j).
(4.42)
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The norms of the entries of DFTL(S) and DFTR(S) are listed below

Norm of entries of DFTL(S) = (6, 2, 6, 2).

Norm of entries of DFTR(S) = (6, 2, 6, 2).
(4.43)

We can observe that the entries of the sequence DFTL(S) have different norms, and like-

wise for the sequence DFTR(S). So, perfection of a sequence over quaternions does not

imply left and right Fourier transform coefficients have equal norm.

Example 4.13. Consider the non-perfect sequence (1, 1, j,−j). The left and right Fourier

transforms of S are listed below.

DFTL(S) = (2, 1− i− j− k, 2j, 1 + i− j + k).

DFTR(S) = (2,−1− i− j + k, 2j, 1 + i− j− k).
(4.44)

The norms of the entries of DFTL(S) and DFTR(S) are listed below

Norm of entries of DFTL(S) = (4, 4, 4, 4).

Norm of entries of DFTR(S) = (4, 4, 4, 4).
(4.45)

So, having left and right Fourier transform coefficients of equal norm does not imply

perfection.

Example 4.14. Consider the non-perfect sequence S = (1, i, 1, k) over the basic quater-

nions, whose entries all have norm 1. The left and right Fourier transforms of S are listed

below.
DFTL(S) = (2 + i + k, 1− j, 2− i− k,−1 + j).

DFTR(S) = (2 + i + k, 1 + j, 2− i− k,−1− j).
(4.46)

Neither the left nor the right Fourier transforms are perfect, since their correlations are

ACL
DFTL(S) = (16, 8k, 0,−8k),

ACL
DFTR(S) = (16, 8i, 0,−8i),

(4.47)
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respectively.
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CHAPTER

5

LEE SEQUENCES

LEE Sequences are the cornerstone of the proof of the existence of perfect

sequences of unbounded lengths over the basic quaternions. In order to

introduce and prove this result, we need to understand the underlying structure

of Lee Sequences.

In 1992, C. E. Lee presented a construction of perfect sequences over the alpha-

bets {0, w1
m, w2

m, . . . , 1}, where wm is a primitive m-th root of unity [50]. For the

case w = i, where i is the fourth root of unity, the alphabet is {0, 1,−1, i,−i}, and

over this alphabet, Lee constructed a family of perfect sequences of unbounded

lengths, namely for all lengths m = p + 1 ≡ 2 (mod 4), with p a prime number.

That is, for m = 6, 14, 18, 30... [49]. In 1996, H. D. Luke presented a generalisation

of Lee’s construction, for all lengths m = pk + 1 ≡ 2 (mod 4), where k ∈ N and p
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is a prime number, that is, for m = 6, 10, 14, 18, 26, 30... [54]. The sequences con-

structed by Lee in [49] and generalised by Luke in [54] are called Lee Sequences

and they have the following properties: they have a single zero entry, are palin-

dromic about two centres, alternate from ±i to ±1, ignoring the zero, and have

even length.

5.1 Properties of Lee sequences

The following properties of Lee sequences come from Luke and Schotten’s con-

struction [57] and the Binary-to-Polyphase transform [54].

1. They exist for all lengths m = pa + 1 ≡ 2 (mod 4), with p an odd prime

number and a any natural number. This follows from the existence of odd-

perfect sequences of lengths m = pa + 1 [27] and the Binary-to-Polyphase

(BTP) transform [54].

2. They are almost quaternary, i.e., there is only one zero occurrence in the

sequence. The rest of the entries are four roots of unity.

3. They are symmetric about the zero, i.e., from the zero, reading the se-

quence to the right with wrap around is the same as reading the sequence

to the left with wrap around. This property follows from the skew sym-

metric property of the family of odd-perfect sequences given in Luke and

Schotten construction [57].

4. They alternate from ±i to ±1, ignoring the zero.

5. They have even lengths. See Lemma (5.1).

In the next lemma we find some more properties of Lee sequences.

Lemma 5.1 (Barrera and Hall [10]). For any Lee sequence S of length m, with a, b, c

and d being equal to the number of 1,−1, i and −i occurrences, respectively, we have
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1. (a− b)2 + (c− d)2 = m− 1.

2. m is even.

3. Either a− b and a + b are odd, or c− d and c + d are odd.

4. m
2 is odd.

Proof. 1. The Balance Theorem (3.3) for perfect sequences states that

m−1

∑
l=0
||al|| = ||

m−1

∑
l=0

al||, (5.1)

which implies that

m− 1 = ||a + b(−1) + ci + d(−i)|| = (a− b)2 + (c− d)2. (5.2)

2. This follows from cancellation occurring in pairs only, in the calculation

of each off-peak autocorrelation value. If t 6= 0, then in the summation

∑m−1
l=0 ala∗l+t there are exactly two zeros. Therefore a(1) + b(−1) + c(i) +

d(−i) = 0. From this equation we conclude that a = b and c = d and so

m = 2 + 2a + 2b = 2(1 + a + b), which is an even number.

3. From (1), since m− 1 is odd, we have either a− b or c− d is odd and the

other is even. If a − b is even, then so is a − b + 2b = a + b. Similarly, if

c− d is even, then so is c− d + 2d = c + d.

4. (a) Case a− b is even and c− d is odd. Set a− b = 2r and c− d = 2s + 1.

Then

m = (a− b)2 + (c− d)2 + 1

= 4r2 + 4s2 + 4s + 1 + 1

= 4(r2 + s2 + s) + 2.

Thus, m
2 = 2(r2 + s2 + s) + 1 is odd.
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(b) Case a− b is odd and c− d is even. Similar.

5.2 Existence of Lee sequences

In the next theorem C. E. Lee proved the existence of infinitely many Lee Sequen-

ces [49].

Theorem 5.1 (Lee [49]). There exist Lee sequences of unbounded lengths, namely for

lengths m = p + 1 ≡ 2 (mod 4), where p is a prime number, that is, for m =

6, 14, 18, 30...

In the next theorem, Luke [54] generalised Theorem (5.1).

Theorem 5.2 (Luke [54]). There exist Lee sequences of unbounded lengths, namely for

lengths m = pa + 1 ≡ 2 (mod 4), where p is a prime number and a > 0, that is, for

m = 6, 10, 14, 18, 26, 30....
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CHAPTER

6

PERFECT SEQUENCES OF

UNBOUNDED LENGTHS OVER

THE BASIC QUATERNIONS

PERFECT sequences over the quaternion algebra H were first introduced by

O. Kuznetsov in 2009 [45]. One year later, O. Kuznetsov and T. Hall showed

a construction of a perfect sequence of length 5, 354, 228, 880 over a quaternion

alphabet with 24 elements, namely the double-tetrahedron group H24 = {±1,±i,

±j,±k, ±1±i±j±k
2 } ⊂ H [47]. Kuznetsov and Hall posed the conjecture: There

are perfect sequences of unbounded lengths over the double-tetrahedron group

H24. The author and Hall [10] worked on this conjecture and found a family of
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perfect sequences of unbounded lengths over H8 = {±1,±i,±j,±k}, which is

an alphabet more likely to be implemented in Electronic Communication, smaller

than H24 and easier to handle. The author considers the proof of this conjecture

is important, since all known constructions of perfect sequences over n-roots of

unity, only produces sequences of lengths less or equal o n2.

In our proof of Kuznetsov and Hall’s conjecture, we show that Lee sequences,

which are defined over the alphabet {0, 1,−1, i,−i} [49], can always be converted,

with perfection preserved, into sequences over the basic quaternions {1,−1, i,−i,

j} ⊂ H8, where each element has magnitude one. More generally, we show

that every sequence over the complex numbers, that is palindromic about one

or two zero-centres, can be converted into a sequence over the quaternions H,

preserving its off-peak autocorrelation values. Then, we use the existence of Lee

sequences of unbounded lengths [49], [54] to show the existence of sequences

over the basic quaternions {1,−1, i,−i, j} ⊂H of unbounded lengths.

6.1 Palindromic sequences about one and two centres

Definition 6.1. Let S be a sequence of odd length m = 2n + 1, with n ∈ N, over the

alphabet of complex numbers C. We say that S is palindromic about the centre an, if

ai = a2n−i, for i = 0, . . . , n− 1. That is, reading the sequence from left to right is the

same as reading it from right to left. Notice that the sequence S can always be rotated

cyclically, so that the centre an can be the first term of the sequence. The concept of being

palindromic about one centre is equivalent to the concept of being symmetric. Further, we

define any shift of a palindromic sequence to also be palindromic.

Example 6.1. The sequence (a, b, c, d, c, b, a) is palindromic about the centre d. By the

last sentence of Definition (6.1), each shift is also called palindromic, for example the

sequence (b, a, a, b, c, d, c) is palindromic with centre d.
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Definition 6.2. Barrera and Hall [10].

Let S be a sequence of even length m = 2n, with n ∈ N, over the alphabet of complex

numbers C. We say that S is palindromic about the centres a0 and an, if ai = a2n−i, for

i = 1, . . . , n− 1. That is, starting at either centre, reading the sequence from left to right

is the same as reading it from right to left.

Example 6.2. The sequence (a, b, c, d, e, d, c, b) is palindromic about the centres a and e.

Lemma 6.1. For every complex number z = a+ ib ∈ C, we have that jz∗+ zj∗ = 0 and

kz∗ + zk∗ = 0, where j and k are the quaternions (0, 0, 1, 0) and (0, 0, 0, 1), respectively.

Proof. From ij = k, ji = −k and j∗ = −j, we have

jz∗ + zj∗ = j(a + ib)∗ + (a + ib)j∗

= j(a− ib) + (a + ib)(−j)

= aj− jib + a(−j) + i(−j)b

= aj− jib− aj− ijb

= aj + kb− aj− bk = 0.

(6.1)

as required. A similar argument shows that kz∗ + zk∗ = 0.

Theorem 6.1. Let S be a sequence of even length m = 2n, with n ∈N, over the alphabet

of complex numbers C and palindromic about the centres a0 = 0 and an, say

S = (0, a1, . . . , an−1, an, an−1, . . . , a1). (6.2)

If the element a0 = 0 is replaced by the basic quaternion j in the sequence S, then the

right (left) off-peak autocorrelation values of the new sequence

T = (j, a1, . . . , an−1, an, an−1, . . . , a1), (6.3)

are the same as those of S. Also, the right and left peak values ACR
T (0) and ACL

T(0) are

83



Part II - Research Results, Chapter 6
6.1 Palindromic sequences about one and two centres 84

equal to ACS(0) + 1.

Proof. Since the sequence S is palindromic, the products a0a∗t and ata∗0 are in-

cluded in the summation that gives the right t-autocorrelation value of S, for

1 ≤ t ≤ 2n − 1. Therefore, this autocorrelation value can be written with a0a∗t
and ata∗0 isolated, as follows

ACS(t) = (a0a∗t + ata∗0) +
2n−1

∑
l=0

ala∗l+t, (6.4)

where a0 = 0. From Equation (6.4), since a0 = 0, we deduce that

ACS(t) =
2n−1

∑
l 6=0,t

ala∗l+t. (6.5)

We need to prove that the right (left) off-peak autocorrelation values of T are

exactly the same as those of S. Let 1 ≤ t ≤ 2n− 1. Since the sequence T is also

palindromic, the products ja∗t and at j∗ contribute to the summation that gives the

right t-autocorrelation value of T . Hence, since a0 = j in T , this autocorrelation

value can be written as

ACR
T (t) = (ja∗t + at j∗) +

2n−1

∑
l=0

ala∗l+t =
2n−1

∑
l 6=0,t

ala∗l+t. (6.6)

Now, ja∗t + at j∗ = 0, by Lemma (6.1), so from Equations (6.6) and (6.5), we have

ACR
T (t) = ACS(t), for 1 ≤ t ≤ 2n− 1, as required. A similar argument shows that

ACL
T(t) = ACS(t), for 1 ≤ t ≤ 2n− 1. An easy calculation shows that ACR

T (0)

and ACL
T(0) are equal to ACS(0) + jj∗ = ACS(0) + 1.

If the element a0 = 0 in Theorem (6.1) is replaced by the basic quaternion k, then
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the theorem remains valid.

Corollary 6.1. If the sequence S in Theorem (6.1) has perfect autocorrelation, then the

sequence T also has perfect autocorrelation.

Example 6.3. Let w = −1
2 +

i
√

3
2 , a primitive third root of unity. The sequence (found

by exhaustive computer search on the Monash Sun Grid)

S = (0, 1, w, w2, w, 1, 1, w, 1, w2, w2, 1, 1, w2, w, w2, w, w2, w2, w2, w2, w, w, w2, w, w,

1, 1, w2, w, w2, w2, w2, w, w2, 1, 1, w, w, w2, w, w, w2, w2, w2, w2, w, w2, w, w2, 1, 1, w2,

w2, 1, w, 1, 1, w, w2, w, 1),
(6.7)

of length 62 and palindromic about a0 = 0, has perfect autocorrelation and hence so does

the sequence

T = (j, 1, w, w2, w, 1, 1, w, 1, w2, w2, 1, 1, w2, w, w2, w, w2, w2, w2, w2, w, w, w2, w, w,

1, 1, w2, w, w2, w2, w2, w, w2, 1, 1, w, w, w2, w, w, w2, w2, w2, w2, w, w2, w, w2, 1, 1, w2,

w2, 1, w, 1, 1, w, w2, w, 1).
(6.8)

Theorem 6.2. Let S be a sequence of even length m = 2n, with n ∈ N, over the

alphabet of complex numbers C and palindromic about the centres a0 = 0 and an = 0,

say S = (0, a1, . . . , an−1, 0, an−1, . . . , a1). If the elements a0 = 0 and an = 0, in the

sequence S, are replaced by the basic quaternions j and k, respectively, then the right (left)

off-peak autocorrelation values of the new sequence T = (j, a1, . . . , an−1, k, an−1, . . . , a1)

are the same as the off-peak autocorrelation values of S. Also, the right and left peak values

ACR
T (0) and ACL

T(0) are equal to ACS(0) + 2.

Proof. Let 1 ≤ t ≤ 2n− 1.

1. Case t 6= n: Since the sequence S is palindromic, the products a0a∗t , ata∗0 ,

ana∗t+n and at+na∗n contribute to the summation that gives the right t-autoco-
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rrelation value of S. Therefore, this autocorrelation value can be written as

ACS(t) =
2n−1

∑
l=0

ala∗l+t = (a0a∗t + ata∗0 + ana∗t+n + at+na∗n) +
2n−1

∑
l 6=0,t,n,t+n

ala∗l+t,

(6.9)

where a0 = 0 and an = 0. From Equation (6.9), since a0 = an = 0, we

deduce that

ACS(t) =
2n−1

∑
l 6=0,t,n,t+n

ala∗l+t. (6.10)

We need to prove now that the right (left) off-peak autocorrelation values

of T are exactly the same as those of S, for t 6= n. Since the sequence T is

also palindromic, the products ja∗t , at j∗, ka∗t+n and at+nk∗ contribute to the

summation that gives the right t-autocorrelation value of T . Hence, this

autocorrelation value can be written as

ACR
T (t) =

2n−1

∑
l=0

ala∗l+t = (ja∗t + at j∗ + ka∗t+n + at+nk∗) +
2n−1

∑
l 6=0,t,n,t+n

ala∗l+t,

(6.11)

since, in T , a0 = j and an = k. Now, since the expression ja∗t + at j∗ +

ka∗t+n + at+nk∗ is always zero by Lemma (6.1), then from Equation (6.10),

we conclude that ACR
T (t) = ACS(t), for 1 ≤ t ≤ 2n − 1 and t 6= n, as

required. A similar argument shows that ACL
T(t) = ACS(t), for 1 ≤ t ≤

2n− 1 and t 6= n.

2. Case t = n: Since the sequence S is palindromic, the products a0a∗n and ana∗0
contribute to the summation that gives the right n-autocorrelation value of

S. Therefore, this autocorrelation value can be written as

ACS(n) =
2n−1

∑
l=0

ala∗l+n = (a0a∗n + ana∗0) +
2n−1

∑
l 6=0,n

ala∗l+n, (6.12)
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where a0 = 0 and an = 0. From Equation (6.12), since a0 = an = 0, we

deduce that

ACS(t) =
2n−1

∑
l 6=0,n

ala∗l+t. (6.13)

We need to prove now that the right (left) off-peak autocorrelation values

of T are exactly the same as those of S, for t = n. Since the sequence T is

also palindromic, the products jk∗ and kj∗ contribute to the summation that

gives the right n-autocorrelation value of T . Hence, this autocorrelation

can be written as

ACR
T (t) =

2n−1

∑
l=0

ala∗l+n = (jk∗ + kj∗) +
2n−1

∑
l 6=0,n

ala∗l+n, (6.14)

since, in T , a0 = j and an = k. Now, since the expression jk∗ + kj∗ =

j(−k) + k(−j) = −i + i = 0 and from Equation (6.13), we conclude that

ACR
T (t) = ACS(t), for t = n, as required. A similar argument shows that

ACL
T(t) = ACS(t), for t = n.

A simple computation of the peak autocorrelation value of T shows that ACR
T (0)

and ACL
T(0) are equal to ACS + jj∗ + kk∗ = ACS(0) + 2.

Corollary 6.2. If the sequence S in Theorem (6.2) has perfect autocorrelation, then the

sequence T also has perfect autocorrelation.

Example 6.4. The sequence S = (0, i, 1,−i,−1,−i, 0,−i,−1,−i, 1, i), palindromic

about a0 = 0 and a6 = 0, has almost perfect autocorrelation ACS = (10, 0, 0, 0, 0, 0,−6,

0, 0, 0, 0, 0). We modify the sequence S to produce the sequence T = (j, i, 1,−i,−1,−i, k,

− i,−1,−i, 1, i), which also has almost perfect autocorrelation, namely ACT = (12, 0, 0,

0, 0, 0,−6, 0, 0, 0, 0, 0). The author is not aware of any perfect sequences that satisfy the

conditions of Theorem (6.2).
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Theorem 6.3. Let S be a sequence of odd length m = 2n + 1, with n ∈ N, over the

alphabet of complex numbers C and palindromic about the centre a0 = 0, say S =

(0, a1, . . . , an, an, . . . , a1). If the element a0 = 0 is replaced by the basic quaternion j in

the sequence S, then the left (right) off-peak autocorrelation values of the new sequence

T = (j, a1, . . . , an, an, . . . , a1) are the same as the off-peak autocorrelation values of S.

We omit this proof since it is similar to the proof of Theorem (6.1).

Corollary 6.3. If the sequence S in Theorem (6.3) has perfect autocorrelation, then the

sequence T also has perfect autocorrelation.

Example 6.5. Let w = −1
2 + i

√
3

2 , a primitive third root of unity. The sequence S =

(0, 1, w, w, 1), of length 5 and palindromic about a0 = 0, has perfect autocorrelation and

so does the sequence T = (j, 1, w, w, 1).

6.2 Perfect sequences over the basic quaternions of
unbounded length

In this section, we answer the question: Are there perfect sequences over the

double-tetrahedron group H24 = {±1,±i,±j,±k, ±1±i±j±k
2 } for unbounded leng-

ths? We will show that Lee Sequences can be transformed into sequences over

the basic quaternions H8 = {±1,±i,±j,±k}, preserving their properties, that

is, preserving alternating, palindromic and perfection. Even more important, this

shows that there exist perfect sequences of unbounded lengths over {1,−1, i,−i, j}

⊂H8.

Let S be a Lee sequence of even length m = 2n, with n ∈N, say

S = (0, a1, a2, . . . , at, . . . , an−1, an, an−1, . . . , at, . . . , a2, a1). (6.15)
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This sequence is palindromic about a0 = 0 and an, has even length, is defined

over the set {0, 1,−1, i,−i} ⊂ C and has perfect autocorrelation. If we replace the

element a0 = 0 by the basic quaternion j, then we get the new sequence

T = (j, a1, a2, . . . , at, . . . , an−1, an, an−1, . . . , at, . . . , a2, a1), (6.16)

which has perfect autocorrelation by Theorem (6.1). Notice that the sequence T

is defined over the alphabet {1,−1, i,−i, j} ⊂ H8, is palindromic about j and an,

is alternating and has even length.

Theorem 6.4 (Barrera and Hall [10]). . There exist perfect sequences over the basic

quaternions H8 of unbounded length. Specifically each Lee sequence yields a perfect

sequence over H8, by the changing of 0 to j.

Proof. From Section (5.2), we know that there exist Lee Sequences of unbounded

lengths. Namely for n = pk + 1 ≡ 2 (mod 4), for p prime and k ∈ N. Each of

these sequences can be converted into a sequence over the basic quaternions H8,

by replacing 0 by the basic quaternion j (or k) and preserving perfection, as in

Theorem (6.1).

Example 6.6. To illustrate Theorem 6.4, we are taking a Lee sequence,

S = (0, i,−1, i, 1, i,−1, i,−1,−i, 1, i,−1,−i, 1, i,−1,−i, 1,−i, 1,−i,−1,−i,−1, i,

1, i,−1,−i, 1,−i, 1, i, 1, i, 1,−i, 1, i,−1, i, 1,−i, 1,−i, 1,−i,−1,−i,−1, i, 1, i, 1, i, 1,

i, 1, i,−1,−i,−1,−i, 1,−i, 1,−i, 1, i,−1, i, 1,−i, 1, i, 1, i, 1,−i, 1,−i,−1, i, 1, i,−1,

−i,−1,−i, 1,−i, 1,−i,−1, i, 1,−i,−1, i, 1,−i,−1, i,−1, i, 1, i,−1, i),
(6.17)

of length 110 over {0, 1,−1, i,−i}, and changing 0 to j. By Theorem (6.4), the new
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sequence

T = (j, i,−1, i, 1, i,−1, i,−1,−i, 1, i,−1,−i, 1, i,−1,−i, 1,−i, 1,−i,−1,−i,−1, i,

1, i,−1,−i, 1,−i, 1, i, 1, i, 1,−i, 1, i,−1, i, 1,−i, 1,−i, 1,−i,−1,−i,−1, i, 1, i, 1, i, 1,

i, 1, i,−1,−i,−1,−i, 1,−i, 1,−i, 1, i,−1, i, 1,−i, 1, i, 1, i, 1,−i, 1,−i,−1, i, 1, i,−1,

−i,−1,−i, 1,−i, 1,−i,−1, i, 1,−i,−1, i, 1,−i,−1, i,−1, i, 1, i,−1, i),
(6.18)

is perfect.

The High Energy Efficiency of the modified sequence in Theorem (6.4) is given

by

E =
∑n−1

l=0 ‖al‖2

n(max{‖al‖})
= 1, (6.19)

since every entry in the sequence T has modulus 1, following the substitution of

0 by j.

6.3 Palindromic sequences about one and two cen-
tres: General Case

In the Theorems (6.1), (6.2) and (6.3), we showed that palindromic sequences

about one or two zero centres, over the complex numbers, can be transformed

into sequences over quaternions, preserving the off-peak autocorrelation values.

In this section, we generalise Theorems (6.1) and (6.2), by considering sequences

over quaternions of the form q = a + ib + jc and by showing that these sequen-

ces are also transformed into sequences over general quaternions, preserving the

off-peak autocorrelation values.

Lemma 6.2. For every quaternion number of the form q = a + ib + jc ∈ H, we have

that kq∗ + qk∗ = 0.
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Proof. From ik = −j, ki = j, jk = i and kj = −i, we have

kq∗ + qk∗ = k(a + ib + jc)∗ + (a + ib + jc)k∗

= k(a− ib− jc) + (a + ib + jc)(−k)

= ak− jb + ic− ak + jb− ic = 0.

as required.

Theorem 6.5. Let S be a sequence of even length m = 2n, with n ∈N, over the alphabet

{a + ib + jc | a, b, c ∈ R} and palindromic about the centres s0 = a0 + b0i + c0 j and sn,

say S = (s0, s1, . . . , sn−1, sn, sn−1, . . . , s1). If the element s0 is replaced by the quaternion

s0 + d0k, with d0 ∈ R, in the sequence S, then the right (left) off-peak autocorrelation

values of the new sequence T = (s0 + d0k, s1, . . . , sn−1, sn, sn−1, . . . , s1) are the same

as those of S. Also, the right and left peak values ACR
T (0) and ACL

T(0) are equal to

ACS(0) + d2
0.

Proof. Since the sequence S is palindromic, the products (a0 + b0i + c0 j)s∗t and

st(a0 + b0i + c0 j)∗ contribute to the summation that gives the right t-autocorrela-

tion value of S, for 1 ≤ t ≤ 2n− 1. Therefore, this autocorrelation value can be

written as

ACS(t) = [(a0 + b0i + c0 j)s∗t + st(a0 + b0i + c0 j)∗] +
2n−1

∑
l=0

ala∗l+t =
2n−1

∑
l 6=0,t

ala∗l+t.

(6.20)

We need to prove that the right (left) off-peak autocorrelation values of T are

exactly the same as those of S. Let 1 ≤ t ≤ 2n− 1. Since the sequence T is also

palindromic, the products (a0 + b0i+ c0 j+ d0k)s∗t and st(a0 + b0i+ c0 j+ d0k)∗ con-

tribute to the summation that gives the right t-autocorrelation value of T . Hence,
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this autocorrelation value can be written as

ACR
T (t) =

∑2n−1
l=0 sls∗l+t =

(a0 + b0i + c0 j + d0k)s∗t + st(a0 + b0i + c0 j + d0k)∗ + ∑2n−1
l 6=0,t sls∗l+t =

[(a0 + b0i + c0 j)s∗t + st(a0 + b0i + c0 j)∗] + [(d0k)s∗t + st(d0k)∗] + ∑2n−1
l 6=0,t sls∗l+t =

[(d0k)s∗t + st(d0k)∗] +
(
[(a0 + b0i + c0 j)s∗t + st(a0 + b0i + c0 j)∗] + ∑2n−1

l 6=0,t sls∗l+t

)
=

(d0k)s∗t + st(d0k)∗ + ACR
S (t).

(6.21)

Now, since the expression ks∗t + stk∗ is always zero by Lemma (6.2), we conclude

that ACR
T (t) = ACS(t), for 1 ≤ t ≤ 2n − 1, as required. A similar argument

shows that ACL
T(t) = ACS(t), for 1 ≤ t ≤ 2n− 1. An easy calculation shows that

ACR
T (0) and ACL

T(0) are equal to ACS(0) + d2
0.

Corollary 6.4. Let S be a sequence of even length m = 2n, with n ∈N, over the alphabet

of complex numbers C and palindromic about the centres s0 = a0 + b0i and sn, say S =

(s0, s1, . . . , sn−1, sn, sn−1, . . . , s1). If the element s0 is replaced by the quaternion s0 +

c0 j+ d0k, with c0, d0 ∈ R, in the sequence S, then the right (left) off-peak autocorrelation

values of the new sequence T = (s0 + c0 j + d0k, s1, . . . , sn−1, sn, sn−1, . . . , s1) are the

same as those of S, and the right and left peak values ACR
T (0) and ACL

T(0) are equal

to ACS(0) + c2
0 + d2

0. Also, s0 could be replaced by the quaternion s0 + c0 j and sn by

sn + dnk, in the sequence S, and then the right (left) off-peak autocorrelation values of the

new sequence U = (s0 + c0 j, s1, . . . , sn−1, sn + dnk, sn−1, . . . , s1) are the same as those of

S, and the right and left peak values ACR
U(0) and ACL

U(0) are equal to ACS(0)+ c2
0 + d2

n.

Theorem 6.6. Let S be a sequence of odd length m = 2n + 1, with n ∈ N, over the

alphabet {a+ ib+ jc | a, b, c ∈ R} and palindromic about the centre s0 = a0 + b0i+ c0 j,

say S = (s0, s1, . . . , sn, sn, . . . , s1). If the element s0 is replaced, in the sequence S, by the

quaternion s0 + d0k, with d0 ∈ R, then the right (left) off-peak autocorrelation values of

the new sequence T = (s0 + d0k, s1, . . . , sn, sn, . . . , s1) are the same as those of S. Also,
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the right and left peak values ACR
T (0) and ACL

T(0) are equal to ACS(0) + d2
0.

A proof of Theorem (6.6) is entirely similar to the proof of Theorem (6.5).

Corollary 6.5. If the sequence S in Theorems (6.5) and (6.6) has perfect (almost perfect)

autocorrelation, then the sequence T also has perfect (almost perfect) autocorrelation.

Example 6.7. The sequence S = (−1 + j, 1− i, 1 + i, 1 + i, 1− i) has autocorrelation

(10, 0, 0, 0, 0) and so the sequence T = (−1 + j + k, 1− i, 1 + i, 1 + i, 1− i) has auto-

correlation (11, 0, 0, 0, 0).
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CHAPTER

7

PERFECT SEQUENCES OF ODD

UNBOUNDED LENGTHS OVER

THE QUATERNIONS

IN his Ph.D. thesis, Perfect Sequences over the Real Quaternions, Kuznetsov pre-

sented a result that states that given a perfect sequence S of length n = n1n2,

over the real quaternions, the sequence of balances of decimations

(
n1−1

∑
t=0

stn2 ,
n1−1

∑
t=0

s1+tn2 ,
n1−1

∑
t=0

s2+tn2 , . . . ,
n1−1

∑
t=0

sn2−1+tn2

)
(7.1)

is also perfect [46]. This result allows us to construct new families of perfect
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sequences over the alphabets G = {±1± i, i}, U∗4 = {±1,±i, 1+i
2 } and T = {±1±

i, 1 ± j}, from existing families of perfect sequences over alphabets of complex

numbers and quaternion.

7.1 Perfection of a sequence of balances of decima-
tions of a perfect sequence

For the sake of understanding Theorem (7.1), due to Kuznetsov, we give the fol-

lowing example. Let S = (a0, a1, a2, a3, a4, a5) be a perfect sequence, over any

quaternion alphabet, of length 6 = 2× 3. From the sequence S we can produce

two new sequences of lengths 2 and 3 as follows

S1 = (a0 + a2 + a4, a1 + a3 + a5).

S2 = (a0 + a3, a1 + a4, a2 + a5).
(7.2)

Our claim is that the sequences S1 and S2 are perfect. We show that the off-peak

autocorrelation values of S1 and S2, shown below, are sums of some off-peak au-

tocorrelation values of S.

1. Autocorrelation values of S1

ACRS1(0) = (a0 + a2 + a4)(a0 + a2 + a4)
∗ + (a1 + a3 + a5)(a1 + a3 + a5)

∗

= a0a∗0 + a1a∗1 + a2a∗2 + a3a∗3 + a4a∗4 + a5a∗5
= ACRS(0).

(7.3)
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ACRS1(1) = (a0 + a2 + a4)(a1 + a3 + a5)
∗ + (a1 + a3 + a5)(a0 + a2 + a4)

∗

= a0a∗1 + a0a∗3 + a0a∗5 + a2a∗1 + a2a∗3 + a2a∗5 + a4a∗1 + a4a∗3 + a4a∗5+

a1a∗0 + a1a∗2 + a1a∗4 + a3a∗0 + a3a∗2 + a3a∗4 + a5a∗0 + a5a∗2 + a5a∗4
= a0a∗1 + a1a∗2 + a2a∗3 + a3a∗4 + a4a∗5 + a5a∗0+

a0a∗3 + a1a∗4 + a2a∗5 + a3a∗0 + a4a∗1 + a5a∗2+

a0a∗5 + a1a∗0 + a2a∗1 + a3a∗2 + a4a∗3 + a5a∗4
= ACS(1) + ACS(3) + ACS(5) = 0.

(7.4)

2. Autocorrelation values of S2

ACR
S2
(0) = (a0 + a3)(a0 + a3)

∗ + (a1 + a4)(a1 + a4)
∗ + (a2 + a5)(a2 + a5)

∗

= a0a∗0 + a1a∗1 + a2a∗2 + a3a∗3 + a4a∗4 + a5a∗5
= ACR

S (0).
(7.5)

ACR
S2
(1) = (a0 + a3)(a1 + a4)

∗ + (a1 + a4)(a2 + a5)
∗ + (a2 + a5)(a0 + a3)

∗

= a0a∗1 + a0a∗4 + a3a∗1a3a∗4 + a1a∗2 + a1a∗5 + a4a∗2 + a4a∗5+

a2a∗0 + a2a∗3 + a5a∗0 + a5a3

= a0a∗1 + a1a∗2 + a2a∗3 + a3a∗4 + a4a∗5 + a5a∗0+

a0a∗4 + a1a∗5 + a2a∗0 + a3a∗1 + a4a∗2 + a5a∗3
= ACR

S (1) + ACR
S (4) = 0.

(7.6)
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ACR
S2
(2) = (a0 + a3)(a2 + a5)

∗ + (a1 + a4)(a0 + a3)
∗ + (a2 + a5)(a1 + a4)

∗

= a0a∗2 + a0a∗5 + a3a∗2a3a∗5 + a1a∗0 + a1a∗3 + a4a∗0 + a4a∗3+

a2a∗1 + a2a∗4 + a5a∗1 + a5a4

= a0a∗2 + a1a∗3 + a2a∗4 + a3a∗5 + a4a∗0 + a5a∗1+

a0a∗5 + a1a∗0 + a2a∗1 + a3a∗2 + a4a∗3 + a5a∗4
= ACR

S (2) + ACR
S (5) = 0.

(7.7)

We now give the general Theorem of Kuznetsov.

Theorem 7.1 (Kuznetsov). Let S = (s0, . . . , sn−1) be a perfect sequence over any al-

phabet of complex numbers, and let n1 and n2 two integers such that n1, n2 ≥ 2 and

n = n1n2. The sequence

(
n1−1

∑
t=0

stn2 ,
n1−1

∑
t=0

s1+tn2 ,
n1−1

∑
t=0

s2+tn2 , . . . ,
n1−1

∑
t=0

sn2−1+tn2

)
, (7.8)

of length n2 is perfect.

Theorem (7.1), applied to perfect sequences over the n-th roots of unity gives

shorter sequences. But for a family of sequences of unbounded lengths, Theorem

(7.1) will give us, again, a family of sequences of unbounded lengths. And these

new families can be previously unknown families, as we show in Sections (7.2),

(7.3) and (7.4).

For example, reducing each length by half, of a family of infinitely many perfect

sequences, produces an infinite family of perfect sequences with different lengths,

over a new (or equal) alphabet. It is convenient that the family of perfect sequen-

ces to be length-reduced should produce a new family of perfect sequences with

a small and manageable alphabet (for example Lee sequences halve to odd length
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perfect sequences), as we will see in the following sections.

Henceforth, we will denote by U4, U∗4 , G and T, the following alphabets {±1,±i},

{±1,±i, 1+i
2 }, {±1± i, i} and {±1± i, 1± j}, respectively.

From Lee sequences, Theorem (7.1) will provide two new families of perfect se-

quences of odd unbounded lengths over the alphabets G and U∗4 .

7.2 Perfect sequences of odd unbounded lengths
over G

Definition 7.1. For every natural number n, we define the QAM alphabet [18] as

φn2 = {a + ib :

(a, b) ∈ {−2n + 1,−2n + 3, . . . , 2n− 1} × {−2n + 1,−2n + 3, . . . , 2n− 1}}.
(7.9)

The alphabet φ1 ∪U4 = {1,−1, i,−i, 1 + i, 1− i,−1 + i,−1− i} is called a two shell

constellation, in the sense of [18]. Sequences with good autocorrelation and energy have

been constructed over the alphabets φn2 , φn2 ∪{0} and φ1∪U4 (see Boztas [18] and Garg

et al [34]).

The constructions presented in the rest of this chapter, are motivated by Theorem

(7.1). The alphabet G, that arises in the next construction, is a subset of the QAM

alphabet. The QAM alphabet has applications in electronic communication (see

Boztas and Parampalli [19]).

We now present a construction of perfect sequences of odd unbounded lengths

over the alphabet G = {±1± i, i}. From Section (5.1), we know that Lee Sequen-

ces have lengths divisible by two but not by four. Let S be a Lee sequence of
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length m = 2n, with n an odd number, say

S = (0, s1, s2, . . . , st, . . . , sn−1, sn, sn−1, . . . , st, . . . , s2, s1). (7.10)

By Property (4) in Section (5.1), after multiplying the sequence S by the constant i,

if necessary, we can assume without loss of generality, that the Lee sequence has

the form (0,±i,±1, . . . ). Moreover, if the entry sn in the sequence S, is the com-

plex number−i, then we can multiply the whole sequence S by−1, without alter-

ing perfection, so that the sequence S has the form (0,±i,±1, . . . , i, . . . ,±1,±i), if

the sequence is not already of that form.

Now, for n1 = 2 and n2 = n, Theorem (7.1) gives the new sequence

T = (i,±1± i,±1± i, . . . ,±1± i,±1± i), (7.11)

of odd length n, with perfect autocorrelation. Notice that the first entry of T is

the complex number i and the rest of the entries vary in the set {1 + i, 1− i,−1 +

i,−1− i}, which is a subset of the Gaussian Integers Z[i] = {a + ib|a, b ∈ Z} and

the constellation φ1 ∪U4.

Theorem 7.2. There exist perfect sequences of odd unbounded lengths over the alphabet

G = {±1± i, i}.

Proof. From Theorem (5.2), we know that there exist Lee sequences of unbounded

lengths, namely, for n = pa + 1 ≡ 2 mod(4), for p prime and a ∈ N. These se-

quences have even length, say m = 2n, with n an odd number. Each Lee sequence

can be converted into a new sequence of odd length n over G = {±1± i, i}, pre-

serving perfection, from Theorem (7.1).
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Example 7.1. Given the 38-length Lee sequence

(0, i, 1, i, 1, i,−1,−i, 1,−i,−1,−i, 1, i, 1,−i, 1,−i,−1, i,−1,−i, 1,−i, 1, i, 1,−i,−1,

−i, 1,−i,−1, i, 1, i, 1, i),
(7.12)

we reduce it to half-length by Theorem (7.1), and obtain the new perfect sequence of length

19

(i,−1 + i, 1− i, 1 + i, 1− i, 1 + i,−1 + i, 1− i, 1− i,−1− i,−1− i, 1− i, 1− i,

−1 + i, 1 + i, 1− i, 1 + i, 1− i,−1 + i).
(7.13)

7.3 Perfect sequences of odd unbounded lengths
over U∗4

Perfect sequences over the alphabet G = {±1± i, i} can be transformed into per-

fect sequences over the alphabet U∗4 = {±1,±i, 1+i
2 } as follows: take the sequence

T in Equation (7.11), and multiply this sequence by 1
1+i , this operation preserves

perfection, according to Theorem (3.1). And so, we get the new sequence

V =

(
1 + i

2
, v1, . . . , vn, . . . , v1

)
, (7.14)

where vi ∈ {1,−1, i,−i}, for 1 ≤ i ≤ n.

Theorem 7.3. There exist perfect sequences of odd unbounded lengths over the alphabet

U∗4 = {±1,±i, 1+i
2 }, with a single occurrence of the element 1+i

2 .

Proof. By Theorem (7.1), each Lee sequence can be converted into a new sequence
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of odd length n over G = {±1± i, i}. Each of these new sequences is then mul-

tiplied by the scalar 1
1+i and converted into a sequence over U∗4 = {±1,±i, 1+i

2 },

preserving perfection according to Theorem (3.1), and with a single occurrence of

the element 1+i
2

Example 7.2. The Lee sequence

(0, i, 1, i, 1, i,−1,−i, 1,−i,−1,−i, 1, i, 1,−i, 1,−i,−1, i,−1,−i, 1,−i, 1, i, 1,−i,−1,

−i, 1,−i,−1, i, 1, i, 1, i),
(7.15)

in Example (7.1), is transformed into the perfect sequence

(
1 + i

2
, i,−i, 1,−i, 1, i,−i,−i,−1,−1,−i,−i, i, 1,−i, 1,−i, i

)
, (7.16)

of length 19, over the alphabet U∗4 = {±1,±i, 1+i
2 }.

The Balance Theorem (3.3) gives a necessary condition for perfection of a se-

quence S over {±1,±i}, namely, the sequence S has to have even length. This

condition implies that there are no perfect sequences of odd length over the al-

phabet {±1,±i}. Introducing the element 1+i
2 to the alphabet {±1,±i} allows us

to have perfect sequences of odd length over {±1,±i, 1+i
2 }, which is an alpha-

bet close to {±1,±i}. Now, since the alphabet {±1± i} can be generated from

{±1,±i} by multiplying the elements by 1 + i, we can conclude by the Balance

Theorem that there are no perfect sequences of odd length over {±1 ± i}. In

the same way, introducing the element i to the alphabet {±1± i}, allows us to

have perfect sequences of odd length over the alphabet {±1± i, i}, which is an

alphabet close to {±1± i}.
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7.4 Perfect sequences of odd unbounded lengths
over T

From Theorem (7.1), we produce a new family of perfect sequences of odd un-

bounded lengths over the set T = {±1± i, 1 + j}, when applied to modified Lee

sequences (in the sense of Barrera and Hall [10]).

From Theorem (6.4), we know there exist infinitely many sequences, over the

basic quaternions {±1,±i,±j,±k}, of the form

S = (j, s1, s2, . . . , st, . . . , sn−1, sn, sn−1, . . . , st, . . . , s2, s1), (7.17)

where st ∈ {±1,±i}, for 1 ≤ t ≤ n. As we explained in Section (7.2), we can

always assume, without loss of generality, the value sn is 1. Then, Equation (7.17)

takes the following form

S = (j, s1, s2, . . . , st, . . . , sn−1, 1, sn−1, . . . , st, . . . , s2, s1), (7.18)

where s2t−1 ∈ {i,−i}, for 1 ≤ t ≤ n+1
2 and s2t ∈ {1,−1}, for 1 ≤ t ≤ n−1

2 . By

Theorem (7.1), we reduce the sequence S into an odd-length perfect sequence,

namely

U = (1 + j, u1, u2, . . . , ut, . . . , un−1), (7.19)

where ut ∈ {1 + i, 1− i,−1 + i,−1− i}. Therefore, we have the following theo-

rem.

Theorem 7.4. There exist perfect sequences of odd unbounded lengths over the alphabet

T = {±1± i, 1 + j} ⊂ {±1± i,±1± j,±1± k}.

Example 7.3. The perfect sequence over the basic quaternions {±1,±i, j} ⊂ {±1,±i,
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±j,±k}.

(j, 1,−i, 1, i,−1,−i,−1,−i, 1,−i,−1,−i,−1, i, 1,−i, 1), (7.20)

is converted into the perfect sequence of odd length over the alphabet T

(1 + j, 1− i,−1− i, 1− i,−1 + i,−1 + i, 1− i,−1− i, 1− i). (7.21)
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CHAPTER

8

INFLATION AND SIZE REDUCTION

OF PERFECT ARRAYS OVER THE

BASIC QUATERNIONS

IN this chapter, we first explain, in a matrix approach rather than a polyno-

mial approach, Arasu and de Launey’s algorithm to inflate perfect quater-

nary arrays [4], into perfect quaternary arrays of larger sizes. Then, we produce a

modification of Arasu and de Launey’s algorithm, which we use to inflate perfect

arrays over the basic quaternions {1,−1, i,−i, j,−j, k,−k}, preserving perfection.

This result is then used in the next Chapter to show the existence of perfect arrays

of unbounded sizes over the basic quaternions {1,−1, i,−i, j,−j, k, −k}.
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In this Chapter, we also generalise the concept "Sequence of Balances of Decima-

tions of a Perfect Sequence", to arrays of dimension two. We call this generalised

process "Size Reduction of Perfect Arrays", and we prove size reduction of a per-

fect array is a left inverse process of inflating a perfect array, that is, inflating a

perfect array and then reducing the size of this new array, gives back the initial

one, up to multiplication by a constant.

8.1 Perfect arrays over the quaternion algebra

Definition 8.1. Right and left periodic cross-correlation of arrays.

Let A = (a(r, s)) and B = (b(r, s)) be two arrays of size m × n over an arbitrary

quaternion alphabet. For any pair of integers (u, v), the (u, v)-right and left periodic

cross-correlation values of A and B are

CCR
A,B(u, v) =

m−1

∑
r=0

n−1

∑
s=0

a(r, s)b∗(r + u, s + v), (8.1)

and

CCL
A,B(u, v) =

m−1

∑
r=0

n−1

∑
s=0

a∗(r, s)b(r + u, s + v), (8.2)

respectively. The indices r + u and s + v are calculated modulo m and n, respectively.

When A = B, we denote CCR
A,B(u, v) and CCL

A,B(u, v) by ACR
A,B(u, v) and ACL

A,B(u, v),

respectively, and they are called the (u, v)-right and left periodic autocorrelation val-

ues of A.

Also, as usual, the autocorrelation value of A, for the shift (0, 0), is called the peak value.

The right and left autocorrelation values of S, for all pairs (u, v) 6= (0, 0), are called right

and left off-peak values.
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Definition 8.2. Perfect arrays.

An array A = (a(r, s)) of size m × n over an arbitrary quaternion alphabet is called

right (left) perfect, if all the right (or left) periodic autocorrelation values are equal to

zero, for all (u, v) 6= (0, 0).

Example 8.1. Below, we present a perfect array over the basic quaternions of size 4× 4.


1 −i 1 −i

−j k j −k

1 i 1 i

−j −k j k

 (8.3)

Kuznetsov has proved an important property of perfect sequences over the real

quaternions, that is, the right perfection of any sequences is equivalent to the left

perfection [45]. In the next theorem we prove the corresponding statement for

arrays of dimension two. In preparation for this theorem, we present the follow-

ing lemma, concerning the sum of the norms of the autocorrelation values of any

array over H, namely ∑m−1
u=0 ∑n−1

v=0 ‖ACL
A(u, v)‖ and ∑m−1

u=0 ∑n−1
v=0 ‖ACR

A(u, v)‖.

Lemma 8.1. Let A = (a(r, s)) be any two-dimensional array of size m × n, with ele-

ments in the quaternion algebra H and let ACR
A(u, v) = ∑m−1

r=0 ∑n−1
s=0 ar,sa∗r+u,s+v and

ACL
A = ∑m−1

t=0 ∑n−1
s=0 a∗r,sar+u,s+v be the right and left autocorrelation functions of the

array A, respectively. Then

m−1

∑
u=0

n−1

∑
v=0
‖ACL

A(u, v)‖ =
m−1

∑
t1=0

m−1

∑
t2=0

n−1

∑
s1=0

n−1

∑
s2=0

a∗t1,s1
(ACR

A (t2 − t1, s2 − s1)) at2,s2 , (8.4)

and

m−1

∑
u=0

n−1

∑
v=0
‖ACR

A(u, v)‖ =
m−1

∑
t1=0

m−1

∑
t2=0

n−1

∑
s1=0

n−1

∑
s2=0

at1,s1(ACL
A (t2 − t1, s2 − s1)) a∗t2,s2

. (8.5)
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Proof.

m−1
∑

u=0

n−1
∑

v=0
‖ACL

A(u, v)‖ =

m−1
∑

u=0

n−1
∑

v=0
‖

m−1
∑

t=0

n−1
∑

s=0
a∗t,sat+u,s+v‖ =

m−1
∑

u=0

n−1
∑

v=0

(
m−1
∑

t1=0

n−1
∑

s1=0
a∗t1,s1

at1+u,s1+v

)(
m−1
∑

t2=0

n−1
∑

s2=0
a∗t2,s2

at2+u,s2+v

)∗
=

m−1
∑

u=0

n−1
∑

v=0

m−1
∑

t1=0

n−1
∑

s1=0

m−1
∑

t2=0

n−1
∑

s2=0
a∗t1,s1

at1+u,s1+va∗t2+u,s2+vat2,s2 =

m−1
∑

t1=0

n−1
∑

s1=0

m−1
∑

t2=0

n−1
∑

s2=0
a∗t1,s1

(
m−1
∑

u=0

n−1
∑

v=0
at1+u,s1+va∗t2+u,s2+v

)
at2,s2 =

m−1
∑

t1=0

n−1
∑

s1=0

m−1
∑

t2=0

n−1
∑

s2=0
a∗t1,s1

(
ACR

A(t2 − t1, s2 − s1)
)

at2,s2 .

(8.6)

The second equation is proved in a similar way.

Our proof of the following theorem is a modification of its one-dimensional ver-

sion presented by Kuznetsov [45].

Theorem 8.1. Let A be an array over an arbitrary quaternion alphabet. Then the array

A is right perfect if and only if it is left perfect.

Proof. Assume that A is a right perfect array. We will show that the sum of the

norms of the left off-peak autocorrelation values ∑m−1
u=0 ∑n−1

v=0
(u,v) 6=(0,0)

‖ACL
A(u, v)‖ is equal

to zero, for all (u, v) 6= (0, 0). By Lemma (8.1), Equation (8.4) we have

m−1

∑
u=0

n−1

∑
v=0
‖ACL

A(u, v)‖ =
m−1

∑
t1=0

m−1

∑
t2=0

n−1

∑
s1=0

n−1

∑
s2=0

a∗t1,s1
(ACR

A (t2 − t1, s2 − s1)) at2,s2 , (8.7)
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Since A is right perfect, all right autocorrelation values are equal to zero, for

all shifts (u, v) 6= (0, 0). Besides, it is true that ACL
A(0, 0) = ACR

A(0, 0). Then

ACR
A(t2 − t1, s2 − s1) = 0, for t1 6= t2 or s1 6= s1 6= s2. In this way, the Equation

(8.7) above continues to

m−1

∑
u=0

n−1

∑
v=0
‖ACL

A(u, v)‖ =
m−1

∑
t1=0

n−1

∑
s1=0

a∗t1,s1
at1,s1 ACR

A(0, 0). (8.8)

Thus,

‖ACL
A(0, 0)‖+

m−1

∑
u=0

n−1

∑
v=0

(u,v) 6=(0,0)

‖ACL
A(u, v)‖ = ACL

A(0, 0)ACR
A(0, 0). (8.9)

It follows that
m−1

∑
u=0

n−1

∑
v=0

(u,v) 6=(0,0)

‖ACL
A(u, v)‖ = 0. (8.10)

Since the sum of non-negative real numbers is equal to zero, we have that every

summand is necessarily equal to zero. Thus, ‖ACL
A(u, v)‖ = 0, for (u, v) 6= (0, 0).

So, A is left perfect by definition. The other direction of the statement is proved

similarly.

8.2 Inflation of perfect quaternary arrays

Arasu and de Launey [4] showed that every quaternary array, that is, any array

over the four roots of unity ±1,±i, A, of size m× n, can be inflated into a perfect

quaternary array of size mp× np, provided p = mn− 1 is a prime number. Fol-

lowing from this, they showed that every quaternary array A, of size m× n, can

be inflated into a perfect quaternary array of size mp× np, provided p = 2mn− 1

is a prime number and p ≡ 3 (mod 4). We generalise these results by proving the

following statements: (1) every array A, of size m× n over the basic quaternions
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{1,−1, i,−i, j,−j, k,−k}, with p = mn− 1 a prime number, can be inflated into

another perfect array over the basic quaternions of size mp× np. (2) every array

A, of size m × n over the basic quaternions, with p = 2mn − 1 a prime num-

ber and p ≡ 3 (mod 4), can be inflated into another perfect array over the basic

quaternions of size mp× np.

Arasu and de Launey’s algorithm for inflation of perfect quaternary arrays is

explained in terms of inflation polynomials [4]. In the following construction,

rather than a polynomial approach, we use a matrix approach.1

Theorem 8.2 (Arasu and de Launey [4]). If there is a perfect quaternary array of size

m× n and p = mn− 1 is a prime number, then there is a perfect quaternary array of

size mp× np.

Construction 8.1.

We now present our modified method of Arasu and de Launey’s algorithm by working

with matrices instead of polynomials.

1. Take a Legendre sequence Lp = (0, s1, . . . , sp−1) of length p and replace the el-

ement 0 by i
p+1

2 , to obtain the sequence S = (i
p+1

2 , s1, . . . , sp−1). This change

leaves the off-peak values unaltered and the peak value is increased by one.

2. Produce p + 1 arrays, called inflation arrays, from S and the shifts Sk of S, for

k = 0, 1, . . . , p− 1, as follows

B0 =
(

S S ... S
↓ ↓ ↓

)T
, B1 =

(
S S1 ... Sp−1

↓ ↓ ↓

)
, B2 =

(
S S(1)2 ... S(p−1)2

↓ ↓ ↓

)
, . . . ,

Bp−1 =
(

S S(1)(p−1) ... S(p−1)(p−1)

↓ ↓ ↓

)
, Bp =

(
S S ... S
↓ ↓ ↓

)
.

(8.11)

The inflation arrays B0, B1, . . . , Bp have the following properties:

1The author acknowledges and thanks Nathan Jolly, Ph.D. candidate at Monash University, for
explaining Arasu and De Launey’s construction for inflating perfect quaternary arrays, in terms
of matrices.
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(a) The autocorrelation arrays of the arrays B0, B1, . . . , Bp, are

 p2 −p ... −p
p2 −p ... −p
...

...
...

p2 −p ... −p

 ,

 p2 −p ... −p
−p p2 ... −p
...

...
...

−p −p ... p2

 ,


p2 −p ... −p
−p −p ... −p
−p p2 ... −p
...

...
...

−p −p ... p2

−p −p ... −p

 , . . . ,


p2 −p ... −p
−p −p ... p2

...
...

...
−p p2 ... −p
−p −p ... −p

 ,

 p2 p2 ... p2

−p −p ... −p
...

...
...

−p −p ... −p

 ,

(8.12)

respectively. We have that the sum of these autocorrelation arrays of B0,

B1, . . . , Bp is

ACB0 + · · ·+ ACBp =


p2(p + 1) 0 . . . 0

0 0 . . . 0
...

...
...

0 0 . . . 0

 (8.13)

(b) From Equation (8.13), and for 0 ≤ α, β ≤ p − 1, the summation of all

(α, β) off-peak autocorrelation values, of the arrays B0, . . . , Bp is equal to

zero, that is, for (α, β) 6= (0, 0)

m−1

∑
r=0

n−1

∑
s=0

ACBr+ns(α, β) = 0. (8.14)

(c) For 0 ≤ r, s ≤ p, with r 6= s, the cross-correlation values of Br and Bs are

constant, with value one, that is, for all 0 ≤ α, β ≤ p− 1

CCBr,Bs(α, β) = 1. (8.15)

3. Arrange the two-dimensional arrays B, B0, B1, . . . , Bp into a four-dimensional
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array C of size m× p× p× n, (a two-dimensional array of two-dimensional ar-

rays) as follows, in Array (8.16)



a(0, 0)B0 a(0, 1)Bm . . . a(0, s)Bsm . . . a(0, n− 1)B(n−1)m

a(1, 0)B1 a(1, 1)Bm+1 . . . a(1, s)Bsm+1 . . . a(1, n− 1)B(n−1)m+1

...
...

...
...

a(r, 0)Br a(r, 1)Bm+r . . . a(r, s)Bsm+r . . . a(r, n− 1)B(n−1)m+r

...
...

...
...

a(m− 1, 0)Bm−1 a(m− 1, 1)Bm+m−1 . . . a(m− 1, s)Bsm+m−1 . . . a(m− 1, n− 1)B(n−1)m+m−1


(8.16)

Notice that every entry in the array C is a two-dimensional array of size p× p, so C is of

size m× p× p× n.

Notation 8.1. If br+ms(u, v) is the (u, v) entry of the array Br+ms, then the (r, u, v, s)

entry of the array C is given by

c(r, u, v, s) = a(r, s)br+ms(u, v). (8.17)

4. Reduce the dimension of the array C, without reducing the number of entires,

into a two-dimensional array D = (d(r, s)) of size mp × np, as follows: for

0 ≤ r ≤ mp − 1 and 0 ≤ s ≤ np − 1, the (r, s) entry of the array D is the

complex number

d(r, s) = c(r (mod m), r (mod p), s (mod p), s (mod n)). (8.18)

The following example illustrates Construction (8.1).
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Example 8.2. The perfect array

A =

 1 i

i -1

 (8.19)

of size 2× 2 is inflated into a perfect array C of size 6× 6 as follows: set m = n = 2 and

p = mn− 1 = 3. Consider the sequence

S = (i
p+1

2 , 1,−1) = (−1, 1,−1), (8.20)

which is a modified version of the Legendre sequence L3 = (0, 1,−1). Now, produce

p + 1 = 4 inflation arrays, by shifts of S as rows in B0 and as columns in B1, B2 and

B3, as follows:

B0 =


-1 1 -1

-1 1 -1

-1 1 -1

 , B1 =


-1 -1 1

1 -1 -1

-1 1 -1

 ,

B2 =


-1 1 -1

1 -1 -1

-1 -1 1

 , B3 =


-1 -1 -1

1 1 1

-1 -1 -1

 .

(8.21)

From Equation (8.16), produce the four dimensional array (i.e. an array of arrays) C, of

size 2× 3× 3× 2, as follows

C =

 1B0 iB2

iB1 −1B3

 (8.22)
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which is equal to



1


-1 1 -1

-1 1 -1

-1 1 -1

 i


-1 1 -1

1 -1 -1

-1 -1 1



i


-1 -1 1

1 -1 -1

-1 1 -1

 −1


-1 -1 -1

1 1 1

-1 -1 -1




= (8.23)




-1 1 -1

-1 1 -1

-1 1 -1




-i i -i

i -i -i

-i -i i


-i -i i

i -i -i

-i i -i




1 1 1

-1 -1 -1

1 1 1




(8.24)

Since Array (8.24) is a 2× 2 matrix of 3× 3 matrices, it is a four-dimensional array,

of size 2× 3× 3× 2.

Change the four-dimensional array C into a two-dimensional array D = (d(r, s)) of size

6× 6 via the equation

d(r, s) = c(r (mod2), r (mod3), s (mod3), s (mod2)), (8.25)

for r = 0, . . . , 5 and s = 0, . . . , 5. Equation (8.25), determines the (r, s) entry of the

array D as a specific entry of the array C and all entries of C are used. And so, we reduce

the dimension of C from 4 to 2, preserving perfection and without reducing the number
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of entries of C. We obtain the perfect two-dimensional array of size 6× 6.

D =



-1 i -1 -i -1 -i

i -1 -i 1 -i 1

-1 -i -1 i -1 -i

-i -1 -i 1 i 1

1 -i 1 -i 1 i

-i -1 i 1 -i 1


(8.26)

We wrote the following code in Mathematica to inflate quaternary arrays.

Arasu [A_] := ( r = Dimensions [A ] [ [ 1 ] ] ; s = Dimensions [A]

[ [ 2 ] ] ; p = Dimensions [A] [ [ 1 ] ] ∗ Dimensions [A] [ [ 2 ] ] − 1 ;

I f [ PrimeQ [ p ] , ( c = Prepend [ Delete [ Table [

JacobiSymbol [ k − 1 , p ] , { k , p } ] , 1 ] , I ^ ( ( p + 1 ) / 2 ) ] ;

L1 = Prepend [ Table [ Transpose [ Table [ RotateRight

[ c , j ∗ ( i − 1 ) ] , { i , p } ] ] , { j , p } ] , Table [ c ,

{ i , p } ] ] ; L2 = Table [A[ [ i , l ] ] ∗ L1 [ [ ( i − 1) + r ∗ ( l − 1)

+ 1 , j , k ] ] , { i , 1 , r } , { j , 1 , p } , { k , 1 , p } , { l , 1 , s } ] ;

L3 = Table [ L2 [ [Mod[ i − 1 , r ] + 1 , Mod[ i − 1 , p ] + 1 ,

Mod[ j − 1 ,p ] + 1 , Mod[ j − 1 , s ] + 1 ] ] , { i , r ∗p } ,

{ j , s∗p } ] ) , P r i n t [ " p i s not a prime " ] ] ) ;

We now present Arasu and de Launey inflation algorithm for perfect quaternary

matrices of size mn = p+1
2 .

Theorem 8.3 (Arasu and de Launey [4]). If there is a perfect quaternary array of size

m × n, p = 2mn − 1 is a prime number and p ≡ 3 (mod 4), then there is a perfect

quaternary array of size mp× np.
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Construction 8.2 (Inflation of perfect quaternary arrays:

size mn = p+1
2 ).

Let p be a prime number, where p ≡ 3 (mod 4) and let A be a perfect quaternary array

of size m× n, where mn = p+1
2 , we inflate the perfect array A, as follows:

1. Produce p + 1 arrays, B0, B1, . . . , Bp, from the sequence S, as in Construction

(8.1). These arrays are all binary arrays, since p ≡ 3(mod 4).

2. Construct p+1
2 inflation arrays of size p× p: for r = 0, 1, . . . , p−1

2 , and put

Cr =

(
1 + i

2

)
(B2r + iB2r+1) , (8.27)

All the coefficients of this matrix are complex fourth roots of unity. The arrays

C0, C1, . . . , C p−1
2

satisfy the conditions of the inflation arrays stated in Construc-

tion (8.1)

3. Arrange the arrays A, C0, C1, . . . , C p−1
2

into a four-dimensional array D of size

m× p× p× n as follows: if cr+ms(u, v) is the (u, v) entry of the inflation array

Dr+ms, then for 0 ≤ r ≤ m− 1, 0 ≤ s ≤ n− 1 and 0 ≤ u, v ≤ p− 1, we have

d(r, u, v, s) = a(r, s)cr+ms(u, v), (8.28)

and 0 ≤ s ≤ np− 1.

4. Reduce the dimension of the arrays D into a two dimensional array E. The (r, s)

entry of the array E is

e(r, s) = d(r (mod m), r (mod p), s (mod p), s(mod n)). (8.29)
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8.3 Inflation of perfect arrays over the basic quater-
nions: size mn = p− 1

We modify the algorithm of Arasu and de Launey [4], for inflating perfect quater-

nary arrays, into an algorithm to inflate perfect arrays over the basic quaternions.

The new arrays will have larger size and perfect autocorrelation. We will inflate

arrays of size m× n, into arrays of size mp× np, provided p = mn− 1 is a prime

number. Then, we will prove that the newly inflated arrays have perfect autocor-

relation.

Theorem 8.4. If there is a perfect array, over the basic quaternions {±1,±i,±j,±k},

of size m × n and p = mn − 1 is a prime number, then there is a perfect array of size

mp× np, over the basic quaternions.

Construction 8.3 (Inflation of perfect arrays over the basic quaternions:

size mn = p + 1).

Let A be a perfect array of size m× n over the basic quaternions, where p = mn− 1 is a

prime number.

1. Take a Legendre sequence Lp = (0, s1, . . . , sp−1) of length p and replace the ele-

ment 0 by i
p+1

2 , to obtain the sequence Si = (i
p+1

2 , s1, . . . , sp−1). The element 0

can also be replaced by j
p+1

2 or k
p+1

2 , producing the sequence Sj = (j
p+1

2 , s1, . . . ,

sp−1) or Sk = (k
p+1

2 , s1, . . . , sp−1), respectively. The following construction is

valid for any of these sequences, since all three sequences have the same autocorre-

lation (p,−1, . . . ,−1). In this construction we use the sequence Si.

2. Produce p + 1 inflation arrays, B0, B1, . . . , Bp, from the sequence Si, as in Con-

struction (8.1), Section (8.2), by setting shifts of S as rows in B0 and as columns

in B1, . . . , Bp in a similar manner.

3. Arrange the arrays A, B0, B1, . . . , Bp into a four-dimensional array C of size m×

p× p× n as follows.
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From Equation (8.17), if b(u, v)r+ms is the (u, v) entry of the inflation array

Br+ms, then for 0 ≤ r ≤ m − 1, 0 ≤ s ≤ n − 1 and 0 ≤ u, v ≤ p − 1, the

(r, u, v, s) entry of the array C is given by

c(r, u, v, s) = a(r, s)br+ms(u, v). (8.30)

4. Reduce the dimension of the array C, without reducing the number of entries,

into a two-dimensional array D = (d(r, s)) of size mp × np, as follows: for

0 ≤ r ≤ mp− 1 and 0 ≤ s ≤ np− 1, the (r, s) entry of the array D is

d(r, s) = c(r (mod m), r (mod p), s (mod p), s (mod n)). (8.31)

We now show that the array C is perfect.

Theorem 8.5. The array C in Equation (8.30) has perfect autocorrelation.

Proof. We need to prove that all off-peak values of the array C are zero. First we

write the autocorrelation function for the array C in terms of the arrays A, B0, . . . ,

Bp.

The right (α, β, γ, δ)-autocorrelation value of C is given by the equation

ACR
C(α, β, γ, δ) =

m−1

∑
r=0

p−1

∑
u=0

p−1

∑
v=0

n−1

∑
s=0

c(r, u, v, s)c∗(r + α, u + β, v + γ, s + δ), (8.32)

where

c(r, u, v, s) = a(r, s)br+ms(u, v), (8.33)

and br+ms(u, v) is the (u, v) entry of the inflation array Br+ms. So, we can write

the right (α, β, γ, δ)-autocorrelation value of C as follows
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ACR
C(α, β, γ, δ) =

m−1
∑

r=0

p−1
∑

u=0

p−1
∑

v=0

n−1
∑

s=0
a(r, s)br+ms(u, v)

(
a(r + α, s + δ)br+α+n(s+δ)(u + β, v + γ)

)∗
=

m−1
∑

r=0

n−1
∑

s=0
a(r, s)

(
p−1
∑

u=0

p−1
∑

v=0
br+ms(u, v)b∗r+α+m(s+δ)(u + β, v + γ)

)
a∗(r + α, s + δ).

(8.34)

Since the expression
p−1
∑

u=0

p−1
∑

v=0
br+ms(u, v)b∗r+α+n(s+δ)(u+ β, v+γ) in Equation (8.34),

is the cross-correlation of the arrays Br+ms and Br+α+m(s+δ), Equation (8.34) can

be written as

ACR
C(α, β, γ, δ) =

m−1
∑

r=0

n−1
∑

s=0
a(r, s)

(
CCBr+ms,Br+α+m(s+δ)

(β, γ)
)

a∗(r + α, s + δ).

(8.35)

In order to prove that C is perfect, we consider the following four cases α 6= 0, β 6=

0, γ 6= 0 and δ 6= 0.

Case 1. α 6= 0. Then Br+ms and Br+α+m(s+δ) are different arrays. So, by Equation

(8.15), the (β, γ) cross-correlation value of Br+ms and Br+α+m(s+δ) is 1. So

Equation (8.35), becomes

ACR
C(α, β, γ, δ) =

m−1
∑

r=0

n−1
∑

s=0
a(r, s) (1) a∗(r + α, s + δ). (8.36)

Now, since A is a perfect array, from Equation (8.36), we have

ACR
C(α, β, γ, δ) = 0. (8.37)

Case 2. δ 6= 0. Similar to Case 1.
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Case 3. β 6= 0.

Case a. α = δ = 0. since α = δ = 0, we have Br+α+m(s+δ) = Br+ms and so,

the (β, γ) cross-correlation value of Br+α+m(s+δ) and Br+ms becomes

the (β, γ) autocorrelation value of Br+ms. Equation (8.35) is written

as

ACR
C(α, β, γ, δ) =

m−1
∑

r=0

n−1
∑

s=0
a(r, s) (ACBr+ms(β, γ)) a∗(r, s). (8.38)

From Equation (8.12), ACBr+ms(β, γ) is either p2 or −p, which are in-

tegers and commute with quaternions. Equation (8.39), becomes

ACR
C(α, β, γ, δ) =

m−1
∑

r=0

n−1
∑

s=0
a(r, s)a∗(r, s) (ACBr+ms(β, γ)) =

m−1
∑

r=0

n−1
∑

s=0
1 (ACBr+ms(β, γ)) .

(8.39)

Now from Equation (8.14), we have that

m−1

∑
r=0

n−1

∑
s=0

ACBr+ms(β, γ) = 0. (8.40)

Thus, ACR
C(α, β, γ, δ) = 0

Case b. α 6= 0. See Case 1.

Case c. δ 6= 0. See Case 2.

Case 4. γ 6= 0. Similar to Case 3.

As required.

We now show that the array D has perfect autocorrelation.
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Theorem 8.6. The array D in Equation (8.31) has perfect autocorrelation.

Proof. In this proof we will show that an off-peak autocorrelation value of the

array D is equal to an off-peak autocorrelation value of the array C, which is

perfect. We will do this by showing that, if the shift (α, β) is non trivial, then the

shift of C associated with (α, β) is also non trivial.

For (α, β) ∈ Zmp ×Znp \ {(0, 0)}, we use the equation

d(r, s) = c(r (mod m), r (mod p), s (mod p), s (mod n)), (8.41)

to produce the right (α, β)-autocorrelation value of D as follows

ACR
D(α, β) =

mp−1
∑

r=0

np−1
∑

s=0
d(r, s)d∗(r + α, s + β) =

mp−1
∑

r=0

np−1
∑

s=0
c(r (mod m), r (mod p), s (mod p)s (mod n))

c(r (mod m) + α (mod m), r (mod p) + α (mod p), s (mod p) + β (mod p), s(mod n) + β (mod n)).

(8.42)

So Equation (8.41) above continues

m−1
∑

u=0

p−1
∑

v=0

p−1
∑

x=0

n−1
∑

y=0
c(u, v, x, y)c∗(u + α (mod m), v + α (mod p), x + β (mod p), y + β (mod n)) =

ACR
C (α (mod m), α (mod p), β (mod p), β (mod n)).

(8.43)

Case 1. α 6= 0. Since 0 ≤ α ≤ mp − 1 and GCD(m, p) = 1, this implies that no

number less than mp is divisible by m and p. Therefore, if α ≡ 0 (mod m),
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then α 6≡ 0 (mod p), and similarly if α ≡ 0 (mod p), then α 6≡ 0 (mod m).

Thus, the shift (α (mod m), α (mod p), β (mod p), β (mod n)) of C is not

equivalent to the shift (0, 0, 0, 0) mod (m, p, p, n).

Case 2. β 6= 0. Similar to Case 1.

Example 8.3. The perfect array

A =

 1 i

j k

 (8.44)

of size 2× 2 is inflated into a perfect array C of size 6× 6 as follows: set m = n = 2 and

p = 3. Consider the sequence S = (i
p+1

2 , 1,−1) = (−1, 1,−1), which is a modification

of the Legendre sequence (0, 1,−1). Produce p + 1 = 4 inflation arrays, with shifts of S

as rows in B0 and as columns in B1, B2 and B3, as follows:

B0 =


-1 1 -1

-1 1 -1

-1 1 -1

 , B1 =


-1 -1 1

1 -1 -1

-1 1 -1

 ,

B2 =


-1 1 -1

1 -1 -1

-1 -1 1

 , B3 =


-1 -1 -1

1 1 1

-1 -1 -1

 .

(8.45)

From Equation (8.16), produce the four dimensional array (a 2× 2 array of 3× 3 arrays)

C, of size 2× 3× 3× 2, as follows:
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C =



1


-1 1 -1

-1 1 -1

-1 1 -1

 i


-1 1 -1

1 -1 -1

-1 -1 1



j


-1 -1 1

1 -1 -1

-1 1 -1

 k


-1 -1 -1

1 1 1

-1 -1 -1




=




-1 1 -1

-1 1 -1

-1 1 -1




-i i -i

i -i -i

-i -i i


-j -j j

j -j -j

-j j -j




k k k

-k -k -k

k k k




(8.46)

We reduce the dimension of the array C, without reducing the number of entries, into a

two-dimensional array D = (d(r, s)) of size 6× 6 via the equation

d(r, s) = c(r (mod 2), r (mod 3), s (mod 3), s (mod 2)) (8.47)

for r = 0, . . . , 5 and s = 0, . . . , 5, preserving perfection and the number of entries. And

so, we obtain the perfect two-dimensional array of size 6× 6

D =



-1 i -1 -i 1 -i

j k -j k -j k

-1 -i -1 -i 1 i

-j -k j -k -j -k

-1 -i -1 i 1 -i

-j -k -j -k j -k


(8.48)
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We wrote the following code in Mathematica to inflate arrays over the basic qua-

ternions.

In [ 1 ] : = << Quaternions ‘

In [ 2 ] : = i = Quaternion [ 0 , 1 , 0 , 0 ]

Out [ 2 ]= Quaternion [ 0 , 1 , 0 , 0 ]

In [ 3 ] : = j = Quaternion [ 0 , 0 , 1 , 0 ]

Out [ 3 ]= Quaternion [ 0 , 0 , 1 , 0 ]

In [ 4 ] : = k = Quaternion [ 0 , 0 , 0 , 1 ]

Out [ 4 ]= Quaternion [ 0 , 0 , 0 , 1 ]

In [ 5 ] : = ArasuQ [A_] := ( r = Dimensions [A ] [ [ 1 ] ] ; s =

Dimensions [A ] [ [ 2 ] ] ;

p = Dimensions [A] [ [ 1 ] ] ∗ Dimensions [A] [ [ 2 ] ] − 1 ;

I f [ PrimeQ [ p ] , ( c = Prepend [ Delete [ Table [

JacobiSymbol [ k − 1 , p ] , { k , p } ] , 1 ] , I ^ ( ( p + 1)

/ 2 ) ] ; L1 = Prepend [ Table [ Transpose

[ Table [ RotateRight [ c , j ∗ ( i − 1 ) ] , { i , p } ] ] ,

{ j , p } ] , Table [ c , { i , p } ] ] ; L2 = Table [A[ [ i , l ] ]

∗∗ L1 [ [ ( i − 1) + r ∗ ( l − 1) + 1 , j , k ] ] ,

{ i , 1 , r } , { j , 1 , p } , { k , 1 , p } , { l , 1 , s } ] ; L3 =

Table [ L2 [ [Mod[ i − 1 , r ] + 1 , Mod[ i − 1 , p ] + 1 ,

Mod[ j − 1 , p ] + 1 , Mod[ j − 1 , s ]+ 1 ] ] ,

{ i , r ∗p } , { j , s∗p } ] ) , P r i n t [ " p i s not a prime " ] ] ) ;

And we wrote the following code in Mathematica to compute the autocorrelation

of two-dimensional arrays over the basic quaternions.

In [ 6 ] : = LACVM[m_] := Table [ Table [ S impl i fy [Sum[

Sum[m[ [ i , j ] ] ∗∗ Conjugate [m[ [ I f [0 < Mod[ i + k − 1 ,

Dimensions [m] [ [ 1 ] ] ] < Dimensions [m] [ [ 1 ] ] ,
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Mod[ i + k − 1 , Dimensions [m] [ [ 1 ] ] ] , I f [Mod[ i + k

− 1 , Dimensions [m] [ [ 1 ] ] ] > Dimensions [m] [ [ 1 ] ] ,

Mod[ i + k − 1 , Dimensions [m] [ [ 1 ] ] ] + 1 ,

Dimensions [m] [ [ 1 ] ] ] ] , I f [0 < Mod[ j + l − 1 ,

Dimensions [m] [ [ 2 ] ] ] < Dimensions [m] [ [ 2 ] ] ,

Mod[ j + l − 1 , Dimensions [m] [ [ 2 ] ] ] ,

I f [Mod[ j + l − 1 , Dimensions [m] [ [ 2 ] ] ] > Dimensions

[m] [ [ 2 ] ] ,Mod[ j + l − 1 , Dimensions [m] [ [ 2 ] ] ] + 1 ,

Dimensions [m] [ [ 2 ] ] ] ] ] ] ] , { j , 1 , Dimensions [m]

[ [ 2 ] ] } ] , { i , 1 , Dimensions [m] [ [ 1 ] ] } ] ] , { l ,

Dimensions [m] [ [ 2 ] ] } ] , { k , 1 , Dimensions [m] [ [ 1 ] ] } ] ;

8.4 Inflation of perfect arrays over the basic quater-
nions: size mn = p−1

2

We now present another construction for inflating perfect arrays over the basic

quaternions. This construction is a modification of Arasu and de Launay [4] al-

gorithm explained in Construction (8.2) for inflating quaternary arrays of size

mn = p−1
2 , where p is a prime number and p ≡ 3 (mod 4).

If the size m× n of the array A in Construction (8.3) (Inflation of Perfect Arrays

over the basic quaternions), is such that p = 2mn− 1, for p a prime number and

p ≡ 3 (mod 4), then we can produce p+1
2 inflation arrays. So, we will inflate

arrays of size m× n, into arrays of size mp× np, provided p = 2mn− 1 is a prime

number and p ≡ 3 (mod 4). Then, we will prove that the newly inflated arrays

have perfect autocorrelation in Theorem (8.7)
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Construction 8.4 (Inflation of perfect arrays over the basic quaternions:

size mn = p+1
2 ).

Let p be a prime number, where p ≡ 3 (mod 4) and let A be a perfect array of size m× n

over the basic quaternions, where mn = p+1
2 , we inflate the perfect array A, as follows:

1. Take a Legendre sequence Lp = (0, s1, . . . , sp−1) of length p and replace the el-

ement 0 by i
p+1

2 , to obtain the sequence Si = (i
p+1

2 , s1, . . . , sp−1). Since p ≡

3 (mod4), we have i
p+1

2 is either 1 or -1, producing the binary sequence Si =

(±1, s1, . . . , sp−1). The autocorrelation of the sequence Si is (p,−1, . . . ,−1).

2. Produce p + 1 arrays, B0, B1, . . . , Bp, from the sequence Si, as in Construction

(8.1). These arrays are all binary arrays.

3. Construct p+1
2 inflation arrays of size p× p: for r = 0, 1, . . . , p−1

2 , and put

Cr =

(
1 + i

2

)
(B2r + iB2r+1) . (8.49)

All the coefficients of this matrix are complex fourth roots of unity. In Equation

(8.49), we can replace the quaternion i by the quaternion j or k and the construc-

tion is still valid. The arrays C0, C1, . . . , C p−1
2

satisfy the conditions of the infla-

tion arrays stated in Construction (8.1).

4. Arrange the arrays A, C0, C1, . . . , C p−1
2

into a four-dimensional array D of size

m× p× p× n as follows: if cr+ms(u, v) is the (u, v) entry of the inflation array

Dr+ms, then for 0 ≤ r ≤ m− 1, 0 ≤ s ≤ n− 1 and 0 ≤ u, v ≤ p− 1, we have

d(r, u, v, s) = a(r, s)cr+ms(u, v). (8.50)

5. Reduce the dimension of the array D, without reducing the number of entries, into

a two-dimensional array E = (d(r, s)) of size mp× np, as follows: for 0 ≤ r ≤

mp− 1 and 0 ≤ s ≤ np− 1, the (r, s) entry of the array E is

e(r, s) = d(r (mod m), r (mod p), s (mod p), s (mod n)). (8.51)
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Theorem 8.7. Every perfect array over the basic quaternions of size m× n, where p =

2mn− 1 is a prime number and p ≡ 3 (mod 4), can be inflated into a perfect array of

size mp× np, over the basic quaternions.

Proof. Given a perfect array A over the basic quaternions of size m × n, where

mn = p+1
2 , where p is a prime number and p ≡ 3 (mod 4), from Construction

(8.4), we inflate the array A into an array B of size mp× np. A proof of perfection

of the array B is similar to the proof of Theorem (8.6).

Example 8.4. The perfect two-dimensional array

 1 i

j −k

 (8.52)

of size 2× 2 is inflated into a perfect two-dimensional array of size 14× 14. Since 7 ≡

3 (mod 4), we construct 8 binary inflation arrays of size 7× 7

B0 =



1 1 1 −1 1 −1 −1
1 1 1 −1 1 −1 −1
1 1 1 −1 1 −1 −1
1 1 1 −1 1 −1 −1
1 1 1 −1 1 −1 −1
1 1 1 −1 1 −1 −1
1 1 1 −1 1 −1 −1


B1 =



1 −1 −1 1 −1 1 1
1 1 −1 −1 1 −1 1
1 1 1 −1 −1 1 −1
−1 1 1 1 −1 −1 1

1 −1 1 1 1 −1 −1
−1 1 −1 1 1 1 −1
−1 −1 1 −1 1 1 1



B2 =



1 −1 −1 1 −1 1 1
1 −1 1 1 1 −1 −1
1 1 −1 −1 1 −1 1
−1 1 −1 1 1 1 −1

1 1 1 −1 −1 1 −1
−1 −1 1 −1 1 1 1
−1 1 1 1 −1 −1 1


B3 =



1 1 1 −1 1 −1 −1
1 −1 1 −1 −1 1 1
1 −1 −1 1 1 1 −1
−1 1 1 1 −1 1 −1

1 1 −1 1 −1 −1 1
−1 1 −1 −1 1 1 1
−1 −1 1 1 1 −1 1


(8.53)
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B4 =



1 −1 −1 1 −1 1 1
1 1 1 −1 −1 1 −1
1 −1 1 1 1 −1 −1
−1 −1 1 −1 1 1 1

1 1 −1 −1 1 −1 1
−1 1 1 1 −1 −1 1
−1 1 −1 1 1 1 −1


B5 =



1 1 1 −1 1 −1 −1
1 −1 −1 1 1 1 −1
1 1 −1 1 −1 −1 1
−1 −1 1 1 1 −1 1

1 −1 1 −1 −1 1 1
−1 1 1 1 −1 1 −1
−1 1 −1 −1 1 1 1



B6 =



1 1 1 −1 1 −1 −1
1 1 −1 1 −1 −1 1
1 −1 1 −1 −1 1 1
−1 1 −1 −1 1 1 1

1 −1 −1 1 1 1 −1
−1 −1 1 1 1 −1 1
−1 1 1 1 −1 1 −1


B7 =



1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
−1 −1 −1 −1 −1 −1 −1

1 1 1 1 1 1 1
−1 −1 −1 −1 −1 −1 −1
−1 −1 −1 −1 −1 −1 −1


(8.54)

We use Equation (8.49) to produce 4 inflation arrays of size 7× 7

C0 =



i 1 1 −1 1 −1 −1
i i 1 −i i −i −1
i i i −i 1 −1 −i
1 i i −1 1 −i −1
i 1 i −1 i −i −i
1 i 1 −1 i −1 −i
1 1 i −i i −1 −1


C1 =



i −1 −1 1 −1 1 1
i −i i 1 1 −1 −1
i 1 −i −1 i −1 1
−i i −1 i 1 i −i

i i 1 −1 −i 1 −1
−i −1 1 −i i i i
−i 1 i i −1 −i i



C2 =



i −1 −1 1 −1 1 1
i 1 1 −1 −1 i −i
i −1 1 i 1 −i −1
−i −i i −1 i 1 i

i 1 −1 −i 1 −1 i
−i i i i −i −1 1
−i i −i 1 i i −1


C3 =



i i i −1 i −1 −1
i i −1 i −1 −1 i
i −1 i −1 −1 i i
−i 1 −i −i 1 1 1

i −1 −1 i i i −1
−i −i 1 1 1 −i 1
−i 1 1 1 −i 1 −i


(8.55)
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We use arrays the C0, C1, C2 and C3, to produce the perfect array



i −i 1 i 1 i −1 −1 1 −i −1 −i −1 i

−k j −k j j k j j k k j k j j

i −i i −1 1 1 −i −1 i i −i i −1 −i

k −k j j j −k k j −k j −k −k −k −k

i i i 1 i −i −i −1 1 −i −1 i −i −1

k j j −k −k j −k j j −k k −k −k −k

1 −1 i i i −1 −1 1 1 1 −i −1 −1 −i

−k j j k j k j j j j j j j k

i i 1 −i i −1 −1 −1 i i −i −i −i 1

−k k k k −k j j j j j j k j j

1 1 i −i 1 i −1 1 i −1 −1 −1 −i −1

−k k j j k j j j −k k j j j k

1 −1 1 −1 i −i −i 1 i −1 −1 1 −1 i

k −k −k −k j −k −k j j −k −k j k j



(8.56)

of size 14× 14 and random appearance over the basic quaternions.

We wrote the following code in Mathematica to implement Construction (8.4) and

inflate arrays over the basic quaternions.

In [ 1 ] : = << Quaternions ‘

In [ 2 ] : = i = Quaternion [ 0 , 1 , 0 , 0 ]

Out [ 2 ]= Quaternion [ 0 , 1 , 0 , 0 ]

In [ 3 ] : = j = Quaternion [ 0 , 0 , 1 , 0 ]

Out [ 3 ]= Quaternion [ 0 , 0 , 1 , 0 ]

In [ 4 ] : = k = Quaternion [ 0 , 0 , 0 , 1 ]

Out [ 4 ]= Quaternion [ 0 , 0 , 0 , 1 ]
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In [ 5 ] : = ArasuQ1 [A_ , p_ ] :=

( r = Dimensions [A ] [ [ 1 ] ] ; s = Dimensions [A ] [ [ 2 ] ] ;

I f [ PrimeQ [ p ] , ( c = Prepend [ Delete [ Table [ JacobiSymbol

[ k − 1 , p ] , { k , p } ] , 1 ] , I ^ ( ( p + 1 ) / 2 ) ] ; L1 = Prepend [

Table [ Transpose [ Table [ RotateRight [ c , j ∗ ( i − 1 ) ] , { i , p } ] ]

, { j , p } ] , Table [ c , { i , p } ] ] ; L12 = Table [

Quaternion [1/2 , 1/2 , 0 , 0 ] ∗∗ ( L1 [ [ 2∗ l − 1 ] ] +

Quaternion [ 0 , 1 , 0 , 0 ] ∗∗ L1 [ [ 2∗ l ] ] ) , { l , 1 , ( p + 1 ) / 2 } ] ;

L2 = Table [A[ [ i , l ] ] ∗∗ L12 [ [ ( i − 1) + r ∗ ( l − 1) + 1 , j ,

k ] ] , { i , 1 , r } , { j , 1 , p } , { k , 1 , p } , { l , 1 , s } ] ; L3 =

Table [ L2 [ [Mod[ i − 1 , r ] + 1 , Mod[ i − 1 , p ] + 1 , Mod[ j − 1

, p ] + 1 , Mod[ j − 1 , s ] + 1 ] ] , { i , r ∗p } , { j , s∗p } ] ) ,

P r i n t [ " p i s not a prime " ] ] ) ;

8.5 Size reduction of arrays - Array of balances of a
decimation of a perfect array

In this section, we generalise Theorem (7.1) (Perfection of a Sequence of Balances

of Decimations of a Perfect Sequences) from sequences to arrays. We call this

process "Size Reduction of a Perfect Array". We prove in this section that reducing

the size of an array is a left inverse process of inflating an array.

Theorem 8.8. Let m and n be two natural numbers, such that m = m1m2 and n = n1n2,

with m1, m2, n1, n2 ≥ 2. Let

A =


a(0, 0) . . . a(0, n− 1)

...
...

a(m− 1, 0) . . . a(m− 1, n− 1)

 (8.57)
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be a perfect two-dimensional array of size m× n. The array B = (b(u, v)), where 0 ≤

u ≤ m2 − 1, 0 ≤ v ≤ n2 − 1 and

b(u, v) =
m1−1

∑
t=0

n1−1

∑
s=0

a(m2t + u, n2s + v), (8.58)

of size m2 × n2, is perfect.

Proof. For any shift (α, β) 6= (0, 0), we have

RACB(α, β) =

m2−1
∑

u=0

n2−1
∑

v=0
b(u, v)b∗(u + α, v + β) =

m2−1
∑

u=0

n2−1
∑

v=0

((
m1−1

∑
t1=0

n1−1
∑

s1=0
a(m2t1 + u, n2s1 + v)

)(
m1−1

∑
t2=0

n1−1
∑

s2=0
a(m2t2 + u + α, n2s2 + v + β)

)∗)
=

m2−1
∑

u=0

n2−1
∑

v=0

m1−1
∑

t1=0

n1−1
∑

s1=0

m1−1
∑

t2=0

n1−1
∑

s2=0
a(m2t1 + u, n2s1 + v)a∗(m2t2 + u + α, n2s2 + v + β) =

m1−1
∑

t1=0

m1−1
∑

t2=0

m2−1
∑

u=0

n1−1
∑

s1=0

n1−1
∑

s2=0

n2−1
∑

v=0
a(m2t1 + u, n2s1 + v)a∗(m2t2 + u + α, n2s2 + v + β) =

m1−1
∑

t1=0

m1−1
∑

x=0

m2−1
∑

u=0

n1−1
∑

s1=0

n1−1
∑

y=0

n2−1
∑

v=0
a(m2t1 + u, n2s1 + v)a∗(m2(t1 + x) + u + α, n2(s1 + y) + v + β) =

m1−1
∑

x=0

n1−1
∑

y=0

m1−1
∑

t1=0

m2−1
∑

u=0

n1−1
∑

s1=0

n2−1
∑

v=0
a(m2t1 + u, n2s1 + v)a∗(m2t1 + u + (m2x + α), n2s1 + v + (n2y + β)) =

m1−1
∑

x=0

n1−1
∑

y=0
RACA(m2x + α, n2y + β).

(8.59)

Case 1. α 6= 0. For 0 < α ≤ m2 − 1. We prove that m2x + α 6≡ 0 (mod m). Since 0 <
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α ≤ m2 − 1, we have 0 < 1 ≤ m2 − α. Therefore, m2 − α is positive, and so

m− (m2− α) < m. Now, we multiply the inequality 0 ≤ x ≤ m1− 1 by m2

and then we add α, to obtain, α ≤ xm2 + α ≤ m1m2−m2 + α = m− (m2−

α). Now, since o < α and m− (m2 − α) < m, we have 0 < m− (m2 − α) <

m, that is, m2x + α 6≡ 0 (mod m). Therefore (m2x + α, n2y + β) 6= (0, 0).

Since A is a perfect array, then ∑m1−1
x=0 ∑n1−1

y=0 RACA(m2x + α, n2y + β) = 0.

Thus,

RACB(α, β) = 0. (8.60)

for all (α, β) 6= (0, 0).

Case 2. α 6= 0. Similar to Case 1.

As required.

We wrote the following code in Mathematica to reduce the size of a perfect array:

In [ 1 ] : = << Quaternions ‘

In [ 2 ] : = i = Quaternion [ 0 , 1 , 0 , 0 ]

Out [ 2 ]= Quaternion [ 0 , 1 , 0 , 0 ]

In [ 3 ] : = j = Quaternion [ 0 , 0 , 1 , 0 ]

Out [ 3 ]= Quaternion [ 0 , 0 , 1 , 0 ]

In [ 4 ] : = k = Quaternion [ 0 , 0 , 0 , 1 ]

Out [ 4 ]= Quaternion [ 0 , 0 , 0 , 1 ]

In [ 1 ] : = << Quaternions ‘

In [ 5 ] : = Reductor2D [ matrix_ , d_ , e_ ] :=

(m = Dimensions [ matrix ] [ [ 1 ] ] / d ; n = Dimensions [ matrix ] [ [ 2 ] ]

/e ; Table [ Table [Sum[ matrix [ [ j + i ∗m, k + l ∗n ] ] ,

{ i , 0 , d − 1 } , { l , 0 , e − 1 } ] , { j , 1 , m} ] , { k , 1 , n } ] )
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Example 8.5. By adding entries three apart, horizontally and vertically, the perfect array,

A =



−1 i −1 −i 1 −i

j k −j k −j k

−1 −i −1 −i 1 i

−j −k j −k −j −k

−1 −i −1 i 1 −i

−j −k −j −k j −k



(8.61)

of size 6× 6, is size reduced into a perfect array of size 3× 3, over the alphabet {±1±

i± j± k}

B =


−1− i− j− k 1 + i− j− k −1− i + j− k

−1 + i + j + k 1− i− j + k −1− i− j + k

−1− i− j− k 1− i + j− k −1 + i− j− k


(8.62)

By adding entries two apart, horizontally and vertically, the array A is also size reduced

into an array of size 2× 2

C =

 -3 -3i

-3j -3k

 (8.63)
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which is equivalent to the array

D =

 1 i

j k

 (8.64)

In this case the deflation process preserved the original alphabet of the array A.

Example 8.6. By adding entries seven apart, horizontally and vertically, the perfect array

A =



i −1 −1 1 −1 1 1 −i −1 −1 1 −1 1 1

i i −i i −1 −1 −i i 1 −1 −i −1 i −1

1 −i −1 −i −1 −1 i i −i −i i i 1 1

−i 1 1 −i i 1 −1 −i −i −i −1 −i 1 1

1 i −i −1 −1 1 i i −1 −i 1 −i i −i

−i −i i 1 −i −i 1 −i 1 −i −1 1 −1 1

i 1 −i −1 −i −i i −i −1 1 i −1 1 i

−i 1 −1 −i −1 −i 1 −i −1 1 1 1 1 −i

1 −i −1 1 −i −i 1 i −1 i i −i i −1

i −1 1 −1 −i −1 −i i −1 i i −1 −i i

i 1 −i i −1 −1 1 −i −i −1 i 1 i −i

i −1 −1 −1 1 i i i −i −1 −i i −i −1

i −1 −1 −i −i i i −i −i 1 1 1 i −1

−i −i −i 1 1 1 −1 −i i 1 1 −i −1 −i



(8.65)

of size 14× 14 is size reduced into a perfect array of size 2× 2

B =

 7i −7i

−7i −7i

 (8.66)
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which is equivalent to the perfect array

C =

 −i i

i i

 (8.67)

When we inflate a perfect array A of size m× n into an array B of size mp× np,

where p a prime number, and then we reduce the array B into an array C of size

m× n, we have noticed that the arrays A and C are the same (up to multiplication

by a constant). We can think of this process in terms of operators, as follows:

Let In be the operator the inflates perfect arrays over the basic quaternions, and

let SR the operator that reduces the size of a perfect array over the quaternion.

We have the following theorem relating these two operators.

Theorem 8.9. Reducing the size of an array is a left inverse process of inflating an array,

that is, if A is a perfect array over the basic quaternions as in Construction (8.3) or

Construction ((8.4)), then SR ◦ In(A) = SR(In(A)) = kA, where k is a constant.

Proof. Let A be a perfect array of size m× n, over the basic quaternions.

Case 1. Assume p = mn − 1 is a prime number. We use Construction (8.3) to

inflate the array A into a perfect array D of size mp× np, where

d(r, s) = c(r (mod m), r (mod p), s (mod p), s (mod n)), (8.68)

as in Equation (8.31) and

c(r, u, v, s) = a(r, s)br+ms(u, v), (8.69)

as in Equation (8.30).
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We reduce the size mp× np of the perfect array D into a perfect array E of size

m × n, by adding the p-apart elements of E, as follows, for 0 ≤ r ≤ m − 1 and

0 ≤ s ≤ n− 1, we have

e(r, s) =
p−1

∑
u=0

p−1

∑
v=0

d(r + mu, s + nv). (8.70)

We prove that the array E is a multiple of the array A. We will prove that every

entry e(r, s) of the array E is p(i
p+1

2 )-times the entry a(r, s) of the array A. For

0 ≤ r ≤ m− 1 and 0 ≤ s ≤ n− 1, we have

e(r, s) =
p−1

∑
u=0

p−1

∑
v=0

d(r + mu, s + nv). (8.71)

By Equation (8.31), we write Equation (8.71) as

p−1
∑

u=0

p−1
∑

v=0
d(r + mu, s + nv) =

p−1
∑

u=0

p−1
∑

v=0
c((r + mu) (mod m), (r + mu) (mod p), (s + mv) (mod p), (s + nv) (mod n)) =

p−1
∑

u=0

p−1
∑

v=0
c(r (mod m), (r + mu) (mod p), (s + mv) (mod p), s (mod n)).

(8.72)

By Equation (8.30), the last sum in Equation (8.72) is

p−1
∑

u=0

p−1
∑

v=0
a(r (mod m), s (mod n))br (mod m)+m(s (mod n)((r + mu) (mod p), (s + mv) (mod p)).

(8.73)
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Since a(r, s) does not depend on u and v, we write Equation (8.73) as follows

a(r (mod m), s (mod n))
p−1
∑

u=0

p−1
∑

v=0
br+ms((r + mu) (mod p), (s + mv) (mod p)).

(8.74)

For 0 ≤ u ≤ p − 1 and 0 ≤ v ≤ p − 1, the index (r + mu) (mod p) takes each

of the values 0, 1, . . . , p− 1, once and only once, so we can use the index x, with

0 ≤ x ≤ p − 1. Similarly, the index (s + mv) (mod p) takes each of the values

0, 1, . . . , p− 1, once and only once, so we can use the index y, with 0 ≤ y ≤ p− 1,

as follows

e(r, s) = a(r, s)
p−1
∑

x=0

p−1
∑

y=0
br (mod m)+m(s (mod n))(x, y). (8.75)

Now, the columns of the array Br+ms are Legendre sequences, except for the zero

term that has been converted into i
p+1

2 . Since the sum of all non i
p+1

2 elements in

a modified Legendre sequence is equal to zero, we have

e(r, s) = a(r, s)p(i
p+1

2 ). (8.76)

Case 2. Assume p = 2mn − 1 is a prime number. We use Construction (8.4) to

inflate the array A into a perfect array E of size mp× np, where

e(r, s) = d(r (mod m), r (mod p), s (mod p), s (mod n)), (8.77)

as in Equation (8.51) and

d(r, u, v, s) = a(r, s)cr+ms(u, v), (8.78)

as in Equation (8.50) and
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Cr =

(
1 + i

2

)
(B2r + iB2r+1) , (8.79)

as in Equation (8.49).

We reduce the size the perfect array E of size mp × np into a perfect array F

of size m× n, by adding the p-apart elements of F, as follows, for 0 ≤ r ≤ m− 1

and 0 ≤ s ≤ n− 1, we have

f (r, s) =
p−1

∑
u=0

p−1

∑
v=0

e(r + mu, s + nv). (8.80)

We prove that the array F is a multiple of the array A. We will prove that every

entry e(r, s) of the array F is p(i
p+3

2 )-times the entry a(r, s) of the array A. For

0 ≤ r ≤ m− 1 and 0 ≤ s ≤ n− 1, we have

f (r, s) =
p−1

∑
u=0

p−1

∑
v=0

e(r + mu, s + nv). (8.81)

By Equation (8.51), the right hand side term in Equation (8.81), becomes

∑
p−1
u=0 ∑

p−1
v=0 c((r + mu) (mod m), (r + mu) (mod p), (s + mv) (mod p), (s + nv) (mod n)) =

∑
p−1
u=0 ∑

p−1
v=0 c(r (mod m), (r + mu) (mod p), (s + mv) (mod p), s (mod n)).

(8.82)
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By Equation (8.50), the right hand side term in Equation (8.82), becomes

= ∑
p−1
u=0 ∑

p−1
v=0 a(r (mod m), s (mod n))cr (mod m)+m(s (mod n)((r + mu) (mod p), (s + mv) (mod p))

= ∑
p−1
u=0 ∑

p−1
v=0 a(r (mod m), s (mod n))

(
1+i

2

) [
b2(r+ms)((r + mu) (mod p), (s + mv) (mod p))

+ib2(r+ms)+1((r + mu) (mod p), (s + mv) (mod p))
]

.

(8.83)

Since a(r, s) does not depend on u and v, Equation (8.83), becomes

a(r (mod m), s (mod n))
(

1+i
2

) [
∑

p−1
u=0 ∑

p−1
v=0 b2(r+ms)((r + mu) (mod p), (s + mv) (mod p))+

i ∑
p−1
u=0 ∑

p−1
v=0 b2(r+ms)+1((r + mu) (mod p), (s + mv) (mod p))

]
.

(8.84)

For 0 ≤ u ≤ p− 1 and 0 ≤ v ≤ p− 1, the index (r + mu) (mod p), in B2(r+ms),

takes each of the values 0, 1, . . . , p − 1, once and only once, so we can use the

index x, with 0 ≤ x ≤ p− 1. Similarly, the index (s + mv) (mod p), in B2(r+ms)+1,

takes each of the values 0, 1, . . . , p − 1, once and only once, so we can use the

index y, with 0 ≤ y ≤ p− 1, as follows

f (r, s) =

a(r (mod m), s (mod n))
(

1+i
2

) [p−1
∑

x=0

p−1
∑

y=0
b2(r+ms)(x, y) + i

p−1
∑

x=0

p−1
∑

y=0
b2(r+ms)+1(x, y)

]
.

(8.85)

Now, the columns of the arrays B2(r+ms) and B2(r+ms)+1 are Legendre sequences,

except for the zero term that has been converted into i
p+1

2 . Since the sum of all
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non i
p+1

2 elements in a modified Legendre sequence is equal to zero, we have

e(r, s) = a(r, s)
(

1+i
2

) [
p(i

p+1
2 ) + ip(i

p+1
2 )
]

= a(r, s) (1+i)
2 p(i

p+1
2 )(1 + i) = a(r, s) (1+i)2

2 p(i
p+1

2 )

= a(r, s)p(i
p+3

2 ).

(8.86)
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CHAPTER

9

PERFECT ARRAYS OVER THE

BASIC QUATERNIONS OF

UNBOUNDED SIZES

IN this Chapter, we use the Composition Construction Theorem, due to Arasu

and de Launey [4], to produce perfect arrays over the basic quaternions of

other sizes. In particular, we construct arrays of sizes (426) × (426), (1, 490) ×

(2, 235), (31, 922)× (47, 883), (154, 617, 126)× (154, 617, 126) and (9, 923, 845, 510)

×(14, 885, 768, 265).

We also state and answer the key questions: are there perfect two-dimensional

arrays of unbounded sizes over the basic quaternions {1,−1, i,−i, j,−j, k,−k}?

140



Part II - Research Results, Chapter 9
9.1 Existence of some perfect arrays over the basic quaternions 141

If so, can we produce these arrays with random occurrences of the elements

1,−1, i,−i, j,−j, k, −k? In order to answer these two questions, we use the Con-

struction (8.3), to inflate a family of sequences into perfect arrays over the basic

quaternions. More specifically, we show that all modified Lee Sequences (in the

sense of [10]) of length m = p + 1 ≡ 2 (mod 4), where p is a prime number, can

be folded into a perfect two-dimensional array (with only one occurrence of the

element j) of size 2× m
2 , with GCD(2, m

2 ) = 1. Then, each of these arrays can be

inflated into a perfect array of size 2p× m
2 p, with random occurrences of all the

elements 1,−1, i,−i, j,−j, k,−k.

9.1 Existence of some perfect arrays over the basic
quaternions

The next theorem, due to Arasu and de Launey [4], explains how two sets of

inflation arrays can be composed to produce a set of inflation arrays of larger

size.

Theorem 9.1 (Arasu and de Launey [4]). If there are m inflation arrays of order u and

mu2 inflation arrays of order v coprime to u, then there are m inflation arrays of order

uv.

This result allows us to construct perfect arrays over the basic quaternions of

other sizes.

Theorem 9.2. There are perfect arrays over the basic quaternions of sizes 426 × 426,

(1, 490)× (2, 235), (31, 922)× (47, 883), (154, 617, 126)× (154, 617, 126) and

(9, 923, 845, 510)× (14, 885, 768, 265).
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Proof. 1. Existence of a perfect array of size 426× 426: the perfect array

A =

 1 i

j k

 (9.1)

of size 2× 2, in Example (8.3), was inflated, by Construction (8.3), into a perfect ar-

ray over the basic quaternions of size 6× 6, with 36 entries. Since p = 2(36)− 1 =

71 is a prime number and 71 ≡ 3 (mod4), from Construction (8.4), we produce a

perfect array over the basic quaternions of size (6 · 71)× (6 · 71) = 426× 426 and

181, 475 entries.

2. Existence of a perfect array of size (154, 617, 126)× (154, 617, 126): Since p =

2(181, 475)− 1 = 362, 951 is a prime number and 362, 951 ≡ 3 (mod 4), we use

Construction (8.4) to produce a perfect array over the basic quaternions of size

(426 · 362, 951)× (426 · 362, 951) = (154, 617, 126)× (154, 617, 126).

3. Existence of a perfect array of size (31, 922)× (47, 883): the perfect array

 j 1 1

−i i i

 (9.2)

of size 2× 3, is inflated, by Construction (8.3), into a perfect array over the basic

quaternions of size 10× 15, with 150 entries. Since p = 150− 1 = 149 is a prime

number, we use Construction (8.3) to produce a perfect array over the basic qua-

ternions of size (1, 490)× (2, 235) and 3, 330, 150 entries.

4. Existence of a perfect array of size (9, 923, 845, 510)× (14, 885, 768, 265): Since

p = 2(3, 330, 150)− 1 = 6, 660, 299 is a prime number and 6, 660, 299 ≡ 3 (mod 4),

we use Construction (8.4), to produce a perfect array over the basic quaternions
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of size (1, 490 · 6, 660, 299)× (2, 235 · 6, 660, 299) = (9, 923, 845, 510)× (14, 885, 768,

265).

5. Existence of a perfect array size (31, 922)× (47, 883): Since p = 2(6)− 1 = 11

is prime number and 11 ≡ 3 (mod 4), the perfect array

 j 1 1

−i i i

 (9.3)

of size 2× 3, can be inflated into a perfect array over the basic quaternions of size

22× 33 and 726 entries. Now, since q = 2(726)− 1 = 1, 451 is a prime number

and 1451 ≡ 3 (mod 4), we use Construction (8.4), to produce a perfect array over

the basic quaternions of size (22 · 1, 451)× (33 · 1, 451) = (31, 922)× (47, 883).

9.2 From Lee sequences to an infinite family of in-
flated perfect arrays over the basic quaternions

We construct a family of inflated perfect arrays over the basic quaternions from a

family of Lee Sequences. Lee Sequences of length m = p + 1 ≡ 2 (mod 4), where

p is a prime number, can be folded into arrays of size n × 2, with m = 2n and

GCD(n, 2) = 1. These arrays meet the conditions of Theorem (8.4), and so they

can be inflated into perfect arrays of sizes np× 2p.

Theorem 9.3. There exist perfect arrays over the basic quaternions of unbounded sizes.

Proof. From Theorem (5.2), we know that there exist Lee sequences of unbounded

lengths, namely for lengths m = p + 1 ≡ 2 (mod 4), for p a prime number. Now,

by Theorem (6.4), each of these sequences is converted into a same-length perfect

sequence over the basic quaternions by changing zero to j. Then, each of these
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altered sequences is folded diagonally into a perfect two dimensional array of

size n× 2, with m = 2n and GCD(n, 2) = 1. Now, since GCD(n, 2) = 1 and p is

a prime number, each of these arrays can be inflated into a perfect array of size

np× 2p by Theorem (8.4).

Example 9.1. The modified Lee sequence S = (j, i, 1,−i, 1, i) is folded into a perfect

array of size 3× 2, namely

B =

 j 1 1

−i i i

 (9.4)

This array is inflated into a perfect array of size 15× 10, namely

C =



−i −1 −1 j −1 −k j 1 −1 j −k 1 j 1 1

−i −i i i i i j j i i i i −i −i i

−i −k 1 j 1 −1 j −1 −k j −1 −1 j 1 1

i j −i j i −i i −i −i −i −i −i −i i −i

−i −1 1 j 1 1 j −k −1 j 1 −k j −1 −1

j −i j i −i j −i i j −i j j i i j

−i 1 −1 j −1 1 j −1 1 j 1 −1 j −k −k

i i −i −i j −i −i i −i i −i −i j −i −i

−i 1 −k j −k −1 j 1 1 j −1 1 j −1 −1

−i i i −i −i i i −i i j i i i j i


(9.5)
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9.3 Inflation of folded modified Lee sequences of
length n = p+1

2

When a modified Lee sequence of length n satisfies the conditions of Construction

(8.4), that is, n = p+1
2 , for p a prime number and p ≡ 3 (mod 4), we fold this

sequence into an array of size n
2 × 2 and then we inflate this array, into a perfect

array of size n
2 p× 2p, over the basic quaternions by Construction (8.4). And so,

we have the following theorem.

Theorem 9.4. If S is a modified Lee sequence of length n, where n = p+1
2 , with p a prime

number and p ≡ 3 (mod 4), then, there exists a perfect array of size n
2 p× 2p, over the

basic quaternions.

Example 9.2. The modified Lee sequence S = (j, i, 1,−i, 1, i) is folded into the perfect

array

A =

 j 1 1

−i i i

T

(9.6)

of size 2 × 3, which can be inflated into a perfect array of size 33 × 22. Since 11 ≡

3 (mod 4) and 11−1
2 = 2 × 3, there are 6 inflation arrays of size 11 × 11. We use

Construction (8.4) to produce the perfect array of size 33× 22. See next page.
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

k 1 k 1 j 1 k −1 k 1 k −1 j −1 j 1 j −1 k −1 j −1

−i −i 1 1 −i −i −1 i i i −1 −1 −i 1 −1 i 1 1 1 −i i −1

−1 −1 −i −1 −i −i 1 i i −i i 1 −1 i 1 −i −1 1 −i 1 1 i

j i j i −k −1 −k 1 −k −i j −i −k i j −i j −1 −k −1 j 1

−i 1 −1 i −i i 1 −1 1 −i i −1 −1 1 i −i −i i −1 1 1 −i

1 −i −1 −i −1 −i −1 i 1 −1 i i 1 1 −i −1 i 1 −i 1 −i i

j i k −1 j 1 k −1 k −1 j i k −i k −i k −i j i j 1

i i −i −1 1 1 −1 i −i −i 1 1 −i i −1 1 −1 −i i −i 1 −1

−1 −1 1 −i −1 −i −i i −i −i i 1 1 1 1 −1 −i i i i −1 1

j −i −k i j −i j −1 j i −k −i −k −1 −k −1 j i −k 1 j 1

i 1 −i i −1 −i −i −i 1 −1 i 1 1 −i −i 1 1 i −1 −1 −1 i

−i −1 −i −1 i −1 −i 1 −i −1 −i 1 i 1 i −1 i 1 −i 1 i 1

j i −k −i −k −i −k 1 j −1 −k −i j −1 j i −k 1 j i j −1

i −i i 1 −1 i 1 −i −1 1 −i 1 1 i −1 −1 −i −1 −i −i 1 i

1 −1 −i −i −i −i i 1 −1 −1 −1 i −i i i −i 1 i 1 1 −1 1

j −i −k −1 j i j −1 −k −i j −i j 1 j i −k 1 −k −1 −k i

−i i 1 −i −1 −i −1 −i −1 i 1 −1 i i 1 1 −i −1 i 1 −i 1

−1 −i i −1 −1 −i −i 1 i −1 −i 1 −i 1 −1 −i 1 i 1 i 1 i

j −i k i k −1 k −i j −1 j i j i k 1 j −i k 1 k −1

i 1 1 1 1 −1 −i i i i −1 1 −1 −1 1 −i −1 −i −i i −i −i

1 −i −1 −1 1 −1 −i i −1 −i 1 i −i 1 −i −i −1 i i 1 i 1

j 1 j −i j −1 k −i j i k i k 1 j −1 k i k −1 k −i

−i −1 −i −1 i −1 −i 1 −i −1 −i 1 i 1 i −1 i 1 −i 1 i 1

1 −i i −1 −i −i 1 1 −i −i −1 i i i −1 −1 −i 1 −1 i 1 1

j −1 k −1 k −i j 1 k 1 k i k −i j i j −1 j −i k i

−i i i −i 1 i 1 1 −1 1 1 −1 −i −i −i −i i 1 −1 −1 −1 i

1 −1 1 −i i −1 −1 1 i −i −i i −1 1 1 −i −i 1 −1 i −i i

j −1 j −i j i −k i −k i −k −i j 1 −k −i j −1 j 1 −k −1

i −1 −1 −i −i 1 i −1 −i 1 −i 1 −1 −i 1 i 1 i 1 i −1 −i

−1 −i i −i 1 −1 i i −i −1 1 1 −1 i −i −i 1 1 −i i −1 1

j −1 j 1 k i j i k −i k i j −1 k −1 k 1 k −i j −i

−i −i −1 i i 1 i 1 1 −i −1 −1 1 −1 −i i −1 −i 1 i −i 1

−1 −i −i −i 1 −1 i 1 1 −i −i 1 1 i −1 −1 −1 i i 1 −i i


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CHAPTER

10

PERFECT M-DIMENSIONAL

ARRAYS WITH A RECURSIVE

AUTOCORRELATION FUNCTION

ANTWEILER et al [2] showed that the kronecker product of a perfect se-

quence with a two-dimensional aperiodic perfect array is also a perfect

array. Using this idea, they showed that perfect three and higher dimensional

arrays can be produced. Following on from their work, we construct new ar-

rays by combining a finite sequence S of length n0 with specially selected shifts

of a finite (m− 1)-dimensional array A of size n1 × · · · × nm−1, in particular, we

modify the construction in [2] by (1) using a new shift of A for each multiplica-
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tion by an element of S and (2) with not necessarily all shifts of A involved. The

autocorrelation function of the new m-dimensional array is the product of the

autocorrelation functions of the sequence S and the array A. So, if the seed se-

quence and array have perfect autocorrelation, then the newly constructed array

also has perfect autocorrelation. We generalise our construction to the use of any

sequence whose length is any multiple of LCM(n1
d1

, . . . , nm−1
dm−1

), where each di is any

chosen divisor of ni ( in the case, where each di = ni, the diagonal construction

is obtained). There need be no bound on the length of the seed sequence, since,

while there is very likely to be a bound of n2 on the length of perfect sequen-

ces over the n-roots of unity, there also exist several types of sequences over real

numbers, complex numbers, and recently quaternions, which are perfect and of

unbounded lengths. There are also arrays, over 4 roots of unity, of unbounded

sizes, constructed by Arasu and de Launey [4], that can be used in our construc-

tion. A generalisation in a different direction is given by S. Blake et al in [15] (to

appear). In that construction, they generalise the construction of Antweiler et al

in [2] by rotating a number of columns at a time, rather than a single column.

10.1 Multi-dimensional arrays

We recall the basic definitions regarding multi-dimensional arrays. Given a finite

m-dimensional array A = {a(i0, i1, . . . , im−1)}, where 0 ≤ ij ≤ nj− 1 and 0 ≤ j ≤

m− 1, over an alphabetA, the shift of the array A by the m-tuple (j0, j1, . . . , jm−1)

is A(j0,j1,...,jm−1) = {a(i0 + j0, i1 + j1, . . . , im−1 + jm−1)}, where indices are calculated

modulo nj, for 0 ≤ j ≤ m − 1. The periodic (j0, j1, . . . , jm−1)-autocorrelation

value of A is defined as follows:

ACA(j0, j1, . . . , jm−1) = ∑n0−1
i0=0 ∑n1−1

i1=0 · · ·∑
nm−1−1
im−1=0 a(i0, i1, . . . im−1)a∗(i0 + j0, i1 + j1, . . . , im−1 + jm−1),

(10.1)
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where (j0, j1 . . . , jm−1) ∈ Zn0×Zn1× . . . ,×Znm−1 and Zni denotes the group of in-

tegers under addition modulo ni. The star means conjugation in those alphabets

where it makes sense to conjugate. The function ACA is called the autocorrelation

function of A.

The autocorrelation value ACA(j0, j1, . . . , jm−1), that is, the inner product between

the array A and the array A shifted by (j0, j1, . . . , jm−1), is sometimes denoted by

A · A(j0,j1,...,jm−1). (10.2)

The autocorrelation value ACA(0, . . . , 0) is called the peak-value and all the other

autocorrelation values are called off-peak values. We say the array A has con-

stant off-peak autocorrelation, if all the off-peak autocorrelation values of A are

equal. In particular, we say the array A is perfect, if all the off-peak autocorrela-

tion values of A are zero.

10.2 Orbit of a multi-dimensional array

Definition 10.1. Orbit of an array.

Let A = {a(i0, i1, . . . , im−1)} be a m-dimensional array, where 0 ≤ ij ≤ nj − 1 and

0 ≤ j ≤ m− 1, over an alphabet A. Given an m-tuple P = (p0, . . . , pm−1) ∈ Zn0 ×

· · · ×Znm−1 , the set

O = {AiP|i = 0, 1, . . . }, (10.3)

of all the shifts of A determined by P, is finite and is called an orbit of A, where A0P = A.

The minimum value n 6= 0 for which AnP = A, is called the order of the orbit O.

Henceforth, we will denote iP also by Pi.

In the following lemma, we present a formula to find the size of the orbit O =
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{AiP|i = 0, 1, . . . } of the array A.

Lemma 10.1. Given a finite m-dimensional array {a(i0, i1, . . . , im−1)}, where 0 ≤ ij ≤

nj − 1 and 0 ≤ j ≤ m − 1, over the set A, and the m-tuple P = (p0, . . . , pm−1) ∈

Zn0 × · · · ×Znm−1 , then the order of the orbit O = {APi |i = 0, 1, . . . }, is the least

common multiple of r0, . . . , rm−1, where rj is the order of pj in Znj , that is,

|O| = LCM(r0, . . . , rm−1). (10.4)

Proof. The indices of the array A can be understood as the m-tuples in the direct

product Zn0×· · ·×Znm−1 . Then, finding the order of the orbitO is translated into

finding the order of the subgroup 〈(p0, . . . , pm−1)〉 of the group Zn0 × · · · ×Znm−1

under component-wise addition, which is exactly LCM(r0, . . . , rm−1).

10.3 Invariance property

As for a sequence, a property of finite arrays is the invariance of the autocorre-

lation values under any shift, that is, an array and all its shifts share the same

autocorrelation values, as shown in the following lemma.

Lemma 10.2. Let A = {a(i0, . . . , im−1)} be an m-dimensional array, where 0 ≤ ij ≤

nj − 1 and 0 ≤ j ≤ m− 1, over an alphabet A. For any m-tuples (j0, j1, . . . , jm−1) and

(k0, k1, . . . , km−1) ∈ Zn0 ×Zn1 × · · · ×Znm−1 , we have

ACA(k0, k1, . . . , km−1) = ACA(j0,j1,...,jm−1)(k0, k1, . . . , km−1). (10.5)

Proof. For the sake of simplicity, let J and K denote the m-tuples (j0, j1, . . . , jm−1)

and (k0, k1, . . . , km−1), respectively. Let σjk : Znk → Znk , be the bijection that sends
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ik into (ik + jk) mod(nk) , that is,

ik 7→ (ik + jk) mod(nk), (10.6)

and let σJ : Zn0 × · · · ×Znm−1 → Zn0 × · · · ×Znm−1 be the bijection that sends

(i0, . . . , im−1) to (σj0(i0), . . . , σjm−1(im−1)), that is,

(i0, . . . , im−1) 7→ (σj0(i0), . . . , σjm−1(im−1)). (10.7)

With this notation, the array AJ can be thought of as {a(σJ(i0, . . . , im−1))}. There-

fore

ACAJ (k0, . . . , km−1) =
n0−1

∑
i0=0

n1−1

∑
i1=1
· · ·

nm−1−1

∑
im−1=0

a(σJ(i0, . . . , im−1))a(σK ◦σJ(i0, . . . , im−1)).

(10.8)

Since the bijection σJ ranges all over Zn0 × · · · ×Znm−1 , we have

ACAJ (k0, . . . , km−1) = ∑n0−1
i0=0 ∑n1−1

i1=1 · · ·∑
nm−1−1
im−1=0 a(i0, . . . , im−1)a(σK(i0, . . . , im−1))

= ACA(k0, k1, . . . , km−1).

(10.9)

As required.

10.4 Multi-dimensional arrays with a recursive auto-
correlation function

In this section, we present a construction of m-dimensional arrays with recursive

autocorrelation function. This construction takes an (m − 1)-dimensional array

A over any alphabet of complex numbers, an orbit of A of size n0 and a sequence
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S of length n0 over any alphabet of complex numbers, and we produce an m-

dimensional array with a recursive autocorrelation function.

Construction 10.1.

Let A = {a(i1, . . . , im−1)} be an (m− 1)-dimensional array over any alphabet of com-

plex numbers A, where 0 ≤ ik ≤ nk − 1 and 1 ≤ k ≤ m− 1. Let

O = {AP0 , AP1 , . . . , APn0−1}, (10.10)

be the orbit of A of order, say n0, where Pi = iP and P = (p1, . . . , pm−1) ∈ Zn0 × · · · ×

Znm−1 . Let S = {s0, . . . , sn0−1} be a sequence of length, say n0, over any alphabet of

complex numbers S . We construct an m-dimensional array

B = {b(i0, . . . , im−1)}, (10.11)

where 0 ≤ ij ≤ nj − 1 for 0 ≤ j ≤ m− 1, from A and S by using the orbit O of A, as

follows

B =
{

s0AP0 , s1AP1 , . . . , sn0−1APn0−1
}

, (10.12)

where Pi means iP, for i = 0, . . . , n0 − 1 and AP0 = A.

10.5 Shift of the newly constructed array B

We now describe a general shift of the newly constructed array B, in preparation

for calculating the autocorrelation value of B for that shift, in Theorem (10.1)

Lemma 10.3. For each m-tuple (j, k1, k2, . . . , km−1) ∈ Zn0 ×Zn1 × · · · ×Znm−1 and

K = (k1, . . . , km−1), the array B shifted by (j, k1, k2, . . . , km−1) is

B(j,k1,...,km−1) =

{
sj

(
APj
)K

, sj+1

(
APj+1

)K
, . . . , sj+n−1

(
APj+n−1

)K
}

. (10.13)
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Proof. The array B in Equation (10.12) contains n0 sub-arrays of dimension (m−

1), namely s0AP0 , s1AP1 , . . . , and sn0−1APn0−1 . The number j moves the position of

the these (m − 1)-dimensional sub-arrays within B, namely sj APj , sj+1APj+1 , . . . ,

and sj+n0−1APj+n0−1 . The tuple (k1, . . . , km−1) shifts independently every (m− 1)-

dimensional sub-array, producing

sj

(
APj
)K

, sj+1

(
APj+1

)K
, . . . , sj+n−1

(
APj+n−1

)K
, (10.14)

where the expression sl
(

APl
)K

means: shift A by Pl = l(p1, . . . , pm−1), then by

K = (k1, . . . , km−1) and finally multiply it by the constant sl, for l = j, j+ 1, . . . , j+

n− 1.

10.6 Autocorrelation of the newly constructed array
B

We now describe the autocorrelation function of the array B, by a recursive for-

mula.

Theorem 10.1. For all (j, k1, k2, . . . , km−1) ∈ Zn0 ×Zn1 × · · · ×Znm−1 and Pj = jP,

the m-dimensional array B of Equation (10.12), has autocorrelation

ACB(j, k1, . . . km−1) = ACS(j)ACA((k1, . . . , kn−1) + Pj). (10.15)

Proof. For the shift (j, k1, k2, . . . , km−1) ∈ Zn0 ×Zn1 × · · · ×Znm−1 , the

(j, k1, . . . , km−1)-autocorrelation value, ACB(j, k1, . . . , km−1), of B is computed as

follows:
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ACB(j, k1, . . . , km−1) = B · B(j,k1,...,km−1). (10.16)

Now, from Lemma 10.2, Equation (10.16), becomes

{
s0 AP0 , s1 AP1 , . . . , sn0−1 APn0−1

}
·
{

sj

(
APj
)K

, sj+1

(
APj+1

)K
, . . . , sj+n0−1

(
APj+n0−1

)K
}

=

{
s0 AP0 , s1 AP1 , . . . , sn0−1 APn0−1

}
·
{

sj
(

AP0
)Pj+K

, sj+1
(

AP1
)Pj+K

, . . . , sj+n0−1

(
APn0−1

)Pj+K
}

=

s0s∗j
[

AP0 ·
(

AP0
)Pj+K

]
+ s1s∗j+1

[
AP1 ·

(
AP1
)Pj+K

]
+ · · ·+ sn0−1s∗j+n0−1

[
APn0−1 ·

(
APn0−1

)Pj+K
]

.

(10.17)

From Lemma 10.3, Equation 10.17, becomes

s0s∗j
[

AP0 ·
(

AP0
)Pj+K

]
+ s1s∗j+1

[
AP0 ·

(
AP0
)Pj+K

]
+ · · ·+ sn0−1s∗j+n0−1

[
AP0 ·

(
AP0
)Pj+K

]
=

(
s0s∗j + s1s∗1+j + · · ·+ sn0−1s∗j+n0−1

) [
AP0 ·

(
AP0
)Pj+K

]
=

(
s0s∗j + s1s∗1+j + · · ·+ sn0−1s∗j+n0−1

) [
A · APj+K

]
=

ACS(j)ACA(K + Pj) =

ACS(j)ACA((k1, . . . , km−1) + Pj).

(10.18)

As required.

Corollary 10.1. If the array A and sequence S in the construction are both perfect, then

the m-dimensional array B of Equation (10.12) is also perfect.

Proof. If S and A are perfect, then it follows from Equation (10.15) that all the
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off-peak autocorrelation values of B are zero.

In Construction (10.1), we have taken some selected shifts of A to produce the

array B, namely we have taken those shifts of A in the orbit O. In particular,

when A is also a sequence of length n0, we use P = n0 − 1 to produce the orbit

O = {A, An0−1, . . . , A2, A1}, and so, our construction includes the folklore or

diagonal construction of product of sequences as in the following example.

Example 10.1. We use the perfect sequence S = (1, i,−1, i) and P = 3, to get the four

elements orbit O = {S, S1, S2, S3}. We use the perfect sequence U = (1, 1, 1,−1) and

the orbit O to produce the perfect two-dimensional array

A =

 1



1

i

−1

i


1



i

1

i

−1


1



−1

i

1

i


−1



i

−1

i

1



 =


1 i −1 −i

i 1 i 1

−1 i 1 −i

i −1 i −1


(10.19)

A more general case is presented in the next example.

Example 10.2. We use the perfect array

A =

 1 i −1 i

−i −1 i −1


T

(10.20)
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and P = (3, 1) to obtain the size 4 orbit

O = {A, A(3,1), A(0,2), A(3,3)}

=





1 −i

i −1

−1 i

i −1


,



−1 i

−i 1

−1 i

i −1


,



−1 i

i −1

1 −i

i −1


,



−1 i

i −1

−1 i

−i 1




(10.21)

of A. Then, we use the perfect sequence S = {1, i,−1, i} of length 4 and the size 4 orbit

O in Equation (10.21) to produce the perfect 3-dimensional array B of size 4× 4× 2

B =


1



1 −i

i −1

−1 i

i −1


, i



−1 i

−i 1

−1 i

i −1


,−1



−1 i

i −1

1 −i

i −1


, i



−1 i

i −1

−1 i

−i 1





=





1 −i

i −1

−1 i

i −1


,



−i −1

1 i

−i −1

−1 −i


,



1 −i

−i 1

−1 i

−i 1


,



−i −1

−1 −i

−i −1

1 i




(10.22)
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We now introduce a generalisation of our construction, which allows the length

of S to be any multiple of the size of the orbit O.

Theorem 10.2. If the sequence S of length n0 in our construction in Equation (10.12) is

replaced by a sequence T = {t0, . . . , tkn0−1} of length kn0, then for all (j, k1, k2, . . . , km−1)

in Zkn0 ×Zn1 × · · · ×Znm−1 , the m-dimensional array B, equal to,

{t0AP0 , . . . , tn0−1APn0−1 , tn0 AP0 , . . . , t2n0−1APn0−1 , . . . , t(k−1)n0
AP0 , . . . , tkn0−1APn0−1},

(10.23)

has autocorrelation

ACB(j, k1, . . . km−1) = ACT(j)ACA((k1, . . . , kn−1) + Pj). (10.24)

We omit the proof since it is a replica of the proof of Theorem (10.1).

Example 10.3. We use a perfect 6× 6 array over 4 roots of unity, constructed by the

algorithm of Arasu and de Launey in [4], namely

A =



−1 i −1 −i −1 −i

i −1 −i 1 −i 1

−1 −i −1 i −1 −i

−i −1 −i 1 i 1

1 −i 1 −i 1 i

−i −1 i 1 −i 1


(10.25)

and the step P = (3, 3) to produce the orbit
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O = {A, A(3,3)}

=





−1 i −1 −i −1 −i

i −1 −i 1 −i 1

−1 −i −1 i −1 −i

−i −1 −i 1 i 1

1 −i 1 −i 1 i

−i −1 i 1 −i 1



,



1 i 1 −i −1 −i

−i 1 i 1 −i 1

1 −i 1 −i −1 i

−i −1 −i −1 i −1

1 −i 1 i −1 −i

i −1 −i −1 −i −1





(10.26)

We now use the perfect sequence (1, i,−1, i) and the orbitO twice, to produce the perfect

6× 6× 4

B =





−1 i −1 −i −1 −i

i −1 −i 1 −i 1

−1 −i −1 i −1 −i

−i −1 −i 1 i 1

1 −i 1 −i 1 i

−i −1 i 1 −i 1



,



−i −1 −i 1 −i 1

1 i −1 i 1 −i

i 1 i −1 i 1

−1 i 1 i 1 −i

−i 1 −i 1 −i −1

1 i 1 i −1 −i



,



1 −i 1 i 1 i

−i 1 i −1 i −1

1 i 1 −i 1 i

i 1 i −1 −i −1

−1 i −1 i −1 −i

i 1 −i −1 i −1



,



−i −1 −i 1 −i 1

1 i −1 i 1 −i

i 1 i −1 i 1

−1 i 1 i 1 −i

−i 1 −i 1 −i −1

1 i 1 i −1 −i





(10.27)

Example 10.4. Let w = 1
2 + i

√
3

2 , a sixth primitive root of unity. We use the perfect
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2-dimensional array

A =

 1 w 1 −1 w4 −1

1 1 w2 1 1 w2


T

(10.28)

and P = (3, 1) to produce the size 2 orbit

O = {A, A(3,1)}

=





1 1

w 1

1 w2

−1 1

w4 1

−1 w2


,



1 −1

1 −w

w2 −1

1 1

1 w

w2 1





(10.29)

of A. Now, we use the perfect sequence T = {1, 1, 1,−1} of length 4 and the orbit O of

size 2, to produce the perfect 3-dimensional array B of size 4× 6× 2, namely

B =





1 1

w 1

1 w2

−1 1

w4 1

−1 w2


,



1 −1

1 −w

w2 −1

1 1

1 w

w2 1


,



1 1

w 1

1 w2

−1 1

w4 1

−1 w2


,



−1 1

−1 w

w5 1

−1 −1

−1 w4

w5 −1




(10.30)

by repeating the orbit O and using Theorem (10.2).
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CHAPTER

11

CONCLUSION

IN this research we studied the existence of perfect sequences and arrays over

complex numbers and quaternions. We answered the question posed by Kuz-

netsov and Hall: Are there perfect sequences of unbounded lengths over the

double-tetrahedron group H24 = {±1,±i,±j,±k, ±1±i±j±k
2 }? The author and

Hall worked on this problem and found a family of perfect sequences of un-

bounded lengths over H8 = {±1,±i,±j,±k}. The author also posed and an-

swered affirmatively the question: Are there perfect arrays of unbounded sizes

over the group H8?
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11.1 Summary of Contributions

In this research we

1. Proved the existence of infinitely many perfect sequences over the basic

quaternions {±1,±i,±j,±k}, namely for lengths m = pa + 1 ≡ 2 (mod 4),

where p is a prime number and a > 0. We also showed a construction to

produce these sequecences.

2. Proved the existence of Infinitely many perfect sequences of odd length

over the alphabets {±1,±i, 1+i
2 } and {±1 ± i, j}, namely for lengths m

2 ,

where m = pa + 1 ≡ 2 (mod 4), p is a prime number and a > 0. We also

showed a construction to produce these sequences.

3. Proved that every sequence S of even length m = 2n, with n ∈N, over the

alphabet of complex numbers C and palindromic about the centres a0 = 0

and an, can be converted into a sequence over the quaternions by changing

a0 = 0 to the basic quaternion j, preserving the off-peak values.

4. Proved that every sequence S of even length m = 2n, with n ∈N, over the

alphabet of complex numbers C and palindromic about the centres a0 = 0

and an = 0, can be converted into a sequence over the quaternions by

changing a0 = 0 and an = 0 to the basic quaternions j and k, respectively,

preserving the off-peak values.

5. Proved that every sequence S of even length m = 2n + 1, with n ∈ N,

over the alphabet of complex numbers C and palindromic about the centre

a0 = 0, can be converted into a sequence over the quaternions by changing

a0 = 0 to the basic quaternion j, preserving the off-peak values.

6. Proved that every sequence S of even length m = 2n, with n ∈ N, over

the alphabet {a + ib + jc | a, b, c ∈ R} and palindromic about the centres

s0 = a0 + b0i + c0 j and sn, can be converted into another sequence over the

quaternions by changing s0 to s0 + d0k, with d ∈ R, preserving the off-peak
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values.

7. Proved that every sequence S of odd length m = 2n + 1, with n ∈ N, over

the alphabet {a + ib + jc | a, b, c ∈ R} and palindromic about the centre

s0 = a0 + b0i + c0 j, can be converted into a sequence over the quaternions

by changing s0 to s0 + dk, with d ∈ R, preserving the off-peak values.

8. Modified the Arasu and de Launey inflation of perfect quaternary arrays

construction, for arrays of sizes mn = p + 1, where p is a prime number, to

inflate perfect arrays over the basic quaternions of size mn = p + 1, where

p is a prime number.

9. Modified the Arasu and de Launey inflation of perfect quaternary arrays

construction, for arrays of sizes mn = p+1
2 , where p is a prime number and

p ≡ 3 (mod 4), to inflate perfect arrays over the basic quaternions of size

mn = p+1
2 , where p is a prime number and p ≡ 3 (mod 4).

10. Proved the existence of perfect arrays over the basic quaternions of sizes

426× 426, (1, 490)× (2, 235), (31, 922)× (47, 883), (154, 617, 126)× (154, 617,

126) and (9, 923, 845, 510)× (14, 885, 768, 265).

11. Proved the existence of infinitely many perfect arrays over the basic qua-

ternions, namely for sizes 2p × np, where m = 2n = p + 1 ≡ 2 (mod 4),

and p is a prime number. We also showed a construction to produce these

arrays.

12. Constructed new arrays by combining a finite sequence S of length n0

with special selected shifts of a finite (m− 1)-dimensional array A of size

n1 × · · · × nm−1 by (1) using a new shift of A for each multiplication by

an element of S and (2) with not necessarily all shifts of A involved. The

autocorrelation function of the new m-dimensional array is the product

of the autocorrelation functions of the sequence S and the array A. So, if

the seed sequence and array have perfect autocorrelation, then the newly

constructed array also has perfect autocorrelation.
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13. Generalised our construction in 12, to the use of any sequence whose length

is any multiple of LCM(n1
d1

, . . . , nm−1
dm−1

), where each di is any chosen divisor

of ni ( in the case, where each di = ni, the diagonal construction is ob-

tained).

11.2 Future Research

For future research we will

1. Look for alternative constructions of perfect sequences and arrays over the

basic quaternions that produce sequences and/or arrays of different sizes

to those obtained in this research.

2. Study relative difference sets of quaternion groups in order to look for per-

fect arrays over the basic quaternions.
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