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## Abstract

Design of experiments is a useful and practical branch of statistics. One often needs to predict a relationship between any phenomenon (or, response) and the causes (often, called as the predictors) for that phenomenon. Experimental design involves not only the selection of suitable predictors and outcomes, but planning the delivery of the experiment under statistically optimal conditions given the constraints of available resources.

In this thesis, I have worked in four areas of design of experiments namely, (i) choice designs, (ii) supersaturated designs, (iii) covering designs (or, coverings), and (iv) pseudo generalized Youden designs.
(i) Choice designs: Choice experiments mirror real-world situations closely and help manufacturers, service-providers, policy-makers and other researchers in taking business decisions on the characteristics of their products and services based on the perceived utility. In a paired choice experiment, several pairs of options are shown to respondents. The respondents are asked to give their preference among the many options for each of the choice sets shown to them. In order to conduct an experiment, a choice design is customarily used to efficiently estimate the parameters of interest which essentially consist of either the main effects only or the main plus two-factor interaction effects of the attributes. For two-level paired choice experiments, we have obtained a simple form of the information matrix of a choice design for estimating the main effects, and provided $D$ - and $M S$-optimal paired choice designs with distinct choice sets under the main effects model for any number of choice sets. It is also shown that the optimal designs under the main effects model are also optimal under the broader main effects model. We found that optimal choice designs with a choice set size two often outperform their counterparts with larger choice set sizes.

Traditionally, while using designs for discrete choice experiments, every respondent is shown the same collection of choice pairs (that is, the choice design). Also, as the
attributes and/or the number of levels under each attribute increases, the number of choice pairs in an optimal paired choice design increases rapidly. Moreover, in the literature under the utility-neutral setup, random subsets of the theoretically obtained optimal designs are often allocated to respondents. The question therefore is whether one can do better than a random allocation of subsets. To address these concerns, in the linear paired comparison model (or, equivalently the multinomial logit model), we first incorporate the fixed respondent effects (also referred to as the block effects) and then obtain optimal designs for the parameters of interest. Our approach is simple and theoretically tractable, unlike other approaches which are algorithmic in nature. We present several constructions of optimal block designs for estimating main effects or main plus two-factor interaction effects. Our results show when and how an optimal design for the model without blocks can be split into blocks so as to retain the optimality properties under the block model. For paired choice designs, two new construction methods are also proposed for the estimation of the main effects. These designs require about $30-50 \%$ fewer choice pairs than the existing designs and at the same time have reasonable high $D$-efficiencies for the estimation of the main effects.

Considering all factors at 3 levels each, and for paired choice designs, we have also obtained a sharper lower bound to the $A$ - and $D$-values for estimating the main effects under the utility-neutral multinomial logit model. New $A$ - and $D$-optimal (and efficient) designs are also provided. Considering three-level paired choice designs for estimating all the main effects and two-factor interaction effects under the utility-neutral multinomial logit model, we have provided a general technique involving generators to reduce the number of choice pairs in a $D$-optimal design. Generators are identified allowing significant reduction in the total number of choice pairs for $D$-optimal designs.

For two-level choice experiments with $k$ factors, we consider a model involving the main plus all two-factor interaction effects with our interest lying in the estimation of the main effects and a specified set of two-factor interaction effects. The two-factor interaction effects of interest are either (i) one factor interacting with each of the remaining $n-1$ factors or (ii) each of the two factors interacting with each of the remaining $n-2$ factors. For the two models, we first characterized the information matrix and then constructed universally optimal choice designs for choice set sizes 3 and 4 .

Several author-groups have contributed to the theoretical development of discrete
choice experiments and for finding optimal choice designs under the multinomial logit model. The author-groups Street-Burgess and Huber-Zwerina have adopted different approaches and used seemingly different information matrices under the multinomial logit model. The information matrix plays a crucial role for finding optimal designs in both approaches. Since the expressions for the relevant matrices look very different and it is not obvious how the two approaches are related, this has given rise to some confusion in the literature. We resolve this confusion by showing, in general, how the information matrices under the two approaches are related. There have also been some confusion regarding the inference parameters expressed as linear functions of the utility parameter vector $\tau$. We theoretically establish a unified approach to discrete choice experiments and introduce the general inference problem in terms of a simple linear function of $\tau$. This allows us to show that the commonly used effects coding under the $A$-criterion for the non-singular full-rank inference problem inherently attaches unequal importance to the elementary contrasts of attribute levels. On the contrary, we see that the orthonormal coding leads to attaching equal importance to the elementary contrasts of attribute levels. However, for a singular full-rank inference problem involving the full set of effects-coded parameters, we show that the orthonormal coding provides an equivalent approach to obtain $A$-optimal designs.
(ii) Supersaturated designs: Supersaturated designs are useful for factor screening experiments under the factor sparsity assumption that only a small number of factors are active. The popular $E\left(s^{2}\right)$-criterion for choosing two-level supersaturated designs minimizes the sum of squares of the entries of the information matrix over the designs in which the two levels of each factor appear equal number of times. Recently Jones and Majumdar (2014) proposed the $U E\left(s^{2}\right)$-criterion which is essentially the same as the $E\left(s^{2}\right)$-criterion except that the requirement of factor-level-balance is dropped. Since this requirement is bypassed, usually there are many $U E\left(s^{2}\right)$-optimal designs with diverse characteristics and performances. It is necessary to choose better designs from them. We proposed additional criteria and provided constructions for superior $U E\left(s^{2}\right)$-optimal designs having good projection properties. Usually $E\left(s^{2}\right)$-optimal designs are difficult to construct, whereas our construction methods of superior $U E\left(s^{2}\right)$-optimal designs are simple and systematic. We also identified several families of designs that are both $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-optimal.
(iii) Coverings: A $t$ - $(v, k, \lambda)$ covering is a collection of $k$-element subsets, called
blocks, of a $v$-set of points such that each $t$-subset of points occurs in at least $\lambda$ blocks. If each $t$-subset of points occurs in exactly $\lambda$ blocks the covering is a $t-(v, k, \lambda)$ design. Fisher's inequality famously states that every $2-(v, k, \lambda)$ design has at least $v$ blocks. In 1975 Ray-Chaudhuri and Wilson generalised this result to higher $t$ by showing that every $t-(v, k, \lambda)$ design has at least $\binom{v}{\lfloor t / 2\rfloor}$ blocks, and Wilson gave a streamlined proof of this result in 1982. Horsley (2017) adapted a well-known proof of Fishers inequality to produce a new lower bound on the number of blocks in some $2-(v, k, \lambda)$ coverings. In this thesis, we have shown how ideas from these papers can be combined to obtain improved lower bounds on the number of blocks in $t-(v, k, \lambda)$ coverings for $t>2$. We have also identified some infinite families of parameter sets where our bound exists and is an improvement over the best available lower bounds. We also found an infinite family where our bound is tight, that is, there exists a $t-(v, k, \lambda)$ covering attaining our bound.
(iv) Pseudo generalized Youden designs: Sixty years ago, Kiefer (1958) introduced generalized Youden designs (GYDs) for eliminating heterogeneity in two directions. A GYD is a row-column design whose $k$ rows form a balanced block design (BBD) and whose $b$ columns do likewise. Later Cheng (1981b) introduced pseudo Youden designs (PYDs) in which $k=b$ and where the $k$ rows and the $b$ columns, considered together as blocks, form a BBD. Kiefer (1975b) proved a number of results on the optimality of GYDs. A PYD has the same optimality properties as a GYD. In this thesis, we have introduced and investigated pseudo generalized Youden designs (PGYDs) which generalise both GYDs and PYDs. A PGYD is a row-column design where the $k$ rows and $b$ columns, considered together as blocks, form an equireplicate generalized binary variance balanced design. Every GYD is a PGYD and a PYD is exactly a PGYD with $k=b$. We have shown, however, that there are situations where a PGYD exists but neither a GYD nor a PYD does. We also obtained necessary conditions, in terms of $v, k$ and $b$, for the existence of a PGYD. Using these conditions, we provided an exhaustive list of parameter sets satisfying $v \leqslant 25, k \leqslant 50, b \leqslant 50$ for which a PGYD exists. We constructed families of PGYDs using patchwork methods based on affine planes.
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## Chapter 1

## Introduction

### 1.1 Motivation and Background

Design of experiments is a useful and practical branch of statistics. One often needs to predict a relationship between any phenomenon (or, response) and the causes (often, called the predictors) for that phenomenon. Design of experiments helps in such prediction. Experimental design involves not only the selection of suitable predictors and outcomes, but planning the delivery of the experiment under statistically optimal conditions given the constraints of available resources.

The experiments with only one predictor variable at various discrete levels are commonly known as block designs. Block designs consist of many blocks in which predictor variables are replicated appropriately to achieve the desired precision of the experiment. Typically, blocking is done using a blocking factor which controls the variability that is not of primary interest to the experimenter. For example, in an experiment involving prediction of marks of students of class X , the gender of students can be treated as a blocking factor.

If an experiment, however, involves many predictor variables each with discrete possible values or "levels", then it is termed as a factorial experiment and the design layout is known as a factorial design. Such an experiment allows the investigator to study the effect of each predictor (or, factor) on the response variable, as well as the effects of interactions between factors on the response variable. For the vast majority of factorial experiments, each factor has only two or three levels.

Correctly designed experiments help in gaining better knowledge in many practical
fields like nature sciences, social sciences, engineering, marketing, policy making, etc.
In this report, we discuss some open problems in four areas of design of experiments namely, (i) choice designs, (ii) supersaturated designs, (iii) covering designs (or, coverings), and (iv) pseudo generalized Youden designs.

### 1.1.1 Choice Designs

Choice experiments are widely used in marketing, transport, environmental resource economics and public welfare analysis. They mirror real-world situations closely and help manufacturers, service-providers, policy-makers and other researchers in taking business decisions on the characteristics of their products and services based on the perceived utility.

A choice experiment consists of $N$ choice sets, each containing $m$ options. A respondent is shown each of the choice sets in turn and is asked for the preferred option as per his or her perceived utility. Each option in a choice set is described by a set of $k$ attributes, where each attribute has two or more levels. We assume that there are no repeated options in a choice set. Furthermore, in this thesis, we consider that for a set of $k$ attributes, for $i=1, \ldots, k$, the $i$ th attribute has $v_{i}$ levels, $v_{i} \geq 2$. We represent the $v_{i}$ levels by $0, \ldots, v_{i}-1$, unless stated otherwise. Thus, there are a total of $\prod_{i} v_{i}$ options. It is ensured that respondents choose one of the options in each choice set. A choice design is a collection of choice sets that are employed in a choice experiment. Though choice designs may contain repeated choice sets, one may prefer that no two choice sets are repeated. For excellent reviews of designs for choice experiments, see Großmann and Schwabe (2015) and Street and Burgess (2012).

Huber and Zwerina (1996), following the seminal work of McFadden (1974), used a modelling approach to compare choice designs. Subsequently Street and Burgess (2007), using the approach of El-Helbawy and Bradley (1978), presented a comprehensive exposition of designs for choice experiments under the multinomial logit model. The model specifies the probability of an individual choosing one of the $m$ options from a choice set. For a paired choice design, for example, the multinomial logit model supposes that the probability of preferring option 1 over option 2 in the $i$ th choice pair is $\pi_{12 i}=e^{u_{1 i}} /\left(e^{u_{1 i}}+e^{u_{2 i}}\right)$, where $u_{1 i}$ and $u_{2 i}$ represent the systematic part of the utilities attached to the two options in the $i$ th choice pair. Similarly $\pi_{21 i}=1-\pi_{12 i}$ is the probability that option 2 is preferred
over option 1. It follows that for the $i$ th choice pair, the choice probabilities depend only on the utility difference $u_{1 i}-u_{2 i}$. For a design $d$ with $N$ choice pairs, since options are described by $k$ factors, following Huber and Zwerina (1996), the utilities are modelled using the linear predictor $u_{j}=P_{j} \theta$, where $\theta$ is a vector representing the main effects, $P_{j}$ is an effects coded matrix for the $j$ th option, and $u_{j}=\left(u_{j i}\right)$ is an $N \times 1$ utility vector for the $j$ th option, $j=1,2 ; i=1, \ldots, N$. The utility difference $u_{1}-u_{2}=\left(P_{1}-P_{2}\right) \theta=X \theta$ is then a linear function of the parameter vector $\theta$. In what follows, we refer to $X$ as the design matrix of design $d$. Since multinomial logit choice models are non-linear in the parameters and the information matrix is a function of the parameters, a utility-neutral approach (that is, taking $\theta=0$ ) of finding the information matrix has been developed over the last two decades. Under such a utility-neutral multinomial logit model, the Fisher information matrix for a design $d$ is $(1 / 4) M_{d}$, where $M_{d}=X^{T} X$.

Simultaneously, Graßhoff et al. (2004) studied linear paired comparison designs which are analyzed under the linear paired comparison model. Here, the quantitative response $Z$ is the observed utility difference between the two options and is described by the model, $Z=U_{1}-U_{2}+\epsilon=\left(P_{1}-P_{2}\right) \theta+\epsilon=X \theta+\epsilon$, where $\epsilon$ is a random error vector. For a design $d$, the matrix $M_{d}$ is the information matrix under the linear paired comparison model. Although the linear paired comparison and the multinomial logit models follow different approaches, the information matrix for a choice design for $m=2$ under the latter with equal choice probability (Huber and Zwerina, 1996) is proportional to that under the former.

One objective of a choice experiment is to optimally or efficiently estimate the parameters of interest which essentially consist of either only the main effects or the main plus two-factor interaction effects of the $k$ attributes. As noted in Großmann and Schwabe (2015), most optimality results for choice designs are available for the $D$-criterion. A $D$-optimal design has the maximum determinant of the information matrix among all competing information matrices. $D$-criterion is invariant to reparameterizations or in other words, it does not depend on the coding of the attribute levels. Furthermore, Großmann and Schwabe (2015) observed that the paired choice designs that are optimal under the linear paired comparison model are also $D$-optimal under the multinomial logit model and vice versa.

Optimal designs have been obtained theoretically under the utility-neutral setup, for
example, see Graßhoff et al. (2003), Graßhoff et al. (2004), Street and Burgess (2007), Street and Burgess (2012), Demirkale, Donovan and Street (2013), Bush (2014), Großmann and Schwabe (2015) and Singh, Chai and Das (2015). We refer the reader to comprehensive reviews provided by Street and Burgess (2007) and Großmann and Schwabe (2015).

### 1.1.2 Supersaturated Designs

In an $n$-run factorial experiment involving $m$ two-level factors, for the general mean and all the main effects to be estimable, we must have $n \geqslant m+1$. A design is called supersaturated if $n<m+1$. Under the assumption that only a small number of factors are active (factor sparsity), a supersaturated design can provide considerable cost saving in factor screening. In supersaturated designs, as in factorial experiments, most of the results correspond to the situations where each of the factors has two levels. Each twolevel supersaturated design can be represented by an $n \times m$ matrix having entries 1 s and -1 s , with each column of $X_{d}$ corresponding to one factor and each row representing a factor-level combination. A factor is said to be level-balanced if the corresponding column of $X_{d}$ has the same numbers of 1 s and -1 s . This is possible only if $n$ is even. For an odd $n$, a factor is said to be nearly level-balanced if in the corresponding column the numbers of times 1 and -1 appear differ by one. Without loss of generality, we require that 1 appears $(n-1) / 2$ times and -1 appears $(n+1) / 2$ times. A design is said to be level-balanced (respectively, nearly level-balanced) if all the factors are levelbalanced (respectively, nearly level-balanced). Usually, under the main-effects model, one is interested in finding the best lower bounds for $E\left(s^{2}\right)$ (which is defined later and is a measure of non-orthogonality of the design) and then one is also interested in finding the designs which attain the lower bounds to $E\left(s^{2}\right)$. More details are given in Chapter 9 .

### 1.1.3 Coverings

An incidence structure is a pair $(V, \mathcal{B})$ where $V$ is a set of points and $\mathcal{B}$ is a collection of subsets of $V$ called blocks. For positive integers $t, v, k$ and $\lambda$ with $t<k<v$, a $t-(v, k, \lambda)$ covering is an incidence structure $(V, \mathcal{B})$ such that $|V|=v,|B|=k$ for all $B \in \mathcal{B}$, and each $t$-subset of $V$ is contained in at least $\lambda$ blocks in $\mathcal{B}$. If each $t$-subset of $V$ is contained
in exactly $\lambda$ blocks in $\mathcal{B}$, then $(V, \mathcal{B})$ is a $t-(v, k, \lambda)$ design. Usually we are interested in finding coverings with as few blocks as possible. The covering number $C_{\lambda}(v, k, t)$ is the minimum number of blocks in any $t-(v, k, \lambda)$ covering. The Schönheim bound for the covering number is given by

$$
C_{\lambda}(v, k, t) \geqslant L_{\lambda}(v, k, t) \quad \text { where } \quad L_{\lambda}(v, k, t)=\left\lceil\frac{v}{k}\left\lceil\frac{v-1}{k-1} \cdots\left\lceil\frac{v-t+2}{k-t+2}\left\lceil\frac{\lambda(v-t+1)}{k-t+1}\right\rceil\right\rceil \cdots\right\rceil\right\rceil .
$$

We are interested in improving lower bounds on covering numbers, wherever possible, and in constructing coverings attaining the improved lower bounds. More details are given in Chapter 10

### 1.1.4 Pseudo Generalized Youden Designs

A GYD is a row-column design whose $k$ rows form a balanced block design (BBD) and whose $b$ columns do likewise. Pseudo Youden designs (PYDs) are designs in which $k=b$ and where the $k$ rows and the $b$ columns, considered together as blocks, form a BBD. We introduce and investigate pseudo generalized Youden designs (PGYDs) which generalize both GYDs and PYDs. A PGYD is a row-column design where the $k$ rows and $b$ columns, considered together as blocks, form an equireplicate generalized binary variance balanced design. Every GYD is a PGYD and a PYD is exactly a PGYD with $k=b$. More details are given in Chapter 11 .

### 1.2 Outline of the Thesis

In this thesis, each chapter is independent in itself and therefore notations are consistent only throughout each chapter. Chapters $2 \sqrt{8}$ is a collection of work done in the area of choice experiments. All chapters except Chapter 6 and Chapter 8 are published or accepted in peer-reviewed journals. Chapter 6 has been submitted to Statistics $\& \mathcal{P}$ Probability Letters and Chapter 8 is an ongoing work. Chapter 9 is in the area of supersaturated designs. Chapter 10 and Chapter 11 are in the area of coverings and pseudo generalized Youden designs, respectively. Chapters $9-11$ are also published/accepted in peer-reviewed journals. Chapter 12 provides conclusions and future research in the areas I have covered in this thesis.

## Chapter 2

## Optimal two-level choice designs for any number of choice sets

This chapter is based on the following work:
Singh et al. (2015): Singh, Rakhi; Chai, Feng-Shun; Das, Ashish. Optimal two-level choice designs for any number of choice sets. Biometrika 102 (2015), no. 4, 967-973.

### 2.1 Introduction and preliminaries

In this chapter, we consider each attribute to be at two levels, -1 and 1 , leading to a total of $2^{k}$ options. Let $T_{i}=\left(t_{i 1}, \ldots, t_{i m}\right)$ denote the $i$ th choice set, where $t_{i \alpha}$ is the $\alpha$ th option in the $i$ th choice set $(i=1, \ldots, N ; \alpha=1, \ldots, m)$. The collection of all such choice sets $T_{i}$ is called a choice design $T$, with parameters $N, k$ and $m$. As in Street and Burgess (2007), under the multinomial model and equal choice probabilities, the information matrix for options of a choice design with $N$ choice sets is $\Lambda=\left(\Lambda_{(r, s)}\right)$, where

$$
m^{2} N \Lambda_{(r, s)}= \begin{cases}(m-1) n_{r}, & r=s \\ -n_{r, s}, & r \neq s\end{cases}
$$

with $r$ and $s$ the labels of the corresponding options, $n_{r}$ the number of times option label $r$ appears in the choice design and $n_{r, s}$ the number of times option labels $r$ and $s$ occur together in choice sets of the design.

We consider choice experiments where our interest is restricted to the main effects of the attributes. For a $2^{k}$ choice experiment, let $B$ represent the orthonormal contrast
matrix for the $k$ main effects and let $B_{(2)}$ represent the orthonormal contrast matrix for all the $k(k-1) / 2$ two-factor interactions. Then, in the main effects model with no interactions, the information matrix, also called the $C$-matrix, of the main effects is $C_{m}=B \Lambda B^{T}$. Similarly, in the broader main effects model, where all interactions that involve three or more factors are absent, the $C$-matrix of the main effects is

$$
\begin{equation*}
C_{m}^{(2)}=C_{m}-B \Lambda B_{(2)}^{T}\left(B_{(2)} \Lambda B_{(2)}^{T}\right)^{-} B_{(2)} \Lambda B^{T} . \tag{2.1}
\end{equation*}
$$

A choice design is connected if all the main effects are estimable under the main effects model, and this happens if and only if $C_{m}$ has rank $k$. In what follows, the class of all connected choice designs that involve $k$ two-level attributes and $N$ choice sets each of size $m$ is denoted by $\mathcal{D}_{N, k, m}$. For a choice design $T \in \mathcal{D}_{N, k, m}$, let $0<\gamma_{1} \leq \cdots \leq \gamma_{k}$ be the eigenvalues of $C_{m}$. Then, $T^{*} \in \mathcal{D}_{N, k, m}$ is said to be $A$-, $D$-, or $E$-optimal in $\mathcal{D}_{N, k, m}$ if, respectively, $\sum_{i=1}^{k} \gamma_{i}^{-1}, \prod_{i=1}^{k} \gamma_{i}^{-1}$, or $\gamma_{1}^{-1}$ is minimum for the design $T^{*}$. Furthermore, Eccleston and Hedayat (1974) introduced the $M S$-optimality criterion: $T^{*} \in \mathcal{D}_{N, k, m}$ is said to be $M S$-optimal in $\mathcal{D}_{N, k, m}$ if $\sum_{i=1}^{k} \gamma_{i}^{2}$ is minimum for the design $T^{*}$ among all designs $T \in \mathcal{D}_{N, k, m}$ having maximum $\sum_{i=1}^{k} \gamma_{i}$.

Graßhoff et al. (2004) and Demirkale et al. (2013) obtained $D$-optimal paired choice designs, which are also $A$-, $E$ - and $M S$-optimal, under the main effects model. Though their results are exhaustive, for two-level choice designs, their $C$-matrix is necessarily a scalar multiple of identity matrix, with $N$ being a multiple of 4. Graßhoff et al. (2004) also noted that under their setup the model of paired comparisons is equivalent to the weighing of $k$ objects in a chemical balance. Under the main effects model, we derive a simple form of the $C$-matrix in terms of the design matrix of the paired choice design. We see that even under a broader main effects model, there is a one-one correspondence between optimal paired choice designs and chemical balance weighing designs. Thus, by suitably modifying the constructions on the weighing designs, we construct new $D$ - and $M S$-optimal paired choice designs in $\mathcal{D}_{N, k, 2}$, for all $N$ under the broader main effects model. We also find that the optimal choice designs with $m=2$ often outperform their counterparts with $m>2$.

### 2.2 Information Matrix and $D$-optimal Designs

Let $m=2$. For the $i$ th choice set $T_{i}$, let $t_{i \alpha}=\left(t_{i \alpha}^{(1)} \cdots t_{i \alpha}^{(k)}\right)$ where $t_{i \alpha}^{(j)}$ represents the level of the $j$ th attribute in the $\alpha$ th option. For $\alpha=1,2$, define an $N \times k$ matrix $P_{\alpha}=\left(t_{i \alpha}^{(j)}\right)$ such that $\left\{P_{1}, P_{2}\right\}$ represent the paired choice design $T$. Also, let $X=\left(P_{1}-P_{2}\right) / 2$. Henceforth, we will refer to the matrix $X$ as the paired choice design matrix, or simply, the design matrix. Since $X$ is a matrix with elements $\pm 1$ and 0 , it is similar to a chemical balance weighing design matrix. We now present a simple form of the information matrix of a choice design for estimating the main effects.

Theorem 2.1. For a paired choice design $T$ with parameters $N$ and $k, C_{2}=X^{T} X /\left(N 2^{k}\right)$. Also, $\operatorname{rank}\left(C_{2}\right)=k$ only if $k \leqslant N$.

Großmann and Schwabe (2015) established how the information matrix under the equal choice probability approach of Huber and Zwerina (1996) for $m \geq 2$ is related to the information matrices for pairs. Supplementing this, we show that under the equal choice probability multinomial logit model approach of Street and Burgess (2007) the information matrix for a choice design with $m \geq 2$ is proportional to the sum of $m(m-1) / 2$ information matrices of paired choice designs. This generalizes Theorem 2.1, details of which are as follows.

As in Street and Burgess (2007), under the multinomial model and equal choice probabilities, the information matrix, for options, of a choice design with $N$ choice sets is,

$$
\begin{equation*}
\Lambda=\frac{1}{N} \sum_{i=1}^{N} \Lambda_{i}=\frac{1}{N} \sum_{i=1}^{N}\left(\frac{1}{m^{2}} \sum_{\alpha=1}^{m-1} \sum_{\alpha_{1}=\alpha+1}^{m} \Delta_{i\left(\alpha \alpha_{1}\right)}\right) \tag{2.2}
\end{equation*}
$$

where $\Lambda_{i}$ is the information matrix of the $i$ th choice set $T_{i}$ and for $\alpha \neq \alpha_{1}=1, \ldots, m$, $\Delta_{i\left(\alpha \alpha_{1}\right)}$, with elements $\Delta_{i\left(\alpha \alpha_{1}\right)}(r, s)$, is a matrix of order $2^{k}$ corresponding to $\alpha$ th and $\alpha_{1}$ th options in the $i$ th choice set, with

$$
\Delta_{i\left(\alpha \alpha_{1}\right)}(r, s)= \begin{cases}n_{r}^{(i)}, & r=s, \\ -n_{r, s}^{(i)}, & r \neq s\end{cases}
$$

Here, $r$ and $s$ are the labels of the corresponding options, $n_{r}^{(i)}$ is the number of times option label $r$ appears in the pair $\left(t_{i \alpha}, t_{i \alpha_{1}}\right)$ and $n_{r, s}^{(i)}$ is the number of times option labels $r$ and $s$ occur together in the pair $\left(t_{i \alpha}, t_{i \alpha_{1}}\right)$.

Under the main effects model, the following lemma derives the $C$-matrix for general $m$ in terms of the paired choice design matrices. We then see that Theorem 2.1 is a special case of Lemma 2.2.

Lemma 2.2. Let $T$ be a choice design with parameters $N, k$ and $m$. For any $\alpha \neq \alpha_{1}=$ $1, \ldots, m$, define the $N \times k$ matrix $P_{\alpha}=\left(t_{i \alpha}^{(j)}\right)$ and $X_{\alpha \alpha_{1}}=\left(P_{\alpha}-P_{\alpha_{1}}\right) / 2$. Then,

$$
C_{m}=\frac{1}{m^{2} N 2^{k-2}} \sum_{\alpha=1}^{m-1} \sum_{\alpha_{1}=\alpha+1}^{m} X_{\alpha \alpha_{1}}^{T} X_{\alpha \alpha_{1}} .
$$

Proof. Let $t_{i \alpha}$ and $t_{i \alpha_{1}}$ be the $i$ th rows of $P_{\alpha}$ and $P_{\alpha_{1}}$, respectively, and let $x_{i \alpha \alpha_{1}}$ be the $i$ th row of $X_{\alpha \alpha_{1}}$. Without loss of generality, let $t_{i \alpha}$ and $t_{i \alpha_{1}}$ correspond to the $r$ th and the $s$ th lexicographic labels, with $r<s$.

Without any loss of generality, we take the $k \times 2^{k}$ orthonormal contrast matrix $B$ for main effects, as defined in Street and Burgess (2007). The columns of $B$ are lexicographic arrangement of all $2^{k}$ options. Let $2^{(k / 2)} B=\left(\begin{array}{lllll}B_{1} & b_{r} & B_{2} & b_{s} & B_{3}\end{array}\right)$, where $B_{1}$ is of order $k \times(r-1), B_{2}$ is of order $k \times(s-r-1)$, and $B_{3}$ is of order $k \times\left(2^{k}-s\right)$. Since $r$ th and $s$ th column of $B$ are the $r$ th and $s$ th treatment combinations in lexicographic order, respectively, $b_{r}=t_{i \alpha}^{T}$ and $b_{s}=t_{i \alpha_{1}}^{T}$.

Also, by definition, $\Delta_{i\left(\alpha \alpha_{1}\right)}=\left(\begin{array}{ccccc}0_{2^{k} \times(r-1)} & w_{i \alpha \alpha_{1}}^{T} & 0_{2^{k} \times(s-r-1)} & -w_{i \alpha \alpha_{1}}^{T} & 0_{2^{k} \times\left(2^{k}-s\right)}\end{array}\right)$ where

$$
\begin{aligned}
w_{i \alpha \alpha_{1}}=\left(\begin{array}{llllll}
0_{1 \times(r-1)} & 1 & 0_{1 \times(s-r-1)} & -1 & 0_{1 \times\left(2^{k}-s\right)}
\end{array}\right) \text {. Then, } \\
\begin{array}{rlllll}
2^{k} B \Delta_{i\left(\alpha \alpha_{1}\right)} B^{T} & = & 2^{(k / 2)}\left(\begin{array}{lllll}
0_{k \times(r-1)} & \left(t_{i \alpha}^{T}-t_{i \alpha_{1}}^{T}\right) & 0_{k \times(s-r-1)} & \left(t_{i \alpha \alpha_{1}}^{T}-t_{i \alpha}^{T}\right) & 0_{k \times\left(2^{k}-s\right)}
\end{array}\right) B^{T} \\
& = & 2^{(k / 2)}\left(\begin{array}{lllll}
0_{k \times(r-1)} & 2 x_{i \alpha \alpha_{1}}^{T} & 0_{k \times(s-r-1)} & -2 x_{i \alpha \alpha_{1}}^{T} & \left.0_{k \times\left(2^{k}-s\right)}\right) B^{T} \\
& = & 2\left(x_{i \alpha \alpha_{1}}^{T} t_{i \alpha}-x_{i \alpha \alpha_{1}}^{T} t_{i \alpha_{1}}\right)=2 x_{i \alpha \alpha_{1}}^{T}\left(t_{i \alpha}-t_{i \alpha_{1}}\right)=4 x_{i \alpha \alpha_{1}}^{T} x_{i \alpha \alpha_{1}} .
\end{array}\right.
\end{array} .
\end{aligned}
$$

From (2.2), we get,

$$
\begin{aligned}
C_{m} & =B \Lambda B^{T}=\frac{1}{N} B \sum_{i=1}^{N}\left(\frac{1}{m^{2}} \sum_{\alpha=1}^{m-1} \sum_{\alpha_{1}=\alpha+1}^{m} \Delta_{i\left(\alpha, \alpha_{1}\right)}\right) B^{T} \\
& =\frac{1}{m^{2} N 2^{k-2}} \sum_{\alpha=1}^{m-1} \sum_{\alpha_{1}=\alpha+1}^{m}\left(\sum_{i=1}^{N} x_{i \alpha \alpha_{1}}^{T} x_{i \alpha \alpha_{1}}\right) \\
& =\frac{1}{m^{2} N 2^{k-2}} \sum_{\alpha=1}^{m-1} \sum_{\alpha_{1}=\alpha+1}^{m} X_{\alpha \alpha_{1}}^{T} X_{\alpha \alpha_{1}} .
\end{aligned}
$$

Remark 2.3. Großmann and Schwabe (2015) show that the information matrix for the D-optimal two-level paired choice design $d^{*}$ under the equal choice probability multinomial logit model approach of Street and Burgess (2007) is proportional to the information matrix of the approximate uniform D-optimal two-level design $\xi^{*}$ under the linear paired
comparison model. In contrast, Theorem 2.1 establishes that the result holds true for any two-level paired choice design d.

We now provide optimal designs in $\mathcal{D}_{N, k, 2}$. From Theorem 2.1, it follows that finding an optimal paired choice design $T$ is equivalent to finding an optimal design matrix $X$ with elements $\pm 1$ and 0 . Galil and Kiefer (1980) showed that for $D$-optimal designs, within the class of all choice design matrices, it suffices to find a $D$-optimal design within the class of choice design matrices with elements $\pm 1$ only.

From (2.1) we see that a sufficient condition for $C_{m}^{(2)}=C_{m}$ is $B \Lambda B_{(2)}^{T}=0$. Furthermore, corresponding to any $X$ with elements $\pm 1$ only, the choice design $d \in \mathcal{D}_{N, k, 2}$ has $B \Lambda B_{(2)}^{T}=0$. This orthogonality condition holds since $\Lambda B_{(2)}^{T}=0$ if $X$ has elements $\pm 1$ only. Details are as follows.

The following result establishes a sufficient condition for orthogonality of main effects and two-factor interaction effects in a paired choice design.

Lemma 2.4. Let $T$ be a paired choice design with parameters $N$ and $k$. Then $\Lambda B_{(2)}^{T}=0$ if $X$ has elements $\pm 1$ only.

Proof. Let $X$ have elements $\pm 1$ only. Then, for the corresponding paired choice design $T$, the $i$ th choice set $T_{i}=\left(t_{i 1},-t_{i 1}\right), i=1, \ldots, N$. Without loss of generality, let $t_{i 1}$ will correspond to the $r$ th lexicographic label, $r \leq 2^{k-1}$. Then $-t_{i 1}$ corresponds to the $\left(2^{k}-r+1\right)$ th lexicographic label. Let $2^{k} B_{(2)}=\left(\begin{array}{lllll}B_{1}^{*} & b_{r}^{*} & B_{2}^{*} & b_{2^{k}-r+1}^{*} & B_{3}^{*}\end{array}\right)$, where $B_{1}^{*}$ is of order $k^{*} \times(r-1), B_{2}^{*}$ is of order $k^{*} \times\left(2^{k}-2 r\right)$, and $B_{3}^{*}$ is of order $k^{*} \times(r-1)$ where $k^{*}=k(k-1) / 2$. It is easy to see that $b_{r}^{*}=b_{2^{k}-r+1}^{*}$. Also since, $\Lambda_{i}=\left(\begin{array}{lllll}0_{2^{k} \times(r-1)} & w_{i}^{T} & 0_{2^{k} \times\left(2^{k}-2 r\right)} & -w_{i}^{T} & 0_{2^{k} \times(r-1)}\end{array}\right)$ with $4 w_{i}=\left(\begin{array}{lllll}0_{1 \times(r-1)} & 1 & 0_{1 \times\left(2^{k}-2 r\right)} & -1 & 0_{1 \times(r-1)}\end{array}\right)$, therefore, $N 2^{k} \Lambda B_{(2)}^{T}=2^{k} \sum_{i=1}^{N} \Lambda_{i} B_{(2)}^{T}=$ $\sum_{i=1}^{N} w_{i}^{T}\left(b_{r}^{* T}-b_{2^{k}-r+1}^{* T}\right)=0$.

Thus, if a design matrix $X$ with elements $\pm 1$ is optimal under the main effects model then it is also optimal under the broader main effects model. In this context, we note that Graßhoff et al. (2003) established optimality of a uniform design $\bar{\xi}_{d}$ for the main effects having a block diagonal information matrix with block matrices corresponding to main effects and two-factor interactions respectively. In contrast, our orthogonality condition $B \Lambda B_{(2)}^{T}=0$ establishes that any paired choice design $d$ such that $X_{d}$ has elements $\pm 1$
only has a block-diagonal information matrix where the two block matrices need not be scalar multiples of the identity matrix.

Let $H_{N, N}$ denote a Hadamard matrix of order $N \equiv 0(\bmod 4)$ in its normal form. For every $k \leq N$, by deleting any $N-k$ columns of $H_{N, N}$ we get $H_{N, k}$ such that $H_{N, k}^{T} H_{N, k}=$ $N I_{k}$, where $I_{k}$ is the identity matrix of order $k$. In such a situation $X=H_{N, k}$ is $A-, D-$, $E$ - and $M S$-optimal.

A choice design with no two choice sets repeated has a design matrix with distinct rows. Two rows of a design matrix are distinct if the absolute value of their inner product is less than $k$. Modifying the constructions of $D$-optimal matrices given in Payne (1974) and Galil and Kiefer (1980), we now provide new constructions such that the rows of $X$ are all distinct. We take up the cases $N \equiv i(\bmod 4)(i=0,1,2,3)$ separately.

Construction-(0) for $N \equiv 0(\bmod 4), k \leq N$ : Starting from $H_{N, N}$, it is easy to see that one can randomly delete a maximum of $N / 2-1$ columns resulting in an optimal design matrix $X_{0}=H_{N, k}$ with $k>N / 2$, such that no two rows have an inner product equal to $\pm k$, that is, all rows are distinct. However, in order to delete $N / 2$ or more columns, one would need to delete columns carefully to ensure that all rows are distinct. As established in Graßhoff et al. (2004) and Demirkale et al. (2013), the choice design $d_{0}$ corresponding to $X_{0}$ is $A$-, $D$ - and $E$-optimal in $\mathcal{D}_{N, k, 2}$.

Construction-(I) for $N \equiv 1(\bmod 4), k<N$ : Consider $X_{0}=H_{N-1, k}$ of Construction(0). To ensure that no two choice sets are repeated, one may add to $X_{0}$ any row of $\pm 1$ 's not present in $X_{0}$ or $-X_{0}$ to get a design matrix, say $X_{1}$. The following theorem shows that the resultant $X_{1}$ is $D$-optimal.

Theorem 2.5. For $N \equiv 1(\bmod 4)$ and $k<N$, one can add any row consisting of entries $\pm 1$ to $H_{N-1, k}$, and the resultant paired choice design $d_{1}$ corresponding to $X_{1}$ is $D$-optimal in $\mathcal{D}_{N, k, 2}$.

Proof. Let $H_{N-1, N-1}$ be a Hadamard matrix of order $N-1$ and $a$ be column vector of order $k$ consisting entirely of entries $\pm 1$. Keeping any $k$ columns of $H_{N-1, N-1}$, a $(N-1) \times k$ matrix $H_{N-1, k}$ is obtained. Then, $H_{N-1, k}^{T} H_{N-1, k}=(N-1) I_{k}$.

Let $X_{1}$ be an $N \times k$ matrix with $k<N$ such that $X_{1}=\left(H_{N-1, k} a^{T}\right)^{T}$. Then, $X_{1}^{T} X_{1}=H_{N-1, k}^{T} H_{N-1, k}+a a^{T}$, or $X_{1}^{T} X_{1}=(N-1) I_{k}+a a^{T}$, and the eigenvalues of
$X_{1}^{T} X_{1}$ are $N-1$ and $N-1+a^{T} a$ with respective multiplicities $k-1$ and 1 . Thus, $\operatorname{det}\left(X_{1}^{T} X_{1}\right)=(N-1+k)(N-1)^{k-1}$, attaining the theoretical bound as obtained in Payne (1974). Therefore, $X_{1}$ is $D$-optimal.

Unlike the construction of Payne (1974), Theorem 2.5 allows us to broaden the selection of the $D$-optimal paired choice designs by adding any one of the $2^{k}-2(N-1)$ possible options, which are not options in the rows of $\pm X_{0}$. Furthermore, based on the results of Cheng (1980), it follows that the paired choice design $d_{1}$ is also $A$ - and $E$ optimal in $\mathcal{D}_{N, k, 2}$.

Construction-(II) for $N \equiv 2(\bmod 4), k \leq N$ : For $k \leq N-2$, consider $X_{0}=H_{N-2, k}$ of Construction-(0). Then to obtain $X_{2}$, we add to $X_{0}$ two rows as follows. A row of all 1's is added after multiplying any column of $X_{0}$ by -1 . As second row, one can add any row consisting of entries $\pm 1$ such that number of 1's and -1 's differ by at most 1 and is distinct from the other $N-1$ rows. The resultant paired choice design $d_{2}$, corresponding to the design matrix $X_{2}$, is $D$-optimal in $\mathcal{D}_{N, k, 2}$, as multiplying any column by -1 doesn't change the Hadamard properties of $H_{N-2, k}$. Cheng (1980) and Jacroux et al. (1983) showed that $X_{2}$ is also $E$ - and $A$-optimal within the restricted class of choice design matrices with elements $\pm 1$ only. Furthermore, for certain values of $k$, Cheng et al. (1985) showed that $X_{2}$ with respective choice design $d_{2}$ is $A$-optimal in $\mathcal{D}_{N, k, 2}$.

For $k=N$ and $N-1$, consider $X_{0}=H_{N+2, k}$ of Construction-(0). Then delete from $X_{0}$ the first row of all 1's and a row such that number of 1's and -1 's differ by at most 1. This results in $X_{2}$ corresponding to a paired choice design $d_{2}$. Payne (1974) and Galil and Kiefer (1980) did not provide any constructions for $k=N$ and $N-1$.

Construction-(III) for $N \equiv 3(\bmod 4), k \leq N$ : Consider $X_{0}=H_{N+1, k}$ of Construction(0). Delete any row from $X_{0}$ to get a design matrix, say $X_{3}$. This would facilitate to get $N$ distinct rows of $X_{3}$ if $X_{0}$ had at most two repeated rows. The following theorem, proof of which follows on lines similar to Theorem [2.5, establishes $D$-optimality of $X_{3}$.

Theorem 2.6. For $N \equiv 3(\bmod 4)$ and $k \leq N$, one can delete any row from $H_{N+1, k}$, and the resultant paired choice design $d_{3}$ corresponding to $X_{3}$ is $D$-optimal in $\mathcal{D}_{N, k, 2}$ for $k \leq(N+5) / 2$.

Unlike the constructions of Payne (1974) and Galil and Kiefer (1980), this result
allows us to broaden the selection of $D$-optimal paired choice designs by deleting any one of the $N+1$ possible options which are options in the rows of $H_{N+1, k}$. For certain values of $k$, Cheng et al. (1985) showed that $d_{3}$ is $A$-optimal in $\mathcal{D}_{N, k, 2}$

Remark 2.7. So far, under the broader main effects model, we have generally provided $D$ optimal, and in some cases, $A$ - and E-optimal, paired choice designs with distinct choice pairs. However, there are several situations where systematic construction of D-optimal design matrices are not available. Below, we summarize the cases in which uncertainties remain:
(a) when $N \equiv 1(\bmod 4)$, no systematic construction is available for $k=N$ except when $2 N-1$ is a perfect square;
(b) when $N \equiv 2(\bmod 4)$, no systematic construction is available for $k=N$ and $k=N-1 ;$
(c) when $N \equiv 3$ (mod 4), neither sharp upper bounds to $\operatorname{det}\left(X^{T} X\right)$, nor systematic constructions are available for $(N+5) / 2<k \leqslant N$.

The link http: // www. indiana. edu/~maxdet/ and Galil and Kiefer (1982) provide examples of $D$-optimal matrices for $k=N \leq 119$ and $N \equiv 3(\bmod 4),(N+5) / 2<$ $k \leqslant N$, respectively.

## $2.3 \quad M S$-optimal Designs

In order to address situations where $D$-optimal designs could not be identified, we now find $M S$-optimal designs in $\mathcal{D}_{N, k, 2}$. From Theorem 2.1 it follows that, a paired choice design in $\mathcal{D}_{N, k, 2}$ with its $C$-matrix having maximum $\sum_{i=1}^{k} \gamma_{i}$ has a corresponding design matrix necessarily belonging to the class of choice design matrices with elements $\pm 1$ only. Thus, finding a $M S$-optimal paired choice design is equivalent to finding a design matrix $X$ with elements $\pm 1$ only, such that $\sum_{i=1}^{k} \lambda_{i}^{2}$ is minimum where $0<\lambda_{1} \leq \cdots \leq \lambda_{k}$ are the eigenvalues of $X^{T} X$. The eigenvalues of $C_{2}$ are $\gamma_{i}=\lambda_{i} /\left(N 2^{k}\right)(i=1, \ldots, k)$. First we provide a lower bound to $\sum_{i=1}^{k} \lambda_{i}^{2}$.

Theorem 2.8. Let $X$ be a matrix with elements $\pm 1$ only. Then $\sum_{i=1}^{k} \lambda_{i}^{2} \geqslant N^{2} k+L$, where

$$
L= \begin{cases}0, & N \equiv 0(\bmod 4), \\ 2 k(k-2), & N \equiv 2(\bmod 4), k \text { even }, \\ 2\{k(k-2)+1\}, & N \equiv 2(\bmod 4), k \text { odd }, \\ k(k-1), & N \equiv 1(\bmod 4) \text { or } N \equiv 3(\bmod 4) .\end{cases}
$$

Proof. Let $X^{T} X=M=\left(m_{i j}\right)$. Then $\sum_{i=1}^{k} \lambda_{i}^{2}=\operatorname{tr}\left(M^{2}\right)=N^{2} k+\sum_{i=1}^{k} \sum_{j(\neq i)=1}^{k} m_{i j}^{2}$, which is used to get the final bound. For every given row of $X$, the four possible values for the $i$ th and $j$ th column entries are $(1,1),(1,-1),(-1,1)$ and $(-1,-1)$. For the $i$ th and $j$ th columns of $X$, let $f_{1}, f_{2}, f_{3}$ and $f_{4}$ be the number of rows of $X$ with entries $(1,1),(1,-1)$, $(-1,1)$ and $(-1,-1)$, respectively. Then, $f_{1}+f_{2}+f_{3}+f_{4}=N$ and $\left(f_{1}+f_{4}\right)-\left(f_{2}+f_{3}\right)=$ $m_{i j}$, which implies that

$$
\begin{equation*}
f_{1}+f_{4}=\left(m_{i j}+N\right) / 2, \quad f_{2}+f_{3}=\left(N-m_{i j}\right) / 2 . \tag{2.3}
\end{equation*}
$$

Since $f_{1}+f_{4}$ is an integer, $m_{i j}$ is even when $N$ is even and $m_{i j}$ is odd when $N$ is odd.
Now we define $e_{i j}=(-1)^{2 f_{1}+f_{2}+f_{3}}$. For $N \equiv 2(\bmod 4)$, using 2.3 , when $m_{i j} \equiv 0$ $(\bmod 4)$ then $e_{i j}=-1$, and when $m_{i j} \equiv 2(\bmod 4)$ then $e_{i j}=1$. We observe that, for $k \geq 3$, there is no matrix $X$ such that $m_{i j}=0$ for all $i, j$. Thus, we minimize the number of $m_{i j}$ 's taking the value 2 . The minimum number of cases for $e_{i j}=1$ and $e_{j i}=1$ are $k(k-2) / 2$ for $k$ even, and are $\{k(k-2)+1\} / 2$ for $k$ odd. For each such case $\left|m_{i j}\right| \geq 2$ for all $i, j$. Hence, $\sum_{i=1}^{k} \sum_{j(\neq i)=1}^{k} m_{i j}^{2} \geq 2 k(k-2)$ for $k$ even, and $\sum_{i=1}^{k} \sum_{j(\neq i)=1}^{k} m_{i j}^{2} \geq 2\{k(k-2)+1\}$ for $k$ odd.

When $N \equiv i(\bmod 4)(i=0,1,3)$, the bounds follow on similar lines.

Note that $X$ attains the $M S$-optimality lower bound if the off-diagonal elements of $X^{T} X$ are:
(i) 0 , when $N \equiv 0(\bmod 4)$;
(ii) $\pm 2$ for $k(k-2) / 2$ elements, when $N \equiv 2(\bmod 4)$ and $k$ is even;
(iii) $\pm 2$ for $\{k(k-2)+1\} / 2$ elements, when $N \equiv 2(\bmod 4)$ and $k$ is odd; or
(iv) $\pm 1$, when either $N \equiv 1(\bmod 4)$ or $N \equiv 3(\bmod 4)$.

For $i=0,1,2,3$, based on $X_{i}$, as given in Constructions(0)-(III), the off-diagonal elements of $X_{i}^{T} X_{i}$ satisfies the above structure and thus attains the $M S$-optimality lower bound. Therefore,

Theorem 2.9. For $i=0,1,2,3$, a paired choice design $d_{i}$ corresponding to the design matrix $X_{i}$ is $M S$-optimal in $\mathcal{D}_{N, k, 2}$.

The $D$-optimal choice designs obtained by Graßhoff et al. (2004) and Demirkale et al. (2013) for $N \equiv 0(\bmod 4)$ are also $M S$-optimal. To conclude, under the broader main effects model, we have provided $M S$-optimal paired choice designs for every $N$ and $k$ except $k=N \equiv 1(\bmod 4), k=N \geq 9$. For $k=N=5, \S 4$ gives a design.

### 2.4 Comparing Designs with $m=2$ and $m>2$

Burgess and Street (2006) and Großmann and Schwabe (2015) have studied optimality aspects of choice designs with respect to choice set size. For two-level choice designs, Burgess and Street (2006) established that $D$-optimal choice designs are equivalent so long as the choice set sizes are multiples of 2 . However, for their paired choice $D$-optimal designs, it is necessary that $N \equiv 0(\bmod 4)$. Similarly, Großmann and Schwabe (2015) observed that if the number of levels is small, then sometimes using choice sets of size $m=2$ may be better than using $m>2$. We now broaden their results by considering optimal designs for all $N$, and show that designs with $m=2$ are $D$-better than the best possible designs with $m=3,5$. For two designs, that with the bigger $\operatorname{det}\left(C_{m}\right)$ is said to be $D$-better than the other. Similarly, a design is $M S$-better than another design when compared with respect to the $M S$-criteria. Contrary to the results of Burgess and Street (2006), we first show that there could be designs with $m=4$ which are better than a $D$-optimal design with $m=2$ for situations where $N \not \equiv 0(\bmod 4)$.

Consider two designs $d^{2} \in \mathcal{D}_{5,5,2}$ and $d^{4} \in \mathcal{D}_{5,5,4}$. Let $d^{2}=\left\{\left(\begin{array}{ll}P & p\end{array}\right),\left(\begin{array}{ll}-P & -p\end{array}\right)\right\}$ and $d^{4}=\left\{\left(\begin{array}{ll}P & p\end{array}\right),\left(\begin{array}{ll}-P & -p\end{array}\right),\left(\begin{array}{ll}P & -p\end{array}\right),\left(\begin{array}{ll}-P & p\end{array}\right)\right\}$, where $P$ is a $5 \times 4$ matrix with -1 in the $(i, i)$ th position $(i=1,2,3,4)$, and 1 elsewhere and $p=\left(\begin{array}{lllll}1 & 1 & 1 & 1 & -1\end{array}\right)^{T}$. Here, $d^{2}$ is $D$ - and $M S$-optimal in $\mathcal{D}_{5,5,2}$. Now, $\operatorname{det}\left(160 C_{4}^{(2)}\right)_{d^{4}}=\operatorname{det}\left(160 C_{4}\right)_{d^{4}}=2560>2304=$ $\operatorname{det}\left(160 C_{2}\right)_{d^{2}}=\operatorname{det}\left(160 C_{2}^{(2)}\right)_{d^{2}}$, and thus $d^{4} \in \mathcal{D}_{5,5,4}$ is $D$-better than $d^{2} \in \mathcal{D}_{5,5,2}$. In fact, $d^{4}$ is also $M S$-better than $d^{2}$. Here, $\operatorname{det}(C)_{d}$ denotes the determinant of $C$ corresponding to a choice design $d$.

Choice designs with $m>5$ are expected to be less useful when there exist optimal designs with $m \leqslant 5$. We now concentrate on choice designs $X_{1}, X_{2}, X_{3}$, constructed in $\S 2$, and establish that they are $D$-better than the best possible designs with $m=3$ and
$m=5$. We show this in the next two theorems.

Theorem 2.10. For $N \equiv i(\bmod 4), i=1,2,3$, and $k<N, d_{i} \in \mathcal{D}_{N, k, 2}$ is $D$-better than the $D$-optimal design in $\mathcal{D}_{N, k, 3}$, except possibly when $i=2$ and $k=N-1$.

Proof. An upper bound to $\operatorname{tr}\left(C_{m}^{(2)}\right)$ for $m$ odd is $2^{k} \operatorname{tr}\left(C_{m}^{(2)}\right) \leqslant 2^{k} \operatorname{tr}\left(C_{m}\right) \leqslant k\left(m^{2}-1\right) / m^{2}$. Therefore, for $m=3$ we have $\operatorname{tr}\left(C_{3}^{(2)}\right) \leq 2 k /\left\{9\left(2^{k-2}\right)\right\}$ and since the sum of the eigenvalues equals the trace of a matrix, $\operatorname{det}\left(C_{3}^{(2)}\right) \leqslant\left[2 /\left\{9\left(2^{k-2}\right)\right\}\right]^{k}$ or $\operatorname{det}\left(N 2^{k} C_{3}^{(2)}\right) \leqslant(8 N / 9)^{k}$. To prove the result, it suffices to show that $f(k)=\operatorname{det}\left(N 2^{k} C_{2}\right)_{d_{i}}-(8 N / 9)^{k}>0$. For $N \equiv i$ $(\bmod 4)$, we treat the three cases separately.

For $i=1$, from Payne (1974), $\operatorname{det}\left(N 2^{k} C_{2}\right)_{d_{1}}=(N-1+k)(N-1)^{k-1}$. Thus, it suffices to show that, for fixed $N, f(k)=(N-1+k)(N-1)^{k-1}-(8 N / 9)^{k}>0$. For a proof by induction, first note that $f(1)=N / 9>0$. Now, assuming that $f(k)>0$, we prove that $f(k+1)=(N-1+k)(N-1)^{k}-(8 N / 9)^{k+1}>0$. Since $f(k)=(N-1+$ $k)(N-1)^{k-1}-(8 N / 9)^{k}$,

$$
f(k+1)>\frac{\left\{(N+k)(N-1)^{k}\right\}\left\{(8 N / 9)^{k}\right\}-\left\{(8 N / 9)^{k+1}\right\}\left\{(N-1+k)(N-1)^{k-1}\right\}}{(N-1+k)(N-1)^{k-1}(8 N / 9)^{k}}=A .
$$

Now,

$$
A=\frac{(N+k)(N-1)^{k}}{(N-1+k)(N-1)^{k-1}}-\frac{(8 N / 9)^{k+1}}{(8 N / 9)^{k}}=\frac{N(N-1)+k(N-9)}{9(N-1+k)} .
$$

Thus, $A>0$, for $N \geq 9$. When $N=5, A>0$ for $k<5$.
Case (ii) $i=2$ : From Payne (1974), for $k<N-1$ and the $\operatorname{design} d_{2}$, $\operatorname{det}\left(N 2^{k} C_{2}\right)_{d_{2}}=$ $\left\{(N-2+k)^{2}-\mu\right\}(N-2)^{k-2}$, where $\mu=0$ if $k$ is even and 1 otherwise. It suffices to show that, for fixed $N, f(k)=\left\{(N-2+k)^{2}-\mu\right\}(N-2)^{k-2}-(8 N / 9)^{k}>0$. Using induction we get, for $k$ even,

$$
f(k+2)>A=\frac{(N+k)^{2}(N-2)^{2}}{(N-2+k)^{2}}-\left(\frac{8 N}{9}\right)^{2}
$$

and for $k$ odd,

$$
\frac{(N+k+1)(N-2)^{2}}{(N-3+k)}-\left(\frac{8 N}{9}\right)^{2} .
$$

To show $A>0$, we may equivalently show that $9(N+k)(N-2)>8 N(N-2+k)$ for $k$ even or $9(N-2) \geq 8 N$ for $k$ odd, which is always true for $N \geq 18$. Complete enumeration shows that the result holds for $N=6,10,14 ; k<N-1$.

Case (iii) $i=3$ : From Payne (1974), $\operatorname{det}\left(N 2^{k} C_{2}\right)_{d_{3}}=(N+1-k)(N+1)^{k-1}$. It suffices to show that, for fixed $N, f(k)=(N+1-k)(N+1)^{k-1}-(8 N / 9)^{k}>0$. We first prove that the above inequality holds for $k \leq N-8$. Using induction, we get,

$$
f(k+1)>A=\frac{N(N+1)-k(N+9)}{9(N+1-k)} .
$$

Putting $k=N-8$, we see that $A=8 / 9>0$ for any $N$. Thus, for $k \leq N-8$, the above inequality holds.

Now, for other cases, that is, $k=N-7, \ldots, N-1$. Let $k=N-\alpha, \alpha=1, \ldots, 7$. Hence, $f(k)=f(N-\alpha)=9^{N-\alpha}(\alpha+1)(N+1)^{N-\alpha-1}-8^{N-\alpha} N N^{N-\alpha-1}$. Since $N+1>$ $N$, it suffices to show that for each $k, 9^{N-\alpha}(\alpha+1)>8^{N-\alpha} N$. It can be easily seen that $f_{1}(N, \alpha)=9^{N-\alpha}(\alpha+1)-8^{N-\alpha} N$ is an increasing function in $N$ for $N \geq 23$ and $f_{1}(23, \alpha)>0$ for $\alpha=1, \ldots, 7$. Thus, for $k=N-7, \ldots, N-1$ and $N \geq 23$, the inequality holds. Complete enumeration shows that the result holds for $k<N ; 7 \leq N \leq 19$.

Theorem 2.11. For $N \equiv i(\bmod 4)(i=1,2,3)$, and $k<N, d_{i} \in \mathcal{D}_{N, k, 2}$ is $D$-better than the $D$-optimal design in $\mathcal{D}_{N, k, 5}$, except possibly when (i) $i=1$ and $k=N-1=4$; (ii) $i=2$ and $k=N$ or $k=N-2=4,8$ or $k=N-3=7$; (iii) $i=3$ and $k=N-1 \leq 58$ or $k=N-2 \leq 41$ or $8 \leq k=N-3 \leq 28$ or $11 \leq k=N-4 \leq 15$.

Proof. An upper bound to $\operatorname{tr}\left(C_{5}^{(2)}\right)$ is obtained as in the proof of Theorem 2.10. For $m=5$, we have $\operatorname{tr}\left(C_{5}^{(2)}\right) \leq 6 k /\left\{25\left(2^{k-2}\right)\right\}$ and thus, $\operatorname{det}\left(C_{5}^{(2)}\right) \leqslant\left[6 /\left\{25\left(2^{k-2}\right)\right\}\right]^{k}$ or $\operatorname{det}\left(N 2^{k} C_{5}^{(2)}\right) \leqslant(24 N / 25)^{k}$. Thus, to prove the result, it suffices to show that $f(k)=$ $\operatorname{det}\left(N 2^{k} C_{2}\right)_{d_{i}}-(24 N / 25)^{k}>0$.

For $N \equiv i(\bmod 4)$, we take up the three cases separately.
Case (i) $i=1$ : Working on lines similar to the proof of Theorem 2.10, we get $25(N-1+k) A=N(N-1)+k(N-25)$. Thus, $A>0$, for $N \geq 25$. Complete enumeration shows that $A>0$ for $k<N=9,13,17,21$ and for $N=5$ with $k<4$.

Case (ii) $i=2$ : Let $k<N-1$. Working on lines similar to the proof of Theorem 2.10, we only have to show that for $k$ even, $N(N-2)+k(N-50)>0$, and for $k$ odd, $25(N-2) \geq 24 N$. It is easy to see that the inequalities are always true for $N \geq 50$. For $N=14$ through 42 , since $k<N-1$, complete enumeration shows that the inequality holds. Also, for $N=10$ with $k<7$ and for $N=6$ with $k<4$, the above inequalities hold.

Case (iii) $i=3$ : We first prove that the inequality holds for $k \leq N-24$ and then treat the remaining cases $k=N-\alpha, \alpha=1, \ldots, 23$ separately. Working on lines similar to the proof of Theorem 2.10, we get $25(N+1-k) A=N(N+1)-k(N+25)$. Putting $k=N-24$, we see that $A=24 / 25>0$ for any $N$. Thus, we have shown that for $k \leq N-24$, the above inequality holds. Now, we take up the other cases, that is, $k=N-23, \ldots, N-1$. Let $k=N-\alpha, \alpha=1, \ldots, 23$. Then on lines similar to the proof of Theorem 2.10, we see that the inequality holds for $N \geq 59$ and $k=N-23, \ldots, N-2$ and for $N \geq 63$ and $k=N-1$. Complete enumeration for remaining $N \leq 59$ shows that $(N+1-k)(N+1)^{k-1}>(24 N / 25)^{k}$ for all $N$ and $k<N$ except when (i) $N \leq 59$, $k=N-1$ (ii) $N \leq 43, k=N-2$ (iii) $11 \leq N \leq 31, k=N-3$ and (iv) $15 \leq N \leq 19$, $k=N-4$.

### 2.5 Concluding Remarks

The $D$ - and $M S$-optimal two-level paired choice designs found in this chapter provide solutions in situations where, for every $N \not \equiv 0(\bmod 4)$, the information matrix of an optimal exact design is different from the information matrix of the optimal approximate design, for which the corresponding exact optimal design would not be available. However, $D$-optimal design constructions for situations as mentioned in Remark 2.7, and $M S$ optimal designs for $k=N \equiv 1(\bmod 4)$ can be further explored. This work complements previous work giving optimal exact designs only for $N \equiv 0(\bmod 4)$. Thus experimenters can now use optimal designs for any number of choice sets $N$. Designs in this chapter are optimal for estimating the main effects under a broader model containing all two-factor interactions, which is more realistic in practice. From a statistical perspective we have established that one should prefer optimal paired choice designs to choice designs with $m=3$ or $m=5$. This also adds in achieving the desired quality of response through reduced choice set size.

## Chapter 3

## Optimal paired choice block designs

This chapter is based on the following work:
Singh et al. (2018): Singh, Rakhi; Das, Ashish; Chai, Feng-Shun. Optimal Paired Choice Block Designs. Stat. Sinica (2018), accepted, doi: 10.5705/ss.202016.0084.

### 3.1 Introduction

In a choice experiment, respondents are shown multiple choice sets of options and from each set they choose the preferred option. Considering choice sets of size two and $r$ given respondents, a paired choice experiment is usually perceived as showing the same set of $N$ choice pairs to each of the $r$ respondents. The respondents are asked to give their preference among the two options for each of the $N$ choice pairs shown to them.
$D$-optimal designs have been obtained theoretically under the utility-neutral setup, for example, see Graßhoff et al. (2003), Graßhoff et al. (2004), Street and Burgess (2007), Street and Burgess (2012), Demirkale, Donovan and Street (2013), Bush (2014), Großmann and Schwabe (2015) and Singh, Chai and Das (2015). In contrast, in the locallyoptimal and the Bayesian approach, $D$-optimal designs have been obtained using computer algorithms (see, Huber and Zwerina (1996), Sándor and Wedel (2001), Sándor and Wedel (2002), Sándor and Wedel (2005), Kessels, Goos and Vandebroek (2006), Kessels, Goos and Vandebroek (2008), Kessels, Jones, Goos and Vandebroek (2008), Kessels et al. (2009), Yu, Goos and Vandebroek (2009)). In this chapter, we follow the utility-neutral approach.

Traditionally, in a choice experiment, respondents are shown the same collection of
$N$ choice pairs under the assumption that the respondents are alike. A choice experiment with the inherent premise that the respondents are alike is not quite practical since respondents, being a random sample from a population, are more likely to be heterogeneous. Kessels, Goos and Vandebroek (2008) also noted that heterogeneity leads to responses from different respondents being different.

In a paired choice experiment, there is always a constraint on the maximum number of choice pairs that can be shown to each respondent so as to maintain overall response quality. A major concern with the traditional optimal paired choice designs is that the number of choice pairs in the design increases rapidly as $k$ and/or $v_{i}$ 's are moderately increased.

Attempts have been made to address the issue of heterogeneity through different models and approaches. Sándor and Wedel (2002) have addressed the heterogeneity in respondents by constructing designs through a computer-intensive algorithmic approach under the so called mixed logit model. In their approach, same set of $N$ choice pairs are shown to every respondent. Subsequently, Sándor and Wedel (2005) demonstrated that the use of different choice designs for different respondents and the random allocation of respondents to these designs yields substantially higher efficiency than the designs obtained in Sándor and Wedel (2002). Later Kessels, Goos and Vandebroek (2008), for catering to heterogeneity in conjoint experiments, introduced a random respondent effects model for estimating the main effects and used algorithmic methods for constructing $D$ optimal designs. The conjoint designs under their setup consists of identifying as many sets of options as there are respondents. Therefore, the approach, though similar, is not applicable to our setup.

Often in practice, there is a pool of choice sets and respondents are allocated a random subset of choice sets (Street and Burgess, 2007). This process is continued until all choice sets are used once. Thereafter the process is started again. To address the ad hoc approach in the random allocation of choice sets, we use an additional fixed-effect term in the model to systematically split the pool of choice sets. In experimental design theory, the concept of blocking, as a tool to eliminate systematic heterogeneity in the experimental material, has been used extensively. Following the same approach, we consider the respondents as blocks. Thus, in contrast to the computer-intensive algorithmic approaches of Sándor and Wedel (2005) and Kessels, Goos and Vandebroek (2008),
we treat the respondent heterogeneity as a nuisance factor by including respondent-level block effect terms in the model and then design experiments to optimally estimate the parameters of interest after eliminating the respondent (block) effects. Adopting such an approach also enables the experimenter to get optimal designs with reasonable number of choice pairs $s(<N)$ shown to each of the $r$ respondents. Later in Section 3.2, we discuss the kind of heterogeneity that is being taken care of in our approach and the seemingly similar approaches.

In what follows, a design with $b$ blocks each of size $s$ is generated and that each block is associated to a respondent. Usually $t$ copies of a proposed design is used for larger numbers of respondents $r=t b$, since replicating the design does not affect its optimality. We therefore, restrict ourselves to optimal paired choice block designs with $b$ blocks each of size $s$ with $N=b s$.

In this context, the traditional paired choice designs reduce to $b=1, s=N$ and $r=t$ where $s$ is necessarily atleast the number of model parameters. However, for $b>1$, the block size $s$ can be smaller than the number of model parameters, but the paired choice design with $b$ blocks can still estimate all model parameters. In order to estimate the model parameters, we provide optimal designs with block sizes that are flexible and practical under our setup.

In Section 3.2, treating respondent heterogeneity as a nuisance factor and incorporating the fixed respondent (block) effects in the model, we obtain the information matrix for estimating the parameters of interest after eliminating the respondent (block) effects. In Section 3.3, under the main effects block model, we provide optimal paired choice block designs for estimating the main effects for symmetric and asymmetric attributes. We also give a simple solution to the problem of identifying generators in the constructions of optimal paired choice designs. In Section 3.4 , under a broader main effects block model, we provide optimal paired choice block designs for symmetric and asymmetric attributes. The broader main effects model constitutes the main effects and the two-factor interaction effects with interest lying only in the estimation of the main effects. Finally, in Section 3.5, we provide optimal paired choice block designs for estimating the main plus two-factor interaction effects. Finally, we provide a Discussion in Section 3.6.

### 3.2 Preliminaries and the model incorporating respondent effects

Most of the work on optimal choice designs is based on the multinomial logit model approach of either Huber and Zwerina (1996) or that followed in Street and Burgess (2007). Großmann and Schwabe (2015) observed that the two approaches are equivalent for the purpose of finding optimal designs. We work with the multinomial logit model approach of Huber and Zwerina (1996). The multinomial logit model supposes that the probability of preferring option 1 over option 2 in the $i$ th choice pair can be expressed as $\pi_{12 i}=e^{u_{1 i}} /\left(e^{u_{1 i}}+e^{u_{2 i}}\right)$, where $u_{1 i}$ and $u_{2 i}$ represent the systematic part of the utilities attached to the two options in choice pair $i$. Similarly $\pi_{21 i}=1-\pi_{12 i}$ is the probability that option 2 is preferred over option 1. It follows that for the $i$ th choice pair, the choice probabilities depend only on the utility difference $u_{1 i}-u_{2 i}$. For a design $d$ with $N$ choice pairs, since options are described by $k$ attributes, the utilities are modeled using the linear predictor $u_{j}=P_{p j} \theta$, where $\theta$ is a $p \times 1$ vector representing the parameters of interest, $P_{p j}$ is an $N \times p$ effects-coded matrix for the $j$ th option, and $u_{j}=\left(u_{j i}\right)$ is an $N \times 1$ utility vector for the $j$ th option, $j=1,2$. The utility difference $u_{1}-u_{2}=\left(P_{p 1}-P_{p 2}\right) \theta=P_{p} \theta$ is then a linear function of the parameter vector $\theta$. For the purpose of deriving optimal designs, it is often assumed that $\theta=0$. This indifference or the utility-neutral assumption means that the two options in a choice set are equally attractive and leads to a considerable simplification of the information matrix and the design problem. Under the utility-neutral multinomial logit model, the Fisher information matrix is $(1 / 4) P_{p}^{\prime} P_{p}$ (see, Großmann and Schwabe (2015)).

Simultaneously, Graßhoff et al. (2003) and Graßhoff et al. (2004) studied linear paired comparison designs which are analyzed under the linear paired comparison model. The observed utility difference $Z$ between the two options again depends on the difference $\operatorname{matrix} P_{p}=P_{p 1}-P_{p 2}$. More precisely, the response is described by the model, $Z=$ $u_{1}-u_{2}+\epsilon=\left(P_{p 1}-P_{p 2}\right) \theta+\epsilon=P_{p} \theta+\epsilon$, where $\epsilon$ is the random error vector. The matrix $C=P_{p}^{\prime} P_{p}$ is the information matrix under the linear paired comparison model. Since $C$ is proportional to the information matrix under the utility neutral multinomial logit model, it follows that the designs optimal under the linear paired comparison model are also optimal under the multinomial logit model and vice versa.

We discuss only $D$-optimality since, as noted in Großmann and Schwabe (2015), most of the optimality results for choice designs and linear paired comparison designs are available for the $D$-criterion. A $D$-optimal design has the maximum determinant of the information matrix among all competing designs.

For paired choice experiments, the multinomial logit model as well as the linear paired comparison model are based on the utility difference $u_{1}-u_{2}$. By incorporating respondent effects, the relevant utility differences under the block model, with blocks being the respondents, becomes

$$
\begin{equation*}
u_{1}-u_{2}=\left(P_{p 1}-P_{p 2}\right) \theta+W \beta=P_{p} \theta+W \beta, \tag{3.1}
\end{equation*}
$$

where $\beta=\left(\beta_{1}, \ldots, \beta_{b}\right)^{\prime}$ represents the $b \times 1$ vector of block effects, and $W=\left(w_{i j}\right)$ is an $N \times b$ incidence matrix with $w_{i j}=1$ if the $i$ th choice pair belongs to the $j$ th block and 0 otherwise. Without loss of generality, we take $W=I_{b} \otimes 1_{s}$, where $I_{a}$ and $1_{a}$ denotes the identity matrix of order $a$ and the $a \times 1$ vector of all ones, respectively. Here, $\otimes$ denotes the Kronecker product. Note that (3.1) corresponds to a paired choice block design with $b$ blocks each of size $s$ and that such $b$ blocks are repeated $t$ times to accommodate for $r=t b$ respondents. Each of the $r$ respondents is associated to a single block of the design.

Unlike Sándor and Wedel (2005) and Kessels, Goos and Vandebroek (2008), where an assumed distribution on the model parameters takes care of the respondent effects, our approach, following the standard block design theory, has been to consider $\beta_{j}$ as a fixed-effects term. While the vast literature on theoretically obtained $D$-optimal designs for choice experiments rests on a multinomial logit model without any respondent effects, our fixed-effects block model attempts to obtain the optimal block designs theoretically under the utility-neutral setup.

In either the multinomial logit model or the linear paired comparison model, including respondent effects $\beta$ can be regarded as adding $b$ two-level attributes to the set of $p$ predictor variables. Then, the corresponding difference matrix for the pairs, in $b$ blocks, has an additional component and can be written as $\left(P_{p}, W\right)$. Thus, under the utility-neutral multinomial logit block model, it follows that the information matrix for estimating $\theta$ and $\beta$ is

$$
M=\frac{1}{4}\left[\begin{array}{cc}
C & P_{p}^{\prime} W  \tag{3.2}\\
W^{\prime} P_{p} & W^{\prime} W
\end{array}\right]
$$

where $C=P_{p}^{\prime} P_{p}$, as defined earlier. Moreover, upto a constant factor of $1 / 4, M$ coincides with the information matrix in the linear paired comparison block model. Thus, optimal designs under the linear paired comparison block model are also optimal under the utlity neutral multinomial logit block model. The information matrix for estimating $\theta$ under the linear paired comparison block model after eliminating the block effects is

$$
\begin{equation*}
\tilde{C}=C-P_{p}^{\prime} W\left(W^{\prime} W\right)^{-1} W^{\prime} P_{p}=C-(1 / s) P_{p}^{\prime} W W^{\prime} P_{p} \tag{3.3}
\end{equation*}
$$

This follows from the standard linear model theory where a parameter vector is partitioned into a parameter vector of interest and the nuisance parameters (see, for example, Page 68 of Haines (2015)).

A paired choice block design is connected if all the parameters of interest are estimable, and this happens if and only if $\tilde{C}$ has rank $p$. In what follows, the class of all connected paired choice block designs with $k$ attributes in $b$ blocks each of size $s$ is denoted by $\mathcal{D}_{k, b, s}$. From (3.3), since $C-\tilde{C}$ is a non-negative definite matrix, if in the class of unblocked designs with $N=b s$, a paired choice design $d$ is $D$-optimal, then $d$, considered as a design in $\mathcal{D}_{k, b, s}$, is also $D$-optimal, provided $\tilde{C}=C$.

It is observed that eliminating respondent effects simultaneously controls the withinpair order effects (see, Goos and Großmann (2011) and Bush, Street and Burgess (2012)).

### 3.3 Optimal block designs under the main effects model

Under the main effects block model, from (3.1) it follows that $u_{1}-u_{2}=\left(P_{M 1}-P_{M 2}\right) \tau+$ $W \beta=P_{M} \tau+W \beta$, where $\tau$ is a $\sum_{i=1}^{k}\left(v_{i}-1\right) \times 1$ parameter vector for main effects, $P_{M j}$ is an $N \times \sum_{i=1}^{k}\left(v_{i}-1\right)$ effects-coded matrix of the main effects for the $j$ th option, $j=1,2$, and $P_{M}=P_{M 1}-P_{M 2}$. In a row of $P_{M j}$ is embedded the effects-coded row vector of length $v_{i}-1$ for the $i$ th attribute. The effects coding for level $l$ is represented by a unit vector with 1 in the $(l+1)$ th position for $l=0, \ldots, v_{i}-2$, and for level $v_{i}-1$ is represented by -1 in each of the $v_{i}-1$ positions, $i=1, \ldots, k$. For example, for $v=3$, effects-coded vectors for $l=0,1,2$ are (10), (01) and ( $-1-1$ ), respectively.

From (3.3), the information matrix for estimating the main effects after eliminating the block effects is

$$
\begin{equation*}
\tilde{C}_{M}=C_{M}-(1 / s) P_{M}^{\prime} W W^{\prime} P_{M}, \tag{3.1}
\end{equation*}
$$

where $C_{M}=P_{M}^{\prime} P_{M}$ is the information matrix for estimating the main effects under the unblocked model. From (3.1), it follows that a necessary and sufficient condition for $\tilde{C}_{M}=C_{M}$ to hold is $W^{\prime} P_{M}=0$. Therefore, by suitably blocking the choice pairs of an optimal paired choice design into $b$ blocks such that $W^{\prime} P_{M}=0$, one can obtain an optimal paired choice block design. We provide a simple condition to achieve the same, proof of which is provided in the Appendix $A$.

Theorem 3.1. $\tilde{C}_{M}=C_{M}$ if for each block, the levels of every attribute appear equally often in the first option as well as in the second option.

This property of every level of an attribute appearing the same number of times in the first and second option of pairs is also known as position-balance (see, Großmann and Schwabe (2015)).

An orthogonal array $O A\left(n, k, v_{1} \times \cdots \times v_{k}, t\right)$, of strength $t$, is an $n \times k$ array with elements in the $i$ th column from a set of $v_{i}$ distinct symbols $\left\{0,1, \ldots, v_{i}-1\right\}(i=1, \ldots, k)$, such that all possible combinations of symbols appear equally often as rows in every $n \times t$ subarray. An orthogonal array is symmetric if $v_{i}=v$ for all $i$ and the corresponding OA is denoted by $O A\left(n, k, v^{k}, t\right)$, else it is an asymmetric orthogonal array.

Street and Burgess (2007), Demirkale, Donovan and Street (2013) and Bush (2014) provide the $O A+G$ method for constructing optimal paired choice designs using orthogonal arrays and generators $G$. Let $G$ be a collection of $h$ generators $G_{1}, \ldots, G_{h}$ where $G_{j}=$ $\left(g_{j_{1}}, g_{j_{2}}, \ldots, g_{j_{k}}\right)$. The $O A+G$ method gives a paired choice design $\left(A, B_{j}\right), j=1, \ldots, h$ where $A=\left(A_{l i}\right)$ is an $O A\left(n_{1}, k, v_{1} \times \cdots \times v_{k}, t\right)$ and $B_{j}=\left(B_{l i}^{j}\right)$ with $B_{l i}^{j}=A_{l i}+g_{j i}$ reduced $\bmod v_{i}, l=1, \ldots, n_{1}, i=1 \ldots, k, j=1, \ldots, h$. This method depends on the availability of the required orthogonal array, which may not always exist. The SAS link http://support.sas.com/techsup/technote/ts723.html, the Sloane link http: //neilsloane.com/oadir/ and Hedayat, Sloane and Stufken (1999) provide a comprehensive summary of orthogonal arrays and their constructions.

In the literature, arriving at the generators $G$ has been usually through a trial-anderror approach, and no general results on the structure of such generators appear to exist. In fact, Bush (2014) highlights the complexities involved in choosing the sets of generators. We present a simple result that systematically provides the $h$ generators, proof of which is provided in the Appendix A. Let $l c m\left(a_{1}, \ldots, a_{k}\right)$ denotes the least common multiple of $a_{1}, \ldots, a_{k}$.

Theorem 3.2. Number of generators for the optimal paired choice design with $k$ attributes is $h=\operatorname{lcm}\left(h_{1}, \ldots, h_{k}\right)$ where $h_{i}=v_{i}-1$ for $v_{i}$ even and $h_{i}=\left(v_{i}-1\right) / 2$ for $v_{i}$ odd, $i=1, \ldots, k$. The generators are then given by $G_{j}=\left(g_{j_{1}}, g_{j_{2}}, \ldots, g_{j_{k}}\right)$, where $g_{j_{i}}$ takes each of the values from the set $\left\{1, \ldots, h_{i}\right\}$ with frequency $h / h_{i}, j=1, \ldots, h, i=1, \ldots, k$.

Note that Theorem 3.2 provides generators for the unblocked paired choice designs. As in Street and Burgess (2007), we use several sets of generators to create the final design and that the number of generators given in Theorem 3.2 may not be the smallest possible.

Example 3.3. Suppose there are three attributes with $v_{1}=2, v_{2}=3$ and $v_{3}=4$. Then we have $h_{1}=1, g_{j_{1}}=1 ; h_{2}=1, g_{j_{2}}=1$; and $h_{3}=3, g_{j_{3}}=1,2,3$. Thus, $h=\operatorname{lcm}(1,1,3)=3$. This leads to the generators $G_{1}=(111), G_{2}=(112)$ and $G_{3}=(113)$. Thus, for a given OA(24, 3, $2 \times 3 \times 4,2)$, the corresponding optimal paired choice design with parameters $k$, $v_{1}=2, v_{2}=3, v_{3}=4, b=1, N=s=h n_{1}=3 \times 24=72$, is obtained using the $O A+G$ method of construction with three generators. The corresponding design is given in the Appendix A.

Example 3.4. As another example, suppose there are two attributes with $v_{1}=4$ and $v_{2}=5$. Then we have $h_{1}=3, g_{j_{1}}=1,2,3$ and $h_{2}=2$, $g_{j_{2}}=1,2$. Thus, $h=l c m(3,2)=6$. This leads to the six generators $G_{1}=(11), G_{2}=(12), G_{3}=(21), G_{4}=(22), G_{5}=(31)$ and $G_{6}=(32)$ which will give an optimal paired choice design when used in conjunction with $O A(20,2,4 \times 5,2)$.

In general, for a given $O A\left(n_{1}, k, v_{1} \times \cdots \times v_{k}, 2\right)$, the corresponding optimal paired choice design $d_{1}$ with parameters $k, v_{1}, \ldots, v_{k}, b=1, N=s=h n_{1}$, is obtained using the $O A+G$ method of construction with generators $G_{j}, j=1, \ldots, h$. When $N=s$ is large, we find that practitioners advocate allocation of the choice pairs into more than one blocks either randomly or using a spare attribute (see, Street and Burgess (2007), Bliemer and Rose (2011)). Based on Theorem 3.1, it follows that under our block model, we can retain optimality of the design obtained through the $O A+G$ method if blocking is done using a column corresponding to an attribute. Any other blocking approach may jeopardize the characteristics of the design. We now provide four theorems and their constructions, detailed proofs of which are provided in the Appendix A.

Theorem 3.5. For $\delta \geq 1$ and an $O A\left(n_{1}, k+1, v_{1} \times \cdots \times v_{k} \times \delta, 2\right)$, there exists an optimal paired choice block design $d_{2} \in \mathcal{D}_{k, b, s}$ with parameters $k, v_{1}, \ldots, v_{k}, b=h \delta$, $s=n_{1} / \delta$, where $h=\operatorname{lcm}\left(h_{1}, \ldots, h_{k}\right)$.

Construction. For a given $O A\left(n_{1}, k+1, v_{1} \times \cdots \times v_{k} \times \delta, 2\right)$, corresponding to the $k$ attributes at levels $v_{i}, i=1, \ldots, k$, let $d_{1}$ be the design constructed through $O A+G$ method using $h=\operatorname{lcm}\left(h_{1}, \ldots, h_{k}\right)$ generators from Theorem 3.2. Then $d_{1}$ with parameters $k$, $v_{i}, i=1, \ldots, k, b=1, s=h n_{1}$ is an optimal paired choice design. From $d_{1}$, the choice pairs obtained through each of the $h$ generators constitute a block of size $n_{1}$. Finally, we use the $\delta$ symbols of the $(k+1)$ th column of the orthogonal array for further blocking. This gives us a paired choice block design $d_{2}$ with parameters $k, v_{1}, \ldots, v_{k}, b=h \delta, s=n_{1} / \delta$.

Example 3.6. From an $O A\left(24,15,2^{13} \times 3 \times 4,2\right)$, for estimating the main effects of $k=14$ attributes of which 13 attributes are at 2 levels and 1 attribute is at 3 levels, an optimal paired choice block design can be constructed for $\delta=4, h=1, k=14, b=4, s=6$ are optimal. As an illustration, we give a $2^{4} \times 3$ paired choice block design $d_{2}$ with parameters $k=5, b=4, s=6$.

$d_{2}=$| $B_{1}$ | $B_{2}$ | $B_{3}$ | $B_{4}$ |
| :---: | :---: | :---: | :---: |
| $(00000,11111)$ | $(01102,10010)$ | $(10112,01000)$ | $(10001,01112)$ |
| $(11010,00101)$ | $(11110,00001)$ | $(00111,11002)$ | $(00012,11100)$ |
| $(01101,10012)$ | $(11011,00102)$ | $(01002,10110)$ | $(10100,01011)$ |
| $(11002,00110)$ | $(00100,11011)$ | $(11101,00012)$ | $(01011,10102)$ |
| $(10111,01002)$ | $(10012,01100)$ | $(01010,10101)$ | $(01110,10001)$ |
| $(00112,11000)$ | $(00001,11112)$ | $(10000,01111)$ | $(11102,00010)$ |

It is noted that when the attributes have mixed levels greater than 3 , the $O A+G$ method leads to choice designs with a large number of choice pairs. However, blocking still helps in reducing the number of choice pairs shown to respondent from $N=s=96$ to $s=24$. For example, an $O A\left(32,11,2^{3} \times 4^{7} \times 8,2\right)$ can be used to construct a paired choice block design having three 2-level attributes and seven 4-level attributes in $N=96$ choice pairs with $b=24$ and $s=4$.

For many parameter sets corresponding to $k$ attributes each at $v$ levels, Graßhoff et al. (2004) and Demirkale, Donovan and Street (2013) have provided constructions of optimal paired choice designs with a reduced number of choice pairs in comparison to the $O A+G$ method of construction. We now show how an optimal paired choice block design can be constructed starting from their designs.

Theorem 3.7. For a Hadamard matrix $H_{m}$, an optimal paired choice design $d_{3}$ with parameters $k, v, b=1, s=m v(v-1) / 2, k \leqslant m$ exists. Furthermore for $v$ odd, a paired choice block design $d_{4}$ with parameters $k, v, b=m(v-1) / 2, s=v$ exists, which is optimal in $\mathcal{D}_{k, b, s}$.

Construction. For a given $H_{m}$, an optimal paired choice design $d_{3}$ is obtained through Theorem 3 of Graßhoff et al. (2004) with parameters $k, v, b=1, s=m v(v-1) / 2$. Moreover, for $v$ odd, the choice pairs corresponding to each of the rows of $\left\{H_{m},-H_{m}\right\}$ forms a block and the design so obtained is an optimal paired choice block design. Now, using a result from Dey (2009), $v(v-1) / 2$ combinations involving $v$ levels taken two at a time can be grouped into $(v-1) / 2$ replicate each comprising $v$ elements. Therefore, the blocks generated by each row of $H_{m}$ can be further broken into $(v-1) / 2$ blocks each of size $v$, which gives the optimal paired choice block design $d_{4}$.

Example 3.8. Consider $v=3$ with combinations $(0,1),(1,2),(2,0)$ and the Hadamard matrix $H_{4}$. An optimal paired choice design $d_{3}$ with parameters $k=4, v=3, b=1, s=12$ exists. Furthermore, since $v$ is odd, an optimal paired choice block design $d_{4}$ is constructed with parameters $k=4, v=3, b=4, s=3$ by considering choice pairs generated by each row of $\left\{H_{4},-H_{4}\right\}$ as a block.

$d_{4}=$| $B_{1}$ | $B_{2}$ | $B_{3}$ | $B_{4}$ |
| :---: | :---: | :---: | :---: |
| $(0000,1111)$ | $(0101,1010)$ | $(0011,1100)$ | $(0110,1001)$ |
| $(1111,2222)$ | $(1212,2121)$ | $(1122,2211)$ | $(1221,2112)$ |
| $($ 2222,0000 $)$ | (2020,0202) | (2200,0022) | (2002,0220) |

Theorem 3.9. For an $O A\left(n_{2}, k+1, v^{k} \times v_{k+1}, 2\right)$ with $v_{k+1}=n_{2} / v$, an optimal paired choice design $d_{5}$ with parameters $k, v, b=1, s=n_{2}(v-1) / 2$ exists. Furthermore for $v$ odd, a paired choice block design $d_{6}$ with parameters $k, v, b=n_{2}(v-1) / 2 v, s=v$ exists, which is optimal in $\mathcal{D}_{k, b, s}$.

Construction. For a given $O A\left(n_{2}, k+1, v^{k} \times v_{k+1}, 2\right)$ with $v_{k+1}=n_{2} / v$, an optimal paired choice design $d_{5}$ is obtained through Construction 3.2 of Demirkale, Donovan and Street (2013) with parameters $k, v, b=1, s=v_{k+1}\binom{v}{2}$. Moreover, for $v$ odd, the choice pairs corresponding to each of the parallel sets of the orthogonal array forms a block and the design so obtained is an optimal paired choice block design. Now, following Dey (2009), the blocks generated by each parallel set can be further broken into $(v-1) / 2$ blocks each of size $v$, which gives the optimal paired choice block design $d_{6}$.

Theorem 3.10. For $\delta \geq 1$ and an $O A\left(n_{3}, k+1, m_{1} \times \cdots \times m_{k} \times \delta, 2\right)$ with $m_{i}=v_{i}\left(v_{i}-1\right) / 2$ for some odd $v_{i}$, an optimal paired choice block design $d_{8}$ with parameters $k, v_{i}, \ldots, v_{k}, b=$ $\delta, s=n_{3} / \delta$ exists.

Construction. For a given $O A\left(n_{3}, k+1, m_{1} \times \cdots \times m_{k} \times \delta, 2\right)$ with $m_{i}=v_{i}\left(v_{i}-1\right) / 2$ for some odd $v_{i}$, an optimal paired choice design $d_{7}$ is obtained through Theorem 4 of Graßhoff et al. (2004) with parameters $k, v_{i}, \ldots, v_{k}, b=1, s=n_{3}$. Then, similar to construction of Theorem 3.5, we use the $\delta(\geq 1)$ symbols of the $(k+1)$ th column of the orthogonal array for blocking. This gives us an optimal paired choice block design $d_{8}$ with parameters $k, v_{i}, \ldots, v_{k}, b=\delta, s=n_{3} / \delta$. Note that this method of blocking is applicable only for odd $v_{i}$.

Table 3.1 highlights the flexibility in the number of blocks while blocking the traditional optimal symmetric paired choice designs as listed in Table 2 of Demirkale, Donovan and Street (2013). We list the values of $s$ and $b$ corresponding to the optimal designs obtained through Theorem 3.5 and Theorem 3.7. It is observed that in the parameter range of Table 3.1, Theorems 3.9 and 3.10 do not provide any additional designs that are not obtainable from Theorem 3.5 and Theorem 3.7. Some of the traditional optimal paired choice designs, marked $*$, are not optimal under the block setup for blocks of size $s=N$ and $b=1$ since the design matrices are not orthogonal to the vector of all ones. However, by having $b>1$, optimal designs having blocks of size $s=N / b$ are feasible using Theorem 3.5.

Note that, from a given optimal paired choice design in $\mathcal{D}_{k, b, s}$, we can randomly group the $b$ blocks into $b / x$ blocks each of size $x s$ to obtain optimal paired choice designs in $\mathcal{D}_{k, b / x, s x}$. In Table 3.1, the designs with $x=1$ are first obtained using the Theorems as mentioned in the corresponding column headers whereas the designs with $x>1$ are obtained thereafter through random grouping. One could obtain a table similar to Table 3.1, for optimal asymmetric paired choice designs based on a list of more than 600 orthogonal arrays with $n \leq 100$.

Table 3.1: Optimal designs in $\mathcal{D}_{k, b, s}$

| $v$ | $k$ | Traditional ( $s, 1$ ) | Theorem $3.5(s, b)$ | Theorem 3.7 $(s, b)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 3 | 4 | $(4,1)$ |  |
| 2 | 4 | 4* | $(4 x, 2 / x), x=1,2$ |  |
| 2 | 5-6 | 8 | $\begin{aligned} & (4 x, 2 / x), x=1,2 \\ & (6 x, 2 / x), x=1,2 \end{aligned}$ |  |
| 2 | 7 | 8 | $\begin{aligned} & (8,1) \\ & (6 \mathrm{x}, 2 / \mathrm{x}), \mathrm{x}=1,2 \\ & (4 \mathrm{x}, 4 / \mathrm{x}), \mathrm{x}=1,2,4 \end{aligned}$ |  |
| 2 | 8 | 8* | $\begin{aligned} & (6 x, 2 / x), x=1,2 \\ & (4 x, 4 / x), x=1,2,4 \end{aligned}$ |  |
| 2 | 9-10 | 12 | $\begin{aligned} & (6 x, 2 / x), x=1,2 \\ & (4 x, 4 / x), x=1,2,4 \\ & (10 x, 2 / x), x=1,2 \end{aligned}$ |  |
| 2 | 11 | 12 | $\begin{aligned} & (12,1) \\ & (4 \mathrm{x}, 4 / \mathrm{x}), \mathrm{x}=1,2,4 \\ & (10 \mathrm{x}, 2 / \mathrm{x}), \mathrm{x}=1,2 \\ & (6 \mathrm{x}, 4 / \mathrm{x}), \mathrm{x}=1,2,4 \end{aligned}$ |  |
| 2 | 12 | $12^{*}$ | $\begin{aligned} & (4 x, 4 / x), x=1,2,4 \\ & (10 x, 2 / x), x=1,2 \\ & (6 x, 4 / x), x=1,2,4 \end{aligned}$ |  |
| 3 | 3 | 9,12 | $(3 x, 3 / \mathrm{x}), \mathrm{x}=1,3$ | $(3 \mathrm{x}, 4 / \mathrm{x}), \mathrm{x}=1,2,4$ |
| 3 | 4 | 9,12,18 | $\begin{aligned} & (9,1) \\ & (3 \mathrm{x}, 6 / \mathrm{x}), \mathrm{x}=1,2,3,6 \end{aligned}$ | $(3 \mathrm{x}, 4 / \mathrm{x}), \mathrm{x}=1,2,4$ |
| 3 | 5,6 | 18,24 | (3x,6/x), $x=1,2,3,6$ | (3x, $8 / \mathrm{x}), \mathrm{x}=1,2,4,8$ |
| 3 | 7 | 18,24,27 | $\begin{aligned} & (9 x, 2 / x), x=1,2 \\ & (3 x, 9 / x), x=1,3,9 \\ & \hline \end{aligned}$ | $(3 x, 8 / \mathrm{x}), \mathrm{x}=1,2,4,8$ |
| 3 | 8 | 24,27 | (3x,9/x), $\mathrm{x}=1,3,9$ | (3x,8/x), $\mathrm{x}=1,2,4,8$ |
| 3 | 9 | 27,36 | (3x,9/x), $x=1,3,9$ | (3x,12/x), $\mathrm{x}=1,2,3,4,6,12$ |
| 3 | 10-12 | 27,36 | $\begin{aligned} & (9 x, 3 / x), x=1,3 \\ & (3 x, 12 / x), x=1,2,3,4,6,12 \end{aligned}$ | $(3 \mathrm{x}, 12 / \mathrm{x}), \mathrm{x}=1,2,3,4,6,12$ |
| 4 | 3-4 | $24^{*}, 28$ | $(4 \mathrm{x}, 12 / \mathrm{x}), \mathrm{x}=1,2,3,4,6,12$ |  |
| 4 | 5 | 48 | $\begin{aligned} & (16 x, 3 / x), x=1,3 \\ & (4 x, 24 / x), x=1,2,3,4,6,8,12,24 \end{aligned}$ |  |
| 4 | 6-8 | 48*,96 | $(4 x, 24 / \mathrm{x}), \mathrm{x}=1,2,3,4,6,8,12,24$ |  |
| 4 | 9 | $72^{*}, 96$ | $\begin{aligned} & (16 x, 6 / x), x=1,2,3,6 \\ & (4 x, 36 / x), x=1,2,3,4,6,9,12,18,36 \end{aligned}$ |  |
| 4 | 10-12 | $72^{*}, 144$ | $(4 x, 36 / \mathrm{x}), \mathrm{x}=1,2,3,4,6,9,12,18,36$ |  |
| 5 | 3-4 | 40,50 | ( $5 \mathrm{x}, 10 / \mathrm{x}$ ), $\mathrm{x}=1,2,5,10$ | ( $5 \mathrm{x}, 8 / \mathrm{x}$ ), $\mathrm{x}=1,2,4,8$ |
| 5 | 5 | 50,80 | ( $5 \mathrm{x}, 10 / \mathrm{x}$ ), $\mathrm{x}=1,2,5,10$ | $(5 \mathrm{x}, 16 / \mathrm{x}), \mathrm{x}=1,2,4,8,16$ |
| 5 | 6 | 50,80,100 | $\begin{aligned} & (25 \mathrm{x}, 2 / \mathrm{x}), \mathrm{x}=1,2 \\ & (5 \mathrm{x}, 20 / \mathrm{x}), \mathrm{x}=1,2,4,5,10,20 \end{aligned}$ | $(5 \mathrm{x}, 16 / \mathrm{x}), \mathrm{x}=1,2,4,8,16$ |
| 5 | 7-8 | 80,100 | ( $5 \mathrm{x}, 20 / \mathrm{x}$ ), $\mathrm{x}=1,2,4,5,10,20$ | ( $5 \mathrm{x}, 16 / \mathrm{x}$ ), $\mathrm{x}=1,2,4,8,16$ |
| 5 | 9-10 | 100,120 | ( $5 \mathrm{x}, 20 / \mathrm{x}$ ), $\mathrm{x}=1,2,4,5,10,20$ | $(5 x, 24 / \mathrm{x}), \mathrm{x}=1,2,3,4,6,12,24$ |
| 6 | 3 | 60*, 180 | $\begin{aligned} & (12 \mathrm{x}, 15 / \mathrm{x}), \mathrm{x}=1,3,5,15 \\ & (18 \mathrm{x}, 10 / \mathrm{x}), \mathrm{x}=1,2,5,10 \end{aligned}$ |  |
| 6 | 4 | 60*,180*,360 | $(6 x, 60 / x), x=1-6,10,12,15,20,30,60$ |  |
| 6 | 5-6 | 120*,180*,360 | $(6 x, 60 / x), x=1-6,10,12,15,20,30,60$ |  |
| 7 | 3-4 | 84,147 | ( $7 \mathrm{x}, 21 / \mathrm{x}), \mathrm{x}=1,3,7,21$ | ( $7 \mathrm{x}, 12 / \mathrm{x}), \mathrm{x}=1,2,3,4,6,12$ |
| 7 | 5-7 | 147,168 | (7x,21/x), $x=1,3,7,21$ | $(21 x, 8 / \mathrm{x}), \mathrm{x}=1,2,4,8$ |
| 7 | 8 | 147,168,294 | $\begin{aligned} & (49 \mathrm{x}, 3 / \mathrm{x}), \mathrm{x}=1,3 \\ & (7 \mathrm{x}, 42 / \mathrm{x}), \mathrm{x}=1,2,3,6,7,14,21,42 \end{aligned}$ | $(21 x, 8 / x), x=1,2,4,8$ |

### 3.4 Optimal block designs under the broader main effects model

In this section, we consider estimation of the main effects under the broader main effects model for an asymmetric paired choice design where the $i$ th attribute is at $v_{i}$ levels, $i=1, \ldots, k$. The broader main effects model constitutes the main effects and the twofactor interaction effects with interest lying only in the estimation of the main effects. For the symmetric paired choice designs, Graßhoff et al. (2003) characterized optimal paired choice designs under the broader main effects model. More recently, for $v_{i}=2$, Singh, Chai and Das (2015) obtained optimal designs under such a model.

With the introduction of the respondent effects, from (3.1), the relevant utility differences become

$$
\begin{equation*}
u_{1}-u_{2}=\left(P_{M 1}-P_{M 2}\right) \tau+\left(P_{I 1}-P_{I 2}\right) \gamma+W^{\prime} \beta=P_{M} \tau+P_{I} \gamma+W^{\prime} \beta \tag{3.1}
\end{equation*}
$$

where $\gamma$ is a $\sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(v_{i}-1\right)\left(v_{j}-1\right) \times 1$ parameter vector for the two-factor interaction effects, $P_{I j}$ is an $N \times \sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(v_{i}-1\right)\left(v_{j}-1\right)$ effects-coded matrix of the two-factor interaction effects for the $j$ th option, $j=1,2$, and $P_{I}=P_{I 1}-P_{I 2}$. Let $P_{I j}=\left(P_{I j}^{1_{j}^{\prime}}, \ldots, P_{I j}^{n^{\prime}}\right)^{\prime}$ where $P_{I j}^{l}$ corresponds to the $l$ th choice pair in $P_{I j}$. Also, let $P_{M j(i)}^{l}$ represent the columns of $P_{M j}$ corresponding to the $l$ th choice pair and $i$ th attribute. Then, $P_{I j}^{l}=\left(P_{M j(1)}^{l} \otimes\right.$ $\left.P_{M j(2)}^{l}, P_{M j(1)}^{l} \otimes P_{M j(3)}^{l}, \ldots, P_{M j(k-1)}^{l} \otimes P_{M j(k)}^{l}\right)$.

The information matrix for estimating the main effects after eliminating the twofactor interaction effects and the block effects is

$$
\tilde{C}_{B}=C_{M}-\left[\begin{array}{ll}
\left.P_{M}^{\prime} P_{I} P_{M}^{\prime} W\right]\left[\begin{array}{cc}
P_{I}^{\prime} P_{I} & P_{I}^{\prime} W \\
P_{I}^{\prime} W & W^{\prime} W
\end{array}\right]^{-}\left[\begin{array}{c}
P_{I}^{\prime} P_{M} \\
W^{\prime} P_{M}
\end{array}\right] . . . . . . ~ \tag{3.2}
\end{array}\right.
$$

Therefore, a paired choice design which is optimal under the main effects model is also optimal under the broader main effects block model if $\tilde{C}_{B}=C_{M}$, that is, if $P_{I}^{\prime} P_{M}=0$ and $W^{\prime} P_{M}=0$. The designs in Theorem 3.5 satisfy $W^{\prime} P_{M}=0$ and for symmetric designs with $v=2$, it follows from Singh, Chai and Das (2015) that the designs additionally satisfy $P_{I}^{\prime} P_{M}=0$. Therefore, in particular, for symmetric designs with $v=2$, the paired
choice block designs of Theorem 3.5 are also optimal under the broader main effects block model.

We now give the following construction for optimal paired choice block designs under the broader main effects model.

Theorem 3.11. Under the broader main effects model, for an $O A\left(n_{1}, k, v_{1} \times \cdots \times v_{k}, 3\right)$ and $h=l c m\left(v_{1}, \ldots, v_{k}\right)$, there exists a paired choice block design $d_{1}^{B}$ with parameters $k, v_{1}, \ldots, v_{k}, b=1, s=h n_{1}$, which is optimal in $\mathcal{D}_{k, b, s}$.

Construction. We obtain $d_{1}^{B}$ through the $O A+G$ method of construction using $h$ generators as in Theorem 3.2. Detailed proof is provided in the Appendix A.

Theorem 3.12. Under the broader main effects model, for $\delta \geq 1$ and an $O A\left(n_{1}, k+1, v_{1} \times\right.$ $\cdots \times v_{k} \times \delta, 3$ ), there exists a paired choice block design $d_{2}^{B}$ with parameters $k, v_{1}, \ldots, v_{k}, b=$ $h \delta, s=n_{1} / \delta$, which is optimal in $\mathcal{D}_{k, b, s}$.

Construction. On lines similar to Theorem 3.5, the construction here is based on using sets of generators, from Theorem 3.2, on an orthogonal array of strength 3.

We now provide another method to obtain symmetric optimal paired choice block designs with $s=v ; v \geq 3$.

Theorem 3.13. For an $O A\left(n_{1}, k-1, v^{k-1}, 3\right)$, there exists a paired choice block design $d_{3}^{B}$ with parameters $k, v \geq 3, s=v, b=h n_{1}$, which is optimal in $\mathcal{D}_{k, b, s}$.

Construction. We adopt the following method of construction.
(i) Following Theorem 3.12, construct $d_{2}^{B}$ from an $O A\left(n_{1}, k, v^{k-1} \times 1,3\right)$ for $k-1$ attributes each at $v$ levels. While constructing $d_{2}^{B}$, the $h$ generators, as in Theorem 3.2, are $(k-1)$ tuples of the form $(1 \ldots 1), \cdots,(v-1 \ldots v-1)$ for $v$ even $(h=(v-1))$, and of the form $(1 \ldots 1), \cdots,((v-1) / 2 \ldots(v-1) / 2)$ for $v$ odd $(h=(v-1) / 2)$. Then, for each choice pair, add the kth attribute at level 0 in the option 1 and similarly, the $k$ th attribute in the second option is generated using the same generator as that used for the other $k-1$ attributes.
(ii) For each of the $h$ generators, generate $v-1$ additional copies of the design obtained in $(i)$ by adding $1(\bmod v), \ldots,(v-1)(\bmod v)$ in every attribute under both the options. Note that every copy in (ii) is just the recoding of the design obtained in (i), and hence the resultant design with parameters $k, v, s=h n_{1} v, b=1$ is also optimal.
(iii) Finally for each of the $h$ generators, the ith block of size $v$ comprises of the ith row from each of the $v$ copies created in (ii), $i=1, \ldots, n_{1}$.

The $h n_{1}$ blocks so obtained with $s=v$ forms the required optimal design $d_{3}^{B}$. The design so obtained has distinct choice pairs in every block.

### 3.5 Optimal block designs for estimating the main plus two-factor interaction effects

The literature on optimal paired choice designs for estimating the main plus two-factor interaction effects is very limited since such designs require a large number of choice pairs to be shown to every respondent. Graßhoff et al. (2003), Street and Burgess (2004) and Großmann, Schwabe and Gilmour (2012) have provided optimal and/or efficient paired choice designs under this setup for $k$ attributes each at two levels. In this Section, we consider each of the $k$ attributes to be at two levels. Let $q=\lceil k / 2\rceil$, where $\lceil z\rceil$ represents the smallest integer greater than or equal to $z$. The construction method of Street and Burgess (2007) entails starting with an orthogonal array $O A\left(n_{1}, k, 2^{k}, 4\right)$ as a set of $n_{1}$ first options, and then taking the foldover of $\alpha$ attributes in the second option, keeping the rest of the $k-\alpha$ attributes same for each of the $n_{1}$ choice pairs. Here $\alpha=q$ for $k$ odd and $\alpha=q$ and $q+1$ for $k$ even. This process is repeated for $\binom{k}{\alpha}$ possible combinations of the attributes. Here, the foldover of an attribute in the second option of a choice pair means that the attribute level in the second option is different from that in the first. Such a paired choice design $d_{1}^{I}$ with parameters $k, v, s, b=1$ is optimal where $s=n_{1}\binom{k}{q}$ for $k$ odd and $s=n_{1}\binom{k+1}{q+1}$ for $k$ even.

Incorporating respondent effects, the model is as given in (3.1). However, in contrast to Section 3.4, interest here lies in the estimation of both the main-effects and the twofactor interaction effects. The information matrix for estimating the main plus two-factor interaction effects under the multinomial logit model incorporating respondent effects is

$$
\tilde{C}_{I}=\left[\begin{array}{cc}
C_{M} & P_{M}^{\prime} P_{I}  \tag{3.1}\\
P_{I}^{\prime} P_{M} & P_{I}^{\prime} P_{I}
\end{array}\right]-(1 / s)\left[P_{M}^{\prime} W P_{I}^{\prime} W\right]\left[\begin{array}{c}
W^{\prime} P_{M} \\
W^{\prime} P_{I}
\end{array}\right] .
$$

As earlier, in order to achieve optimal paired choice block designs, we start with an optimal paired choice design $d_{1}^{I}$ and enforce blocking such that $W^{\prime} P_{M}=0$ and $W^{\prime} P_{I}=0$.

We provide a simple condition to achieve the same, proof of which is provided in the Appendix A.

Let pair ( $a_{1}, b_{1}$ ) means that $a_{1}$ and $b_{1}$ are the levels corresponding to an attribute for the first and second options, respectively. Similarly, let pair $\left(a_{1} a_{2}, b_{1} b_{2}\right)$ means that $a_{1} a_{2}$ and $b_{1} b_{2}$ are the levels corresponding to the two attributes for the first and second options, respectively.

Theorem 3.14. $W^{\prime} P_{M}=0$ and $W^{\prime} P_{I}=0$ if and only if for every block,
(i) the frequency of the pair $(1,0)$ is same as the frequency of the pair $(0,1)$ for every attribute;
(ii) the frequency of the pairs from the set $\{(01,00),(01,11),(10,00),(10,11)\}$ is same as the frequency of the pairs from the set $\{(00,01),(00,10),(11,01),(11,10)\}$ for every two attributes.

We now provide a method of construction for optimal paired choice block designs with $s=4$.

Theorem 3.15. For $k>4$, there exists a paired choice block design $d_{2}^{I}$ with parameters $k, v=2, s=4, b$, which is optimal in $\mathcal{D}_{k, b, s}$. Here $b=2^{k-3}\binom{k}{q}$ for $k$ odd and $b=2^{k-3}\binom{k+1}{q+1}$ for $k$ even.

Construction. Let $F$ be a set of $\binom{k}{\alpha}$ attribute indices of size $\alpha=q$ obtained from the attribute labels $1, \cdots, k$ taking $\alpha$ labels at a time such that $2 \leq \alpha \leq k-2$. For an element $f=\left(f_{1}, \ldots, f_{i}, \ldots, f_{\alpha}\right)$ of $F$, let $f^{\prime}=\{1, \ldots, k\}-f=\left(f_{1}^{\prime}, \ldots, f_{j}^{\prime}, \ldots, f_{(k-\alpha)}^{\prime}\right)$ be the complement of $f$. Keeping in view the construction of the design $d_{1}^{I}$, we adopt the steps (i)-(v) to construct an optimal paired choice block design $d_{2}^{I}$ for $k$ attributes.
(i) Write the complete factorial involving $2^{\alpha}$ combinations. Divide this set into two-halves such that the second half is a foldover of the first half.
(ii) Write the complete factorial involving $2^{k-\alpha}$ combinations. Divide this set into twohalves such that the second half is a foldover of the first half.
(iii) Take one combination from the first half of (i), say a, and two combinations from the first half of (ii), say band c. Let $a^{\prime}, b^{\prime}$ and $c^{\prime}$ be the foldovers of $a, b$ and $c$, respectively. Corresponding to the element $f$ of $F$, make a block having choice pairs ( $\left.a b, a^{\prime} b\right)$, $\left(a b^{\prime}, a^{\prime} b^{\prime}\right)$, $\left(a^{\prime} c, a c\right),\left(a^{\prime} c^{\prime}, a c^{\prime}\right)$. Here, in a choice pair, the option ab implies that if $a=a_{1} \cdots a_{i} \cdots a_{\alpha}$
and $b=b_{1} \cdots b_{j} \cdots b_{k-\alpha}$, then $a_{i}$ corresponds to the attribute index $f_{i}$ and $b_{j}$ corresponds to the attribute index $f_{j}^{\prime}$.
(iv) Repeat (iii) for each of the $2^{\alpha-1}$ combinations in the first half of (i) using the same $b$ and $c$ as in (iii). Then, repeat the entire process for two different combinations from the first half of (ii).
(v) Repeating (i)-(iv) for every element $f$ of $F$ corresponding to $\alpha=q$ for $k$ odd and $\alpha=q$ and $q+1$ for $k$ even, an optimal paired choice block design $d_{2}^{I}$ is obtained with parameters $k, v=2, s=4, b$ where $b=2^{k-3}\binom{k}{q}$ for $k$ odd and $b=2^{k-3}\binom{k+1}{q+1}$ for $k$ even.

Example 3.16. Let $k=4, v=2, b=10, s=8$. For $k=4, \alpha$ takes the values 2 and 3 . Since $\alpha=3>2=k-2$, Theorem 3.15 does not allow to achieve $d_{2}^{I}$ from $d_{1}^{I}$. However, for $\alpha=2$, the proposed construction method still holds, for which we get 12 blocks each of size 4, as below.

| $B_{1}$ | $B_{2}$ | $B_{3}$ | $B_{4}$ | $B_{5}$ | $B_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(0000,1100)$ | $(0100,1000)$ | $(0000,1010)$ | $(0010,1000)$ | $(0000,1001)$ | $(0001,1000)$ |
| $(0011,1111)$ | $(0111,1011)$ | $(0101,1111)$ | $(0111,1101)$ | $(0110,1111)$ | $(0111,1110)$ |
| $(1101,0001)$ | $(1001,0101)$ | $(1011,0001)$ | $(1001,0011)$ | $(1011,0010)$ | $(1010,0011)$ |
| $(1110,0010)$ | $(1010,0110)$ | $(1110,0100)$ | $(1100,0110)$ | $(1101,0100)$ | $(1100,0101)$ |
| $B_{7}$ | $B_{8}$ | $B_{9}$ | $B_{10}$ | $B_{11}$ | $B_{12}$ |
| $(0000,0110)$ | $(0010,0100)$ | $(0000,0101)$ | $(0001,0100)$ | $(0000,0011)$ | $(0001,0010)$ |
| $(1001,1111)$ | $(1011,1101)$ | $(0110,0011)$ | $(0111,0010)$ | $(1100,1111)$ | $(1101,0010)$ |
| $(0111,0001)$ | $(0101,0011)$ | $(1011,1110)$ | $(1010,1111)$ | $(0111,0100)$ | $(0110,0101)$ |
| $(1110,1000)$ | $(1100,1010)$ | $(1101,1000)$ | $(1100,1001)$ | $(1011,1000)$ | $(1010,1001)$ |

For $\alpha=3$, we provide a design in 4 blocks each of size 8, as below.

| $B_{13}$ | $B_{14}$ | $B_{15}$ | $B_{16}$ |
| :---: | :---: | :---: | :---: |
| $(0000,1110)$ | $(0000,1011)$ | $(0000,1101)$ | $(0000,0111)$ |
| $(0110,1000)$ | $(0011,1000)$ | $(0101,1000)$ | $(0011,0100)$ |
| $(1010,0100)$ | $(1010,0001)$ | $(1100,0001)$ | $(0101,0010)$ |
| $(1100,0010)$ | $(1001,0010)$ | $(1001,0100)$ | $(0110,0001)$ |
| $(0001,1111)$ | $(0100,1111)$ | $(0010,1111)$ | $(1000,1111)$ |
| $(0111,1001)$ | $(0111,1100)$ | $(0111,1010)$ | $(1011,1100)$ |
| $(1011,0101)$ | $(1110,0101)$ | $(1110,0011)$ | $(1101,1010)$ |
| $(1101,0011)$ | $(1101,0110)$ | $(1011,0110)$ | $(1110,1001)$ |

We form 6 blocks each of size 8 by combining blocks $B_{i}$ and $B_{i+6}, i=1, \ldots, 6$, which in combination with the 4 blocks $B_{i}, i=13, \ldots, 16$ gives the optimal design with parameters $k=4, b=10, s=8$.

### 3.6 Discussion

In situations where an optimal design has more choice pairs than a respondent can complete, the $N$ choice pairs can be split among the respondents (blocks) either randomly or using a spare attribute, if there is one available (see, Street and Burgess (2007)). To this effect, we have instances of respondents being considered as blocks in various choice experiments, although without much theoretical rigor. Bliemer and Rose (2011) reported that $64 \%$ of studies used a blocking column to allocate choice sets to respondents, $13 \%$ assigned choice sets randomly to respondents, $5 \%$ studies provided the full factorial to each respondent and for the remaining $18 \%$ of the studies, it could not be determined how choice sets were assigned to respondents.

With an objective to assess the main or interaction effects, wherever practical, the same set of $N$ optimal choice pairs are shown to every respondent. As such there are no theoretical results on optimal designs, under the utility-neutral setup, where different respondent sees smaller and different designs. In contrast, the approach that is adopted here allows the construction of optimal designs with smaller and flexible number of choice pairs, to be shown to every respondent. Even in situations where simple techniques like blocking using a spare attribute can not be used, we provide optimal paired choice block designs.

In contrast to the approaches of Sándor and Wedel (2005) and Kessels, Goos and Vandebroek (2008), following the block design theory, we adopt the fixed-effects block model for obtaining optimal designs. The approach adopted here treats respondent heterogeneity as a nuisance factor by including respondent-level fixed-effect terms in the model and enables the derivation of analytical results. Though there is no guarantee that the optimal block designs obtained under this setup and the heterogeneous designs obtained by Sándor and Wedel (2005) would be same, it would require a separate study to compare optimal designs obtained under the two approaches.

Furthermore, unlike their designs, which are available only for situations when estimation of the main effects is of interest, we have provided optimal paired choice block designs not only under the main effects model but also under the broader main effects model and under the main plus two-factor interaction effects model.

## Chapter 4

## Efficient paired choice designs with fewer choice pairs

This chapter is based on the following work:
Dey et al. (2017): Dey, Aloke; Singh, Rakhi; Das, Ashish. Efficient paired choice designs with fewer choice pairs. Metrika 80 (2017), no. 3, 309-317.

### 4.1 Introduction

In this chapter, we consider paired choice experiments with each option being described by $k$ factors each at $v$ levels. We denote these levels by $0, \ldots, v-1$. For an attribute, the level $l$ is coded and represented by a unit vector with 1 in the $(l+1)$ th position for $l=0, \ldots, v-2$, and for level $v-1$ is represented by -1 in each of the $v-1$ positions. For example, for $v=3$, effects-coded vectors for $l=1,2,3$ are (10), (0 1) and ( $-1-1$ ), respectively.

We now consider designs under the linear paired comparison model for estimating the main effects. The response is described by the model, $Z=U_{1}-U_{2}+\epsilon=\left(P_{1}-P_{2}\right) \theta+\epsilon=$ $X \theta+\epsilon$, where $\epsilon$ is the random error vector, $\theta$ is the parameter vector for the main effects, $P_{j}$ is an $N \times k(v-1)$ effects-coded matrix of the main effects for the $j$ th option, $j=1,2$, and $X=P_{1}-P_{2}$. For a paired choice design $d$, the matrix $M_{d}=X^{T} X$ is the information matrix for estimating the main effects under the linear paired comparison model. A paired choice design $d$ is connected if all the main effects are estimable, and this happens if and only if $M_{d}$ has rank $k(v-1)$. We consider $D$-optimality in this chapter. The $D$-efficiency
$e f f_{D}(d)$ of a paired choice designs $d$ with $N$ choice pairs is defined as

$$
\operatorname{eff}_{D}(d)=\left(\frac{\operatorname{det}\left(M_{d} / N\right)}{\operatorname{det}\left(M_{d^{*}} / N^{*}\right)}\right)^{1 /(k(v-1))}
$$

where $d^{*}$ is a $D$-optimal design in $N^{*}$ choice pairs. In view of invariance, the $D$-efficiency of a design $d$ is same under the linear paired comparison approach and under the multinomial logit model approach.

A major concern with the available optimal paired choice designs is that the number of choice pairs in the design increases rapidly as $k$ and/or $v$ are even moderately increased. Such large designs may not be attractive to an experimenter. In this chapter, we propose two construction methods yielding highly efficient paired choice designs with fewer choice pairs.

### 4.2 Construction of $D$-efficient designs

In this section we provide two construction methods for $D$-efficient paired choice designs with fewer choice pairs. The following result is well known (see e.g., Dey (2009)).

Lemma 4.1. Consider $v(v-1) / 2$ combinations involving $v$ levels taken two at a time. Then,
(i) For $v$ odd, the combinations can be grouped into $g=(v-1) / 2$ groups $G_{0}, \ldots$, $G_{g-1}$ each comprising $s=v$ combinations. Here $G_{i}=\{(i, v-2-i),(i+1, v-1-$ $i), \ldots,(i+v-1,2 v-3-i)\}$ and the levels are reduced modulo $v ; i=0, \ldots, g-1$.
(i) For $v$ even, the combinations can be grouped into $g=v-1$ groups $G_{0}, \ldots, G_{g-1}$ each comprising $s=v / 2$ combinations. Here $G_{i}=\{(i, \infty),(i+1, i+v-2),(i+2, i+v-$ 3), $\ldots,(i+v / 2-1, i+v / 2)\}$ and the levels are reduced modulo $v-1 ; i=0, \ldots, g-1$. Here, $\infty$ is the invariant level $v-1$.

For paired choice designs, only constructions 3.2 and 3.4 of Demirkale et al. (2013) are applicable and construction 3.4 of Demirkale et al. (2013) is same as the construction in Theorem 3 of Graßhoff et al. (2004). Modifications to these constructions, using $g$ groups as in Lemma 4.1 gives rise to efficient designs with fewer choice pairs.

For $k \leq m$, let $H_{m, k}$ be a $m \times k$ matrix with elements $\pm 1$ such that $H_{m, k}^{T} H_{m, k}=m I_{k}$, where $I_{k}$ is the identity matrix of order $k$. When $k=m, H_{m, k}$ is called a Hadamard matrix.

Construction 1: Graßhoff et al. (2004) used an $H_{m, k}$ to construct an optimal paired choice design $d$ with parameters $N=m g s=m v(v-1) / 2, k, v$, by associating the $g s=$ $v(v-1) / 2$ combinations of $v$ levels taken two at a time with the rows of $\left\{H_{m, k},-H_{m, k}\right\}$. From every row of $\left\{H_{m, k},-H_{m, k}\right\}$, gs choice pairs are obtained by replacing ' 1 ' in the row by the first element of the combinations and ' -1 ' in the row by the second element of the combinations.

An efficient design is obtained by associating only $g^{\prime} s$ combinations (where $g^{\prime}=g-1$ or $g^{\prime}=g-2$ ) with each row of $\left\{H_{m, k},-H_{m, k}\right\}$. Corresponding to the $j$ th row of $\left\{H_{m, k},-H_{m, k}\right\},(j=1, \ldots, m)$, the combinations in the $g^{\prime}$ group $G_{(j-1)}(\bmod g), G_{j}(\bmod g)$, $\ldots, G_{\left(j+g^{\prime}-2\right)}(\bmod g)$ are used for generating the choice pairs. This gives rise to an efficient paired choice design with $k$ attributes each at $v$ levels and $N=m g^{\prime} s$ choice pairs with $g^{\prime}=g-1$ or $g^{\prime}=g-2$.

Example 4.2. For $k=9, v=4$, starting from a normal $H_{12,12}$, a $H_{12,9}$ is obtained by retaining the $2 n d$ to 10 th column of $H_{12,12}$. Then generating $g s=v(v-1) / 2=6$ choice pairs from each row of $H_{12,9}$, an optimal paired choice design is obtained. Since $v=4$, from Lemma 4.1, the $g=3$ groups $G_{0}=\{(0,3),(1,2)\}, G_{1}=\{(1,3),(2,0)\}$ and $G_{2}=\{(2,3),(0,1)\}$ are each of size $s=2$.

We choose $g^{\prime}=v-2=2$ and associate 4 combinations to each row of $\left\{H_{12,9},-H_{12,9}\right\}$. For the jth row of $H_{12,9}$, the combinations in the groups $G_{(j-1)(\bmod 3)}$ and $G_{j(\bmod 3)}$ are used, $j=1, \ldots, 12$. This gives a design in 48 choice pairs with eff $D(d)=0.96$. Notice that the optimal design is available in 72 choice pairs. Therefore, we observe that with $4 \%$ loss in $D$-efficiency, a $33 \%$ reduction in the number of choice pairs is achieved.

We now recall the definition of an orthogonal array. An orthogonal array $O A\left(n, k, v_{1} \times\right.$ $\cdots \times v_{k}, t$, of strength $t$, is an $n \times k$ array with elements in the $i$ th column from a set of $v_{i}$ distinct symbols $\left\{0, \ldots, v_{i}-1\right\}(i=1, \ldots, k)$, such that all possible combinations of symbols appear equally often as rows in every $n \times t$ subarray. An orthogonal array is symmetric if $v_{i}=v$ for all $i$ and the corresponding OA is denoted by $O A\left(n, k, v^{k}, t\right)$. The link http://support.sas.com/techsup/technote/ts723.html and Hedayat et al. (1999) provide a comprehensive description of orthogonal arrays and their constructions. An orthogonal array is said to be 1-resolvable (or, simply, resolvable) if its rows can be partitioned into sets of rows (also called parallel classes) such that each set is an orthogonal
array of strength unity.
Construction 2: Demirkale et al. (2013) used an $O A\left(n v, k+1, v^{k} \times n, 2\right)$ to form a 1-resolvable $O A\left(n v, k, v^{k}, 2\right)$ having $n$ parallel sets of $v$ rows each, and then to construct an optimal paired choice design $d$ with parameters $N=n g s=n v(v-1) / 2, k, v$. Let $\{i, j\}$ be a typical combination among the $g s=v(v-1) / 2$ combinations of $v$ numbers $\{0,1, \ldots, v-1\}$ taken two at a time. Then, for each such combination and from each of the $n$ parallel sets, $(i+1)$ th row and $(j+1)$ th row are chosen to form the choice pairs of the optimal paired choice design.

An efficient design is obtained by associating only $g^{\prime} s$ combinations (where $g^{\prime}=$ $g-1$ or $g^{\prime}=g-2$ ) with each of the $n$ parallel sets of 1 -resolvable $O A\left(v n, k, v^{k}, 2\right)$. Then, corresponding to the $j$ th parallel set $(j=1, \ldots, n)$, the combinations in the group $G_{(j-1)(\bmod g)}, G_{j(\bmod g)}, \ldots, G_{\left(j+g^{\prime}-2\right)(\bmod g)}$ are used for generating the choice pairs. This gives rise to an efficient paired choice design with $k$ attributes each at $v$ levels and $N=n g^{\prime} s$ choice pairs with $g^{\prime}=g-1$ or $g^{\prime}=g-2$.

Example 4.3. For $k=5, v=7$, from an $O A(49,8,7,2)$ in the website link mentioned and using the first factor as the resolving factor, 7 parallel sets are created and an optimal paired choice design is obtained by constructing gs $=v(v-1) / 2=21$ choice pairs corresponding to each parallel set. Since $v=7$, from Lemma 4.1, three groups formed are $G_{0}=\{(0,5),(1,6),(2,0),(3,1),(4,2),(5,3),(6,4)\}, G_{1}=\{(1,4),(2,5),(3,6),(4,0)$, $(5,1),(6,2),(0,3)\}$ and $G_{2}=\{(2,3),(3,4),(4,5),(5,6),(6,0),(0,1),(1,2)\}$.

We choose $g^{\prime}=(v-3) / 2=2$ and hence associate 14 combinations to each of the parallel sets. For the jth parallel set, the combinations in the group $G_{(j-1)(\bmod 3)}$ and $G_{j(\bmod 3)}$ are used, $j=1, \ldots, 7$. This gives a design in 98 choice pairs with eff $D_{D}(d)=0.98$. Notice that the optimal design is available in 147 choice pairs. Therefore, we observe that with $2 \%$ loss in D-efficiency, a $33 \%$ reduction in the number of choice pairs is achieved.

### 4.3 Tables of Designs and Concluding Remarks

We have two methods of construction of efficient designs. Since, for $v=2,3$, the number of choice pairs involved are not very large, it may be preferable to use optimal designs for such cases. However, as the number of levels increases, the number of choice pairs
in an optimal design increases rapidly, and thus, it is preferable to use efficient designs with fewer choice pairs. The significant gain through the reduced number of choice pairs compensates for the marginal loss in $D$-efficiency. In most practical situations, very large values of $v$ and/or $k$ are not useful. We thus restrict ourselves to the values of $v, k$ as in Table 2 of Demirkale et al. (2013). We provide a list of efficient designs in Tables 4.14.4. From these tables, we see that retaining a $D$-efficiency of more than 0.9 , on an average there is $30-50 \%$ reduction in the number of choice pairs in the design.
$H_{g^{\prime} / g}$ in the Table represent the designs constructed following the Graßhoff et al. (2004) approach using $g^{\prime}$ groups as against the $g$ groups in the optimal designs, and $D_{g^{\prime} / g}$ represent the designs constructed following the Demirkale et al. (2013) approach using $g^{\prime}$ groups as against the $g$ groups in the optimal designs. $N^{*}$ represents the least number of choice pairs for an optimal design as in Table 2 of Demirkale et al. (2013). The last column 'Reduction' depicts the percentage reduction in the number of choice pairs vis-á-vis the designs as in Table 2 of Demirkale et al. (2013).

Table 4.1: Efficient designs for $v=4$

| $k$ | $N^{*}$ | $N$ | $e_{\text {ff }}^{D}(d)$ | Design | Reduction | $k$ | $N^{*}$ | $N$ | $e^{2} f_{D}(d)$ | Design | Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 24 | 16 | 0.9596 | $H_{2 / 3}$ | $33 \%$ | 8 | 48 | 32 | 0.9449 | $H_{2 / 3}$ | $33 \%$ |
| 4 | 24 | 16 | 0.9449 | $H_{2 / 3}$ | $33 \%$ | 9 | 72 | 48 | 0.9590 | $H_{2 / 3}$ | $33 \%$ |
| 5 | 48 | 32 | 0.9691 | $D_{2 / 3}$ | $33 \%$ | 10 | 72 | 48 | 0.9542 | $H_{2 / 3}$ | $33 \%$ |
| 6 | 48 | 32 | 0.9596 | $D_{2 / 3}$ | $33 \%$ | 11 | 72 | 48 | 0.9491 | $H_{2 / 3}$ | $33 \%$ |
| 7 | 48 | 32 | 0.9515 | $H_{2 / 3}$ | $33 \%$ | 12 | 72 | 48 | 0.9449 | $H_{2 / 3}$ | $33 \%$ |

Table 4.2: Efficient designs for $v=5$

| $k$ | $N^{*}$ | $N$ | $e_{\text {ff }}(d)$ | Design | Reduction | $k$ | $N^{*}$ | $N$ | $e e_{D}(d)$ | Design | Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 40 | 25 | 0.9469 | $D_{1 / 2}$ | $38 \%$ | 7 | 80 | 40 | 0.9088 | $H_{1 / 2}$ | $50 \%$ |
| 3 | 40 | 20 | 0.9283 | $H_{1 / 2}$ | $50 \%$ | 8 | 80 | 50 | 0.9174 | $D_{1 / 2}$ | $38 \%$ |
| 4 | 40 | 25 | 0.9188 | $D_{1 / 2}$ | $38 \%$ | 8 | 80 | 40 | 0.8944 | $H_{1 / 2}$ | $50 \%$ |
| 4 | 40 | 20 | 0.8944 | $H_{1 / 2}$ | $50 \%$ | 9 | 100 | 60 | 0.9162 | $H_{1 / 2}$ | $40 \%$ |
| 5 | 50 | 40 | 0.9146 | $H_{1 / 2}$ | $20 \%$ | 9 | 100 | 50 | 0.9056 | $D_{1 / 2}$ | $50 \%$ |
| 5 | 50 | 25 | 0.8944 | $D_{1 / 2}$ | $50 \%$ | 10 | 100 | 60 | 0.9061 | $H_{1 / 2}$ | $40 \%$ |
| 6 | 50 | 40 | 0.9283 | $H_{1 / 2}$ | $20 \%$ | 10 | 100 | 50 | 0.8944 | $D_{(1 / 2}$ | $50 \%$ |
| 7 | 80 | 50 | 0.9300 | $D_{1 / 2}$ | $38 \%$ | 11 | 100 | 60 | 0.9035 | $H_{1 / 2}$ | $40 \%$ |

Table 4.3: Efficient designs for $v=6$

| $k$ | $N^{*}$ | $N$ | eff $_{D}(d)$ | Design | Reduction | $k$ | $N^{*}$ | $N$ | $e^{2} f_{D}(d)$ | Design | Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 60 | 48 | 0.9860 | $H_{4 / 5}$ | $20 \%$ | 5 | 120 | 96 | 0.9886 | $H_{4 / 5}$ | $20 \%$ |
| 3 | 60 | 36 | 0.9606 | $H_{3 / 5}$ | $40 \%$ |  | 5 | 120 | 72 | 0.9681 | $H_{3 / 5}$ |
| 4 | 60 | 48 | 0.9801 | $H_{4 / 5}$ | $20 \%$ | $40 \%$ |  |  |  |  |  |
| 4 | 60 | 36 | 0.9426 | $H_{3 / 5}$ | $40 \%$ | 120 | 108 | 0.9736 | $D_{3 / 5}$ | $10 \%$ |  |
| 5 | 120 | 108 | 0.9781 | $D_{3 / 5}$ | $10 \%$ |  | 120 | 96 | 0.9850 | $H_{4 / 5}$ | $20 \%$ |
| 6 | 120 | 72 | 0.9585 | $H_{3 / 5}$ | $40 \%$ |  |  |  |  |  |  |

Table 4.4: Efficient designs for $v=7$

| $k$ | $N^{*}$ | $N$ | $e f f_{D}(d)$ | Design | Reduction | $k$ | $N^{*}$ | $N$ | $e^{\prime} f_{D}(d)$ | Design | Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 84 | 56 | 0.9752 | $H_{2 / 3}$ | $33 \%$ | 5 | 147 | 49 | 0.8878 | $D_{1 / 3}$ | $67 \%$ |
| 3 | 84 | 49 | 0.9327 | $D_{1 / 3}$ | $42 \%$ | 6 | 147 | 112 | 0.9706 | $H_{2 / 3}$ | $24 \%$ |
| 3 | 84 | 28 | 0.8847 | $H_{1 / 3}$ | $67 \%$ | 6 | 147 | 98 | 0.9697 | $D_{2 / 3}$ | $33 \%$ |
| 4 | 84 | 56 | 0.9638 | $H_{2 / 3}$ | $33 \%$ | 6 | 147 | 56 | 0.8556 | $H_{1 / 3}$ | $62 \%$ |
| 4 | 84 | 49 | 0.9099 | $D_{1 / 3}$ | $42 \%$ | 6 | 147 | 49 | 0.8530 | $D_{1 / 3}$ | $67 \%$ |
| 4 | 84 | 28 | 0.8198 | $H_{1 / 3}$ | $67 \%$ | 7 | 147 | 112 | 0.9689 | $H_{2 / 3}$ | $24 \%$ |
| 5 | 147 | 112 | 0.9764 | $H_{2 / 3}$ | $24 \%$ | 7 | 147 | 98 | 0.9638 | $D_{2 / 3}$ | $33 \%$ |
| 5 | 147 | 98 | 0.9764 | $D_{2 / 3}$ | $33 \%$ | 7 | 147 | 56 | 0.8483 | $H_{1 / 3}$ | $62 \%$ |
| 5 | 147 | 56 | 0.8876 | $H_{1 / 3}$ | $62 \%$ | 7 | 147 | 49 | 0.8198 | $D_{1 / 3}$ | $67 \%$ |

## Chapter 5

## Three-level $A$ - and $D$-optimal paired choice designs

This chapter is based on the following work:
Chai et al. (2017): Chai, Feng-Shun; Das, Ashish; Singh, Rakhi. Three-level A- and D-optimal paired choice designs. Statist. Probab. Lett. 122 (2017), 211-217.

### 5.1 Introduction

In this chapter, we consider each factor to be at three levels, 0,1 and 2 (say). For a design $d$ with $N$ choice pairs, since options are described by $k$ factors, following Huber and Zwerina (1996), the utilities are modeled using the linear predictor $u_{j}=P_{j} \theta$, where $\theta$ is a $2 k \times 1$ vector representing the main effects, $P_{j}$ is an $N \times 2 k$ effects coded matrix for the $j$ th option, and $u_{j}=\left(u_{j i}\right)$ is an $N \times 1$ utility vector for the $j$ th option, $j=1,2 ; i=1, \ldots, N$. The utility difference $u_{1}-u_{2}=\left(P_{1}-P_{2}\right) \theta=X \theta$ is then a linear function of the parameter vector $\theta$. In what follows, we refer to $X$ as the design matrix of design $d$. Since multinomial logit choice models are non-linear in the parameters and the information matrix is a function of the parameters, a utility-neutral approach (that is, taking $\theta=0$ ) of finding the information matrix has been developed over the last two decades. Under such a utility-neutral multinomial logit model, the Fisher information matrix for a design $d$ is $(1 / 4) M_{d}$, where $M_{d}=X^{T} X$.

Simultaneously, Graßhoff et al. (2004) for a design $d$, the matrix $M_{d}$ is the information matrix under the linear paired comparison model.

Recently, Sun and Dean (2016) have provided an efficient computer algorithm to obtain two-level $A$-optimal choice designs under the locally-optimal approach (that is, taking $\theta=\theta_{0}$, for an a priori $\theta_{0}$ ). In this chapter, we consider each factor to be at three levels and theoretically obtain new $A$ - and $D$-optimal designs under the utility-neutral multinomial logit model setup.

For three-level factors, a choice design $d$ is connected if all the main effects are estimable, and this happens if and only if $M_{d}$ has rank $2 k$. In what follows, the class of all connected paired choice designs with $k$ three-level factors and $N$ choice pairs is denoted by $\mathcal{D}_{k, N}$. As a performance measure, we use the standard $A$ - and $D$-optimality criteria. The $A$-value of a design $d$ is $\operatorname{trace}\left(M_{d}^{-1}\right)$ and the $D$-value is $\operatorname{det}\left(M_{d}^{-1}\right)$. A design that minimizes the $A$-value (the $D$-value) among all designs in $\mathcal{D}_{k, N}$ is said to be $A$-optimal ( $D$-optimal).

In this chapter, we provide constructions of $A$ - and $D$-optimal designs for estimating the main effects under the utility-neutral multinomial logit model using effects coding. We also provide designs having high $A$ - and $D$-efficiencies. Finally, we investigate optimal designs under the utility-neutral multinomial logit model approach of Street and Burgess (2007) and show that the $D$-optimal designs obtained under the model using effects coding are also $A$ - and $D$-optimal under the Street-Burgess approach.

### 5.2 Lower bounds to the $A$-value

Considering each factor at 3 levels, the $i$ th row of the $N \times 2 k$ effects coded matrix $P_{j}$ contains the effects coding for the $j$ th option in $i$ th choice pair, $i=1, \ldots, N, j=1,2$. For each of the $k$ factors, level 0 is effects coded as (1 0 ), level 1 as ( $\left.01 \begin{array}{l}1\end{array}\right)$ and level 2 as $(-1-1)$. The design matrix $X=P_{1}-P_{2}$ for the pairs can be partitioned as $X=\left(X_{(1)}\left|X_{(2)}\right| \cdots \mid X_{(k)}\right)$, where $X_{(p)}$ is a $N \times 2$ matrix corresponding to the $p$ th factor. A row in $X_{(p)}$ determine the corresponding options in a design for the $p$ th factor. In $X_{(p)}$, rows $(+2,+1),(-2,-1),(+1,+2),(-1,-2),(+1,-1)$ and $(-1,+1)$ correspond to choice pairs $(0,2),(2,0),(1,2),(2,1),(0,1)$ and $(1,0)$ respectively. Similarly, row $(0,0)$ corresponds to any of the choice pairs $(0,0),(1,1)$ or $(2,2)$. Let, $M_{p q}=X_{(p)}^{T} X_{(q)}$; $p=1, \ldots, k ; q=1, \ldots, k$. Clearly, for a design $d, M_{d}=\left(M_{d p q}\right)$, where $M_{d p q}$ denotes $M_{p q}$ for design $d$. Let $d_{1}$ have $w>0$ rows of $X_{(p)}$ that are equal to $(0,0)$ and let $d_{2}$ be the
design obtained from $d_{1}$ by replacing the $w$ rows $(0,0)$ by either $(1,-1)$ or $(-1,1)$. Then, $M_{d_{2} p p}-M_{d_{1} p p}=w\left[\begin{array}{rr}1 & -1 \\ -1 & 1\end{array}\right]$ is a non-negative definite matrix. Thus, without affecting the generality of the results that follow, we write $M_{d p p}$ having $X_{(p)}$ with no rows $(0,0)$. It is easy to see that

$$
M_{d p p}=\left[\begin{array}{cc}
3 y+N & 3(y+z)-N  \tag{5.1}\\
3(y+z)-N & 3 z+N
\end{array}\right],
$$

where $y$ is the number of rows of $X_{(p)}$ that are equal to either $(2,1)$ or $(-2,-1)$ and $z$ is the number of rows of $X_{(p)}$ that are equal to either $(1,2)$ or $(-1,-2)$. Then the remaining $N-(y+z)$ rows of $X_{(p)}$ are necessarily equal to either $(1,-1)$ or $(-1,1)$.

We first obtain a lower bound to $\operatorname{trace}\left(M_{d p p}^{-1}\right)$. From 5.1), $\operatorname{trace}\left(M_{d p p}^{-1}\right)=(3(y+z)+$ $2 N) / h_{N}(y, z)=g_{N}(y, z)($ say $)$ where $h_{N}(y, z)=\operatorname{det}\left(M_{d p p}\right)=9\left(y z+N(y+z)-(y+z)^{2}\right)$. Note that since both $h_{N}(y, z)$ and $g_{N}(y, z)$ are symmetric in $y$ and $z$, it follows that $h_{N}(y, z)=h_{N}(z, y)$ and $g_{N}(y, z)=g_{N}(z, y)$. We now find the values $y$ and $z$ for which $g_{N}(y, z)$ is minimized for $1 \leq y+z \leq N, y \neq N, z \neq N$. These conditions are required so that the design $d$ is connected, that is, $M_{d}$ has full rank. Even though it appears that these conditions are only needed for ensuring that $\operatorname{rank}\left(M_{d p p}\right)=2$, in fact if these conditions are not satisfied for every $p$, then $\operatorname{rank}\left(M_{d}\right)<2 k$. This can be seen easily since if one of the factors (say the $p$ th factor) does not meet the conditions, all the $N$ pairs would assume only one type of values which would mean that the two columns of $X_{(p)}$ are linearly dependent. Let $\min _{d \in \mathcal{D}_{1, N}} \operatorname{trace}\left(M_{d p p}^{-1}\right)=\min _{1 \leq y+z \leq N, y \neq N, z \neq N} g_{N}(y, z)=L_{a}$. Also, let $\lfloor x\rfloor$ denote the greatest integer contained in $x$.

Lemma 5.1. For a single-factor design $d \in \mathcal{D}_{1, N}$ with $N>4, \operatorname{trace}\left(M_{d p p}^{-1}\right)=g_{N}(y, z) \geq$ $L_{a}=g_{N}\left(a^{*}, b^{*}\right)$ where $g_{N}\left(a^{*}, b^{*}\right)$ is $\min \left\{g_{N}\left(a_{1}, b_{1}\right), g_{N}\left(a_{2}, b_{2}\right), g_{N}\left(a_{3}, b_{3}\right)\right\}$ with (i) $a_{1}=$ $b_{1}=t$, (ii) $a_{2}=b_{2}=t+1$, (iii) $a_{3}=t, b_{3}=t+1$ and $t=\lfloor N(\sqrt{3}-1) / 3\rfloor$. For $N=4$, $\operatorname{trace}\left(M_{d p p}^{-1}\right)=g_{N}(y, z) \geq L_{a}=g_{N}\left(a^{*}, b^{*}\right)=14 / 45$ with $a^{*}=b^{*}=1$.

Proof. Treating $y$ and $z$ as continuous variables and adopting the usual derivative approach to minimize $g_{N}(y, z)$, we get $\partial g_{N}(y, z) / \partial y=9\left(3 y^{2}-2 N^{2}+6 y z+4 N y+2 N z\right) / h_{N}^{2}(y, z)$. Similarly, $\partial g_{N}(y, z) / \partial z=9\left(3 z^{2}-2 N^{2}+6 y z+4 N z+2 N y\right) / h_{N}^{2}(y, z)$.

Now, $\partial g_{N}(y, z) / \partial y=\partial g_{N}(y, z) / \partial z=0$ implies that $(y-z)(3(y+z)+2 N)=0$. In other words, $y=z$, since $3(y+z)+2 N>0$.

Now, for $y=z$, it follows that $\partial g_{N}(y, z) / \partial y=0$ implies that $9 y^{2}+6 N y-2 N^{2}=0$ or $y=N( \pm \sqrt{3}-1) / 3$. However, since $y \geq 0$, the only feasible solution of $y$ is $N(\sqrt{3}-1) / 3=$ $t_{1}$.

Similarly, checking the matrix of second derivatives, we see that the minimum of $g_{N}(y, z)$ is attained at $y=z=t_{1}$. Since $t_{1}$ is non-integer, $g_{N}(y, z)=L_{a}$ at one of the integer points nearest to $\left(t_{1}, t_{1}\right)$.

For $N=4$, since $y+z \geq 1$, the only valid integer points nearest to $\left(t_{1}, t_{1}\right)$ are $(1,1)$ or $(0,1)$. It is then easy to see that $g_{N}(0,1) \geq g_{N}(1,1)$ and therefore, $\operatorname{trace}\left(M_{d p p}^{-1}\right)=$ $g_{N}(y, z) \geq L_{a}=g_{N}\left(a^{*}, b^{*}\right)=14 / 45$ with $a^{*}=b^{*}=1$.

Using Lemma 5.1, we have computed the values of $a^{*}$ and $b^{*}$ for $4 \leq N \leq 64$ and summarize it below.

Remark 5.2. For a single-factor design $d \in \mathcal{D}_{1, N}$, the values of $a^{*}$ and $b^{*}$ are

1. $a^{*}=b^{*}=t$ when
(i) $N=4 i+1, i=1, \ldots, 10$, (ii) $N=4 i+2, i=7, \ldots, 15$.
2. $a^{*}=t, b^{*}=t+1$ when
(i) $N=4 i+2, i=1, \ldots, 6$, (ii) $N=4 i+3, i=4, \ldots, 15$, (iii) $N=60,64$.
3. $a^{*}=b^{*}=t+1$ when
(i) $N=4 i, i=1, \ldots, 13$, (ii) $N=4 i+1, i=11, \ldots, 15$, (iii) $N=7,11$.
4. $a^{*}=3, b^{*}=4$ or $a^{*}=b^{*}=4$ when $N=15$.
5. $a^{*}=13, b^{*}=14$ or $a^{*}=b^{*}=14$ when $N=56$.

Note that since $g_{N}(y, z)$ is symmetric in $y$ and $z$, interchanging the values of $a^{*}$ and $b^{*}$ in Lemma 5.1 and in Remark 5.2 would yield the same values of $g_{N}\left(a^{*}, b^{*}\right)$ and therefore for the sake of simplicity, we have reported only one of the $a^{*}$ and $b^{*}$ values. Let $L_{A}=\min _{d \in \mathcal{D}_{k, N}} \operatorname{trace}\left(M_{d}^{-1}\right)$. We now give a lower bound for the $A$-value for paired choice designs with $k$ factors in $N$ choice pairs.

Theorem 5.3. For a paired choice design $d \in \mathcal{D}_{k, N}$, trace $\left(M_{d}^{-1}\right) \geq L_{A} \geq k L_{a}=$ $k g_{N}\left(a^{*}, b^{*}\right)$ where $a^{*}$ and $b^{*}$ are as in Lemma 5.1.

Proof. First we apply the inequality $\operatorname{trace}\left(M_{d}^{-1}\right) \geq \sum_{p=1}^{k} \operatorname{trace}\left(M_{d p p}^{-1}\right)$ which, using Schur complement and the inverse of partitioned matrices, follows easily for $k=2$. Thereafter, it is easy to see, using the method of induction, that the inequality holds for general $k$ (see, Appendix B for detailed proof). Finally, using Lemma 5.1, the proof follows.

### 5.3 Lower bounds to the $D$-value

In this section, we provide general results for the lower bounds to $D$-values. We first obtain a lower bound to $\operatorname{det}\left(M_{d p p}^{-1}\right)$. From (5.1), $\operatorname{det}\left(M_{d p p}^{-1}\right)=1 / h_{N}(y, z)$. We now find the values $y$ and $z$ for which $h_{N}(y, z)$ is minimized for $1 \leq y+z \leq N, y \neq N, z \neq N$. Let $\min _{d \in \mathcal{D}_{1, N}} \operatorname{det}\left(M_{d p p}^{-1}\right)=\min _{1 \leq y+z \leq N, y \neq N, z \neq N}\left(1 / h_{N}(y, z)\right)=L_{d}$.

Lemma 5.4. For a single-factor design $d \in \mathcal{D}_{1, N}, \operatorname{det}\left(M_{d p p}^{-1}\right)=1 / h_{N}(y, z) \geq L_{d}=$ $1 / h_{N}\left(a^{*}, b^{*}\right)$ where the values of $a^{*}$ and $b^{*}$ are (i) $a^{*}=l, b^{*}=l$ if $N=3 l$, (ii) $a^{*}=l, b^{*}=l$ or $a^{*}=l, b^{*}=l+1$ if $N=3 l+1$ and (iii) $a^{*}=l, b^{*}=l+1$ or $a^{*}=l+1, b^{*}=l+1$ if $N=3 l+2$. Also, if $N=3 l$, then $h_{N}\left(a^{*}, b^{*}\right)=3 N^{2}$, else $h_{N}\left(a^{*}, b^{*}\right)=3\left(N^{2}-1\right)$.

Proof. Assuming $y, z$ to be continuous, we find their values such that $1 / h_{N}(y, z)$ is minimized or equivalently $h_{N}(y, z)$ is maximized. Now $\frac{\partial h_{N}(y, z)}{\partial y}=9(N-2 y-z)$, while $\frac{\partial h_{N}(y, z)}{\partial z}=9(N-2 z-y)$. Equating these equations to zero, we get $a^{*}=b^{*}=\frac{N}{3}$ as a feasible solution when $N$ is divisible by 3 . Therefore, for $N=3 l, a^{*}=b^{*}=l$ and $h_{N}(l, l)=3 N^{2}$. For situations when $N$ is not divisible by 3 , we have the following two cases.

Case 1. $N=3 l+1$. For integers $i, j$, consider the difference $h_{N}(l, l)-h_{N}(l+i, l+j)$. On simplification we see that, $h_{N}(l, l)-h_{N}(l+i, l+j)=9\left(i^{2}+j^{2}+i j-i-j\right)$. We have the following four cases. Case (a) $i \geq 0, j \geq 0$, Case (b) $i<0, j<0$, Case (c) $i \geq 0, j<0$ and Case (d) $i<0, j \geq 0$. Clearly, for Case (a) and Case (b), $h_{N}(l, l)-h_{N}(l+i, l+j) \geq 0$. For Case (c), $h_{N}(l, l)-h_{N}(l+i, l+j)=9\left((i+j)^{2}-i j-i-j\right)=9\left((i+j)^{2}+i(-j-1)-j\right) \geq 0$. Similarly, for Case (d), $h_{N}(l, l)-h_{N}(l+i, l+j) \geq 0$.

Now, $h_{N}(l, l)=h_{N}(l+i, l+j)$ when $\left(i^{2}+j^{2}+i j-i-j\right)=i(i-1)+j(j-1)+i j=0$, that is, when either (i) $i=j=0$, or (ii) $i=0, j=1$, or (iii) $i=1, j=0$. Therefore, $a^{*}=l, b^{*}=l$ or $a^{*}=l, b^{*}=l+1$ or $a^{*}=l+1, b^{*}=l$ and $h_{N}\left(a^{*}, b^{*}\right)=3\left(N^{2}-1\right)$.

Case 2. $N=3 l+2$. For integers $i, j$, consider the difference $h_{N}(l+1, l+1)-h_{N}(l+1+i, l+$ $1+j)$. On lines similar to that in Case 1 , we see that, $h_{N}(l+1, l+1)-h_{N}(l+1+i, l+1+j)=$ $9\left(i^{2}+j^{2}+i j+i+j\right) \geq 0$.

Now, $h_{N}(l+1, l+1)=h_{N}(l+1+i, l+1+j)$ when $\left(i^{2}+j^{2}+i j+i+j\right)=$ $i(i+1)+j(j+1)+i j=0$, that is, when either (i) $i=j=0$, or (ii) $i=0, j=-1$, or (iii) $i=-1, j=0$. Therefore, $a^{*}=l+1, b^{*}=l+1$ or $a^{*}=l+1, b^{*}=l$ or $a^{*}=l, b^{*}=l+1$ and $h_{N}\left(a^{*}, b^{*}\right)=3\left(N^{2}-1\right)$.

Note that since $h_{N}(y, z)$ is symmetric in $y$ and $z$, interchanging the values of $a^{*}$ and $b^{*}$ in Lemma 5.4 would yield the same values of $h_{N}\left(a^{*}, b^{*}\right)$ and therefore for the sake of simplicity, we have reported only one of the $a^{*}$ and $b^{*}$ values.

Now, to obtain a lower bound to the $D$-value for paired choice designs with $k$ factors in $N$ choice pairs, we use the inequality $\operatorname{det}\left(M_{d}^{-1}\right) \geq \prod_{p=1}^{k} \operatorname{det}\left(M_{d p p}^{-1}\right)$ which is easy to establish by using Schur complement and the method of induction (see, Appendix B for detailed proof). Let $L_{D}=\min _{d \in \mathcal{D}_{k, N}} \operatorname{det}\left(M_{d}^{-1}\right)$. Thus, using Lemma 5.4, we have

Theorem 5.5. For a paired choice design $d \in \mathcal{D}_{k, N}$, $\operatorname{det}\left(M_{d}^{-1}\right) \geq L_{D} \geq\left(L_{d}\right)^{k}=$ $\left(1 / h_{N}\left(a^{*}, b^{*}\right)\right)^{k}$ where $a^{*}$ and $b^{*}$ are as in Lemma 5.4. Also, $h_{N}\left(a^{*}, b^{*}\right)=3 N^{2}$, if $N \equiv 0$ $(\bmod 3)$ and $h_{N}\left(a^{*}, b^{*}\right)=3\left(N^{2}-1\right)$ otherwise.

In situations where $N$ is not a multiple of 3 , the lower bound for $\operatorname{det}\left(M_{d}^{-1}\right)$ obtained above is an improvement over the bounds obtainable from optimal approximate designs of Graßhoff et al. (2004). When $N$ is a multiple of 3 , the two bounds are the same.

In the next section, we provide some optimal designs attaining the lower bounds of Theorem 5.3 and Theorem 5.5. In some situations, since we are not able to provide designs attaining the $A$ - and $D$-lower bounds, $A$ - and $D$-efficiencies are given.

### 5.4 Design Constructions

Let $d \in \mathcal{D}_{1, N}$ be an optimal design. Since $d$ is not unique, we have many such designs. Let $d_{p}, p=1, \ldots, k$ be $k$ such designs satisfying $X_{(p)}^{T} X_{\left(p^{\prime}\right)}=0, p \neq p^{\prime} ; p=1, \ldots, k ; p^{\prime}=$ $1, \ldots, k$, where the $N \times 2$ matrix $X_{(p)}$ denotes the design matrix of $d_{p} \in D_{1, N}$. Then, from Theorem 5.3 and Theorem 5.5, $X=\left(X_{(1)}\left|X_{(2)}\right| \cdots \mid X_{(k)}\right)$ gives rise to an optimal paired
choice design in $\mathcal{D}_{k, N}$. It may be noted that single-factor optimal designs $d_{p}, p=1, \ldots, k$, satisfying the stated orthogonality condition $X_{(p)}^{T} X_{\left(p^{\prime}\right)}=0$, may not always exist.

For $N \leq 9$ and certain values of $k$, through a computer search we are able to identify $d_{p}$ 's and the corresponding optimal designs in $\mathcal{D}_{k, N}$. In particular, we find $D$-optimal designs for $k=2$ and $N=4,5,6,8,9$ as well as for $k=3$ and $N=7$. Similarly, we find $A$-optimal designs for $k=1$ and $N=5$, for $k=2$ and $N=4,6,9$, for $k=3$ and $N=7$, and for $k=4$ and $N=8$. We refer to these designs as base designs. The base designs are subsequently used for constructing optimal and efficient designs for larger numbers of factors $k$ and $N>9$.

Since for $k=2$ and $N=5$ there is no design in $\mathcal{D}_{2,5}$ satisfying $X_{(1)}^{T} X_{(2)}=0$ and attaining the lower bound $2 L_{a}$, we did an exhaustive search in $\mathcal{D}_{2,5}$ to obtain an $A$-optimal design. The search established that the $D$-optimal design in $\mathcal{D}_{2,5}$ is also $A$-optimal. This shows that the lower bound of Theorem 5.3 is not always attainable.

For a paired choice design with $k$ factors and $N$ choice pairs, we denote a $D$-optimal design by $d_{(k, N)}$, an $A$-optimal design by $a_{(k, N)}$ and a design which is both $A$ - and $D$ optimal by $a d_{(k, N)}$. In the Appendix B, we provide the base designs for $k=2$ and $k=3$.

A choice design where no two choice pairs are repeated has distinct choice pairs. While obtaining $A$-optimal design for $k=2$ and $N=9$, a complete search indicates that even though there exist $X_{(1)}$ and $X_{(2)}$ satisfying Theorem 5.3 such that $X_{(1)}^{T} X_{(2)}=0$, they lead to choice designs with repeated choice pairs. The $A$-optimal design $a_{(2,9)}$ is one such example provided in the Appendix B. However, such a design is not recommended for experimentation. Accordingly, a complete search was made among designs with distinct choice pairs to arrive at an $A$-optimal design $a_{(2,9)}^{+}$, which is also provided in the Appendix B. However, $a_{(2,9)}^{+}$does not attain the lower bound $2 L_{a}$ in Theorem 5.3.

All the base designs in the Appendix $B$ satisfy the orthogonality condition $X_{(p)}^{T} X_{\left(p^{\prime}\right)}=$ 0 for $p \neq p^{\prime}$. Moreover, the lower bounds in Theorem 5.3 and Theorem 5.5 are attained by all $A$ - and $D$-optimal base designs respectively, except for the $A$-optimal designs $a d_{(2,5)}$ and $a_{(2,9)}^{+}$.

We now propose a general method of construction to obtain optimal and efficient designs with $k \geq 4$. We use Hadamard matrices for our construction. A Hadamard matrix $H_{m}$ is a $m \times m$ matrix with elements $\pm 1$ such that $H_{m}^{T} H_{m}=H_{m} H_{m}^{T}=m I_{m}$.

Consider $A$ - and $D$-optimal base designs $d^{\prime} \in \mathcal{D}_{k^{\prime}, N^{\prime}}$ with $L_{A}=k^{\prime} g_{N^{\prime}}\left(a^{\prime}, b^{\prime}\right)$ and $L_{D}=$
$\left(1 / h_{N^{\prime}}\left(a^{\prime}, b^{\prime}\right)\right)^{k^{\prime}}$ respectively. Note that, we are considering the $A$ - and $D$-optimal base designs in $\mathcal{D}_{k^{\prime}, N^{\prime}}$ for which the bound values $L_{A}$ and $L_{D}$ respectively, are not necessarily equal to the lower bounds in Theorem 5.3 and Theorem 5.5. This also implies that $a^{\prime}$ and $b^{\prime}$ are equal to $a^{*}$ and $b^{*}$ respectively, only in cases where the base design attains the lower bounds in Theorem 5.3 and Theorem 5.5. Using such a base design $d^{\prime}$, we construct a paired choice design $d_{H}$ with parameters $k=m k^{\prime}, N=m N^{\prime}$ having corresponding design matrix $X_{H}=H_{m} \otimes X$, where $X$ is the design matrix of $d^{\prime}$. The idea behind the construction is essentially the same as in Theorem 5 of Graßhoff et al. (2004), where optimal designs are obtained as the Kronecker product using an orthogonal array as the base design. This chapter extends this idea in the sense that the base designs are not restricted to orthogonal arrays and that the two- or three-factor base designs are found by means of complete computer searches. This enables one to construct designs with smaller number of choice pairs than other researchers.

For any design $d \in \mathcal{D}_{k, N}$, from Theorem 5.3, the lower bound to the $A$-value is $k g_{N}\left(a^{*}, b^{*}\right)$. In contrast, $d_{H} \in \mathcal{D}_{k, N}$ has the $A$-value $\operatorname{trace}\left(M_{d_{H}}^{-1}\right)=\operatorname{trace}\left(M_{d^{\prime}}^{-1}\right)=$ $k^{\prime} g_{N^{\prime}}\left(a^{\prime}, b^{\prime}\right)$, since $M_{d_{H}}=X_{H}^{T} X_{H}=H_{m}^{T} H_{m} \otimes X^{T} X=m I_{m} \otimes X^{T} X=m I_{m} \otimes M_{d^{\prime}}$. Therefore the $A$-efficiency is given by $\phi_{A}=\frac{k g_{N}\left(a^{*}, b^{*}\right)}{k^{\prime} g_{N^{\prime}}\left(a^{\prime}, b^{\prime}\right)}$. Similarly, $\phi_{D}=\left(\frac{\left(m^{2} h_{N^{\prime}}\left(a^{\prime}, b^{\prime}\right)\right)^{k}}{\left(h_{N}\left(a^{*}, b^{*}\right)\right)^{k}}\right)^{1 /(2 k)}=$ $\sqrt{\frac{m^{2} h_{N^{\prime}}\left(a^{\prime}, b^{\prime}\right)}{h_{N}\left(a^{*}, b^{*}\right)}}$ is the $D$-efficiency of $d_{H} \in \mathcal{D}_{k, N}$ where $h_{N}\left(a^{*}, b^{*}\right)$ is as in Theorem 5.5.

Also, note that the $D$-efficiency $\phi_{D}$ is based on the lower bounds in Theorem 5.5 for exact designs in $\mathcal{D}_{k, N}$. Therefore, $\phi_{D}$ only agrees with the efficiency based on the optimal approximate design when $N$ is a multiple of three.

In Table 5.1, we provide designs with distinct choice pairs that are $A$-optimal and $D$ optimal (wherever we get one), and $A$-efficient and $D$-efficient. $G_{2004}$ and $S_{2007}$ respectively represents designs constructed as in Graßhoff et al. (2004) and Street and Burgess (2007). In Table 5.1 we denote designs $d_{H}$ obtained using the Hadamard matrix $H_{m}$ and a base design $a d_{\left(k^{\prime}, N^{\prime}\right)}$ by $H_{m} \otimes a d_{\left(k^{\prime}, N^{\prime}\right)}$. Similar representations are used for base designs $a_{\left(k^{\prime}, N^{\prime}\right)}$ and $d_{\left(k^{\prime}, N^{\prime}\right)}$. A design with a smaller $k$ retains its optimality property for given $N$ when factors are deleted from a design with larger $k$.

We see that there are several situations where for given $k$, a highly $D$-efficient design with smaller $N$ is available through the method given in this chapter as compared to the $D$-optimal designs available in the literature. For example, for $k=8$, we get an $A$-optimal design in $N=16$ choice pairs with $\phi_{D}=0.976$ as against a $D$-optimal design with 24
choice pairs. Similarly, for $k=6$, we get a design with $\phi_{D}=0.992$ in $N=14$ choice pairs as against an $A$-optimal design in 16 and a $D$-optimal design in 18 choice pairs. We also have a few situations where for given $k$ and $N$, we have two different designs of which one is $A$-optimal or $A$-efficient and the other is $D$-optimal or $D$-efficient. Unlike the new optimal designs constructed here, the $D$-optimal designs that follow from Graßhoff et al. (2004) and Street and Burgess (2007) force $N$ to be a multiple of 9 or 12, except for $N=6$.

Table 5.1: $A$-optimal and $D$-optimal designs with distinct choice pairs

| $k$ | $N$ | $\phi_{A}$ | $\phi_{D}$ | Method | $k$ | $N$ | $\phi_{A}$ | $\phi_{D}$ | Method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | Opt | Opt | $a d_{(2,4)}$ | $3-4$ | 18 | 0.983 | 0.981 | $H_{2} \otimes a_{(2,9)}^{+}$ |
| 2 | 5 | Opt | Opt | $a d_{(2,5)}$ | $3-7$ | 18 | 0.936 | Opt | $G_{2004}, S_{2007}$ |
| 2 | 6 | Opt | 0.971 | $a_{(2,6)}$ | $5-8$ | 20 | 0.943 | 0.981 | $H_{4} \otimes a d_{(2,5)}$ |
| 2 | 6 | 0.955 | Opt | $G_{2004}$ | $5-8$ | 24 | 0.978 | 0.957 | $H_{4} \otimes a_{(2,6)}$ |
| $2-3$ | 7 | Opt | Opt | $a d_{(3,7)}$ | $5-8$ | 24 | 0.933 | Opt | $G_{2004}$ |
| 2 | 8 | 0.948 | Opt | $d_{(2,8)}$ | $7-13$ | 27 | 0.934 | Opt | $G_{2004}, S_{2007}$ |
| $2-4$ | 8 | Opt | 0.976 | $H_{2} \otimes a d_{(2,4)}$ | $5-12$ | 28 | 0.985 | 0.99 | $H_{4} \otimes a d_{(3,7)}$ |
| 2 | 9 | 0.985 | 0.981 | $a_{(2,9)}^{+}$ | $9-16$ | 32 | Opt | 0.969 | $H_{8} \otimes a d_{(2,4)}$ |
| $2-4$ | 9 | 0.938 | Opt | $G_{2004}, S_{2007}$ | $9-12$ | 36 | 0.933 | Opt | $G_{2004}$ |
| $3-4$ | 10 | 0.951 | 0.985 | $H_{2} \otimes a d_{(2,5)}$ | $9-16$ | 40 | 0.943 | 0.98 | $H_{8} \otimes a d_{(2,5)}$ |
| $3-4$ | 12 | 0.978 | 0.957 | $H_{2} \otimes a_{(2,6)}$ | $9-16$ | 48 | 0.978 | 0.957 | $H_{8} \otimes a_{(2,6)}$ |
| $3-4$ | 12 | 0.933 | Opt | $G_{2004}$ | $13-16$ | 48 | 0.933 | Opt | $G_{2004}$ |
| $3-6$ | 14 | 0.989 | 0.992 | $H_{2} \otimes a d_{(3,7)}$ | $17-25$ | 54 | 0.933 | Opt | $G_{2004}, S_{2007}$ |
| $3-4$ | 16 | 0.948 | 0.994 | $H_{2} \otimes d_{(2,8)}$ | $17-24$ | 56 | 0.985 | 0.99 | $H_{8} \otimes a d_{(3,7)}$ |
| $5-8$ | 16 | Opt | 0.976 | $H_{4} \otimes a d_{(2,4)}$ | $17-32$ | 64 | 0.999 | 0.968 | $H_{16} \otimes a d_{(2,4)}$ |

### 5.5 Optimal designs under the Street-Burgess approach

In Section 5.2 and Section 5.3, we have obtained $A$ - and $D$-optimal designs under the utility-neutral multinomial logit model approach using effects coding (see, for example, Huber and Zwerina (1996), Graßhoff et al. (2004) and Großmann and Schwabe (2015)). However, a different approach has been adopted by the school comprising researchers like

Street, Burgess, Bush and others for obtaining choice designs under the utility-neutral multinomial logit model (see, Street and Burgess (2007), Großmann and Schwabe (2015)). The approach varies in the sense that an information matrix for the option effects is obtained first and then a suitable contrast of the option effects constitutes the main effects. In this section, we investigate optimal designs following the approach of Street and Burgess (2007). Note that since the $D$-criterion is invariant to re-parameterizations, the designs that are $D$-optimal under the effects coding setup are also $D$-optimal under the utility-neutral multinomial logit model approach of Street and Burgess (2007) (see, Großmann and Schwabe (2015)). However, $A$-optimal designs may be different for the two approaches.

Under the utility-neutral multinomial logit model approach of Street and Burgess (2007), the information matrix for estimating main effects is given by $C_{d}=B \Lambda_{d} B^{T}$ where $B$ is the $2 k \times 3^{k}$ orthonormal contrast matrix for the $k$ main effects and $\Lambda_{d}$ is the $3^{k} \times 3^{k}$ information matrix for the options of a paired choice design $d$. Hereafter, for notational simplicity we drop the subscript $d$ in $C_{d}$ and $\Lambda_{d}$. For a paired choice design $d$ with $N$ choice pairs, $\Lambda=\left(\lambda_{r s}\right)$, where

$$
4 N \lambda_{r s}=\left\{\begin{aligned}
n_{r} & \text { for } r=s \\
-n_{r, s} & \text { for } r \neq s
\end{aligned}\right.
$$

with $r$ and $s$ being the labels of the corresponding options, $n_{r}$ being the number of times $r$ appears in the choice design and $n_{r, s}=1$ or 0 depending on whether $r$ and $s$ forms a choice pair in the design or not.

Similar to the approach followed in Section 5.2 and Section 5.3, we now find the information matrix for $k=1$. Let for the $p$ th factor in $N$ choice pairs, $\Lambda_{p}$ be the corresponding $3 \times 3$ information matrix of the levels, and $B_{o}$ is a $2 \times 3$ orthonormal contrast matrix given by,

$$
B_{o}=\left(\begin{array}{ccc}
-1 / \sqrt{2} & 0 & 1 / \sqrt{2} \\
1 / \sqrt{6} & -2 / \sqrt{6} & 1 / \sqrt{6}
\end{array}\right) .
$$

Note that $B_{o}$ is not unique. As in the earlier sections, let the design $d$ for a single factor have $y$ choice pairs equal to either $(0,2)$ or $(2,0)$ and have $z$ choice pairs equal to either $(1,2)$ or $(2,1)$. Then the remaining $N-(y+z)$ choice pairs are necessarily equal to either $(0,1)$ or $(1,0)$. Then the $2 \times 2$ information matrix for estimating the main effect
for the $p$ th factor is

$$
C_{(p)}=B_{o} \Lambda_{p} B_{o}^{T}=\frac{1}{N} \sum_{i=1}^{N} B_{o} \Lambda_{p}^{i} B_{o}^{T}=\frac{1}{N} \sum_{i=1}^{N} C_{(p)}^{i},
$$

where $\Lambda_{p}^{i}$ is the $\Lambda_{p}$ corresponding to the $i$ th choice pair and $C_{(p)}^{i}$ is the information matrix of the $i$ th choice pair for estimating the main effect for the $p$ th factor. It is easy to see that $C_{(p)}^{i}=\frac{1}{2}\left(\begin{array}{ll}4 & 0 \\ 0 & 0\end{array}\right)=C_{0,2}$ (say) corresponding to the $i$ th choice pair equal to either $(0,2)$ or $(2,0)$. Similarly, $C_{(p)}^{i}=\frac{1}{2}\left(\begin{array}{cc}1 & \sqrt{3} \\ \sqrt{3} & 3\end{array}\right)=C_{1,2}$ (say) corresponds to the $i$ th choice pair equal to either $(1,2)$ or $(2,1)$ and $C_{(p)}^{i}=\frac{1}{2}\left(\begin{array}{cc}1 & -\sqrt{3} \\ -\sqrt{3} & 3\end{array}\right)=C_{0,1}$ (say) corresponds to the $i$ th choice pair equal to either $(0,1)$ or $(1,0)$. Therefore, $C_{(p)}=\frac{1}{N}\left(y C_{0,2}+z C_{1,2}+(N-y-z) C_{0,1}\right)=\frac{1}{2 N}\left(\begin{array}{cc}N+3 y & \sqrt{3}(y+2 z-N) \\ \sqrt{3}(y+2 z-N) & 3(N-y)\end{array}\right)$, and $\operatorname{det}\left(C_{(p)}\right)=3\left(y z+N(y+z)-(y+z)^{2}\right) / N^{2}=h_{N}(y, z) / 3 N^{2}$ where $h_{N}(y, z)$ is as defined in Section 5.2. Thus, $\operatorname{det}\left(C_{(p)}^{-1}\right)=3 N^{2} / h_{N}(y, z)$. Also, $\operatorname{trace}\left(C_{(p)}^{-1}\right)=2 \operatorname{det}\left(C_{(p)}^{-1}\right)=$ $6 N^{2} / h_{N}(y, z) \geq 6 N^{2} \min _{1 \leq y+z \leq N, y \neq N, z \neq N}\left(1 / h_{N}(y, z)\right)=6 N^{2} L_{d}$.

Now, let $C=\left(C_{p q}\right)$ where $C_{p q}$ is the $p q$ th $2 \times 2$ sub-matrix of $C, p=1, \ldots, k ; q=$ $1, \ldots, k$. Therefore, since $3^{k-1} C_{p p}=C_{(p)}$, we have,
$\operatorname{trace}\left(C^{-1}\right) \geq \sum_{p=1}^{k} \operatorname{trace}\left(C_{p p}^{-1}\right)=3^{k-1} \sum_{p=1}^{k} \operatorname{trace}\left(C_{(p)}^{-1}\right)=2 \times 3^{k-1} \sum_{p=1}^{k} \operatorname{det}\left(C_{(p)}^{-1}\right) \geq 2 \times 3^{k} N^{2} k L_{d}$.
This establishes the following result.
Theorem 5.6. The D-optimal designs that satisfy the bounds obtained in Theorem 5.5 are also $A$-optimal and $D$-optimal under the utility-neutral multinomial logit model approach of Street-Burgess.

This shows that $A$-optimal designs could be different under the two approaches as envisaged in Großmann and Schwabe (2015). The $D$-optimal designs in Table 5.1 are $A$-optimal and $D$-optimal under the Street-Burgess approach.

### 5.6 Concluding Remarks

In the literature, most of the theoretical results on optimal paired choice designs are ones where the information matrix of the optimal design has a certain balanced structure.

This, for a three-level optimal paired choice design, forces $N$ to be a multiple of 3 . Unlike the above, the present chapter adopts an approach to theoretically identify three-level $A$ and $D$-optimal designs where $N$ is not necessarily a multiple of 3 . Table 5.1 provides such new three-level $A$ - and $D$-optimal designs. The optimal designs provided have distinct choice pairs. However, the base designs constructed in the current chapter can contain repeated pairs (for example, $a_{(2,9)}$ ). Therefore, one should always check that choice pairs in the base design are distinct. Our general method of construction using Hadamard matrices would always give rise to an optimal or efficient design having distinct choice pairs provided the base design has distinct choice pairs.

The $D$-optimal designs under effects coding are also $A$ - and $D$-optimal under orthonormal contrasts. However, under effects coding, $A$-optimal designs are usually not $D$-optimal, even if $N$ is a multiple of three; for example the design $a_{(2,6)}$.

While considering the paired choice designs with parameters $k=2, N=6$, we observe that for each of the two factors, the $A$-optimal design $a_{(2,6)}$ has three pairs which are either $(0,1)$ or $(1,0)$, two pairs which are either $(1,2)$ or $(2,1)$, and one pair which is either $(0,2)$ or $(2,0)$. Thus, it appears that under effects coding the $A$-optimal design $a_{(2,6)}$ attaches more importance to compare the factor-levels 0 and 1 for each of the two factors. On the contrary, for the orthonormal contrasts, the $A$-optimal design with the same parameters $k=2, N=6$ (the design being the same as the $D$-optimal design in $G_{2004}$ ) appears to give equal importance to the pairwise comparison between the three factor-levels since this design has two pairs of each of the 3 pair-types. This example illustrates the need for more work to understand whether one should recommend $A$ optimal designs for orthonormal contrasts or should one recommend $A$-optimal designs under effects coding.

## Chapter 6

## On three-level $D$-optimal paired choice designs

This chapter is based on the following work:
Singh (2019): Singh, Rakhi. On three-level D-optimal paired choice designs. Statist. Probab. Lett. 145 (2019), 127-132.

### 6.1 Introduction

In this chapter, we consider $N$ paired choice sets with $k$ three-level factors, employed in a choice experiment. We are interested in the estimation of all the main effects and all two-factor interaction effects. For $k$ three-level factors, following Huber and Zwerina 1996), the utilities $u_{j}$ are modeled as $u_{j}=P_{j} \theta$, where $\theta$ is a $\left(2 k+4\binom{k}{2}\right) \times 1$ vector representing the main and two-factor interaction effects, $P_{j}$ is an $N \times\left(2 k+4\binom{k}{2}\right)$ effectscoded matrix for the $j$ th option, and $u_{j}=\left(u_{j i}\right)$ is an $N \times 1$ utility vector for the $j$ th option, $j=1,2 ; i=1, \ldots, N$. We also define $P=P_{1}-P_{2}$ and refer to it as the design matrix of design $d$. For attaining theoretically optimal designs under the multinomial logit model, a utility-neutral approach (that is, taking $\theta=0$ ) is in practice for finding the information matrix. Under such a utility-neutral multinomial logit model, the Fisher information matrix for a design $d$ reduces to $(1 / 4) M_{d}$, where $M_{d}=P^{T} P$.

In this chapter, we are interested in the estimation of all the main effects and all two-factor interaction effects. As an example, interest on such main-effects and all twofactors interaction effects may arise when say, a fast-food joint wants to assess the effect
of four factors (food, drinks, sides, and price) and their interactions on its marketing strategies. These four factors are say at 3 levels each: food (vegetarian, egg, and chicken), drinks (hot coffee, fruit juice, and soft-drinks), sides (fries, onion rings, and popcorn), and price $(3,5,7)$. In such situation, when the fast-food joint wants to assess not just the impact of these factors as main-effects but also the impact of interaction effects of each the two factors (interaction of price and food, interaction of sides and drinks, etc.) on their marketing strategies, the designs in this chapter will be useful. Designs for such estimation problems in choice experiments are studied by several authors (see, Street and Burgess (2007), Großmann and Schwabe (2015), etc.).

Graßhoff et al. (2003) provided $D$-optimal designs for estimating main effects and two-factor interaction effects with total number of choice pairs $N=g 3^{k}$, where $g=$ $\binom{k}{t^{*}} 2^{t^{*}}$ when 3 does not divide $k-2$ and $g=\binom{k}{t^{*}} 2^{2^{*}}+\binom{k}{t^{*}+1} 2^{t^{*}+1}$, otherwise. Here, $t^{*}=k-1-\left[\frac{k-2}{3}\right]$. Street and Burgess (2007) reduced the total number of choice pairs to $N=g n$, where $g$ is same as Graßhoff et al. (2003) and $n$ is the size of a strength four orthogonal array on $k$ three-level factors. Thus, Street and Burgess (2007) reduced the number of choice pairs by using an orthogonal array instead of a complete factorial design. In this chapter, we further provide a significant reduction in the number of choice pairs for such an optimal design by reducing the number of generators $g$. For example, for $k=4$, currently a $D$-optimal design would need $N=32 n$ choice pairs, whereas we provide construction of $D$-optimal design in $N=4 n$ choice pairs, implying a reduction of $88 \%$ in the number of choice pairs. We provide construction of such designs for $k=3,4,5,6$ factors after obtaining generators with much reduced values of $g$. Using the approach of Singh et al. (2018), we also provide a way to further reduce the number of choice pairs by using orthogonal blocking methodology.

### 6.2 Preliminaries

In this section, we introduce some notations and discuss the existing work done in details. Let $P_{j}$ for main effects and two-factor interaction effects be denoted by $X_{j}$ and $Y_{j}$ respectively, $j=1,2$. Also, let $X=X_{1}-X_{2}$ and $Y=Y_{1}-Y_{2}$. When our interest lies in the estimation of both the main effects and the two-factor interaction effects, the corresponding information matrix $M_{d}$ under the linear paired comparison model (Graßhoff)
et al., 2003) is

$$
M_{d}=P^{T} P=\left[\begin{array}{ll}
X^{T} X & X^{T} Y  \tag{6.1}\\
Y^{T} X & Y^{T} Y
\end{array}\right]
$$

For main effects, the effects-coded vectors for levels 0,1 and 2 are ( 10 ), ( 01 ) and $(-1-1)$, respectively. Let $X_{j \ell}^{i}$ represent $X_{j}$ corresponding to the $i$ th choice pair and
 $\left(X_{j 1}^{i} \otimes X_{j 2}^{i}, X_{j 1}^{i} \otimes X_{j 3}^{i}, \ldots, X_{j(k-1)}^{i} \otimes X_{j k}^{i}\right)$.

In our context, a choice design $d$ is connected if each of the main effects and the two-factor interaction effects are estimable, and this happens if and only if $M_{d}$ has rank $2 k+4\binom{k}{2}=2 k^{2}$. In what follows, the class of all connected paired choice designs with $k$ three-level factors and $N$ choice pairs is denoted by $\mathcal{D}_{k, N}$. We make use of the standard $D$-optimality criteria. A design that minimizes $\operatorname{det}\left(M_{d}^{-1}\right)$ among all designs in $\mathcal{D}_{k, N}$ is said to be $D$-optimal.

A design is said to be a uniform design (Graßhoff et al., 2003) if it assigns equal weight to all choice pairs with meaningful comparisons, that is, for each factor, equal weight is given to each of six choice pairs $(s, t)$ of distinct levels, $s \neq t$. The comparison depth $t$ in a design $d$ is an integer such that exactly $t$ of the $k$ factors have different levels in both the options and in each of the choice pairs. For estimating main effects and two-factor interaction effects, Graßhoff et al. (2003) showed that the information matrix $M_{d}$ in (6.1) for any uniform design $d$ with comparison depth $t$ can be written as

$$
M_{d(t)}=\left(\begin{array}{cc}
h_{1}(t) I_{k} \otimes M_{2} & 0  \tag{1}\\
0 & h_{2}(t) I_{k(k+1) / 2} \otimes M_{2} \otimes M_{2}
\end{array}\right)
$$

where $M_{2}=\left(I_{2}+J_{2}\right)$, $I_{\ell}$ denotes the identity matrix of order $\ell$ and $J_{\ell}$ denotes the $\ell \times \ell$ matrix of all ones, and $\otimes$ denotes the Kronecker product. Also, $h_{1}(t)=N t / k$ and $h_{2}(t)=N \frac{t}{k}\left(\frac{2}{3}-\frac{t-1}{2(k-1)}\right)$, where $N$ is the total number of choice pairs in a choice design $d$.

Let $t^{*}=k-1-\left[\frac{k-2}{3}\right]$ and $w^{*}=\left(t^{*}+1\right) /\left(3 t^{*}+1\right)$, where $[x]$ denotes the largest integer less than or equal to $x$. Graßhoff et al. (2003) showed that if 3 does not divide $k-2$, then a uniform design $d\left(t^{*}\right)$, which gives equal weight to all $N=g 3^{k}=\binom{k}{t^{*}} 2^{t^{*}} 3^{k}$ choice pairs with comparison depth $t^{*}$, is $D$-optimal in $\mathcal{D}(k, N)$. These $N$ choice pairs are formed by pairing each of the $3^{k}$ options to $2^{t^{*}}$ options obtained such that $t^{*}$ positions in second option is different than the corresponding positions in the first option and this needs to be done for each of the $\binom{k}{t^{*}}$ possibilities. The information matrix for such an
optimal design $d\left(t^{*}\right)$ is then given by $M_{d\left(t^{*}\right)}$. Furthermore, if 3 divides $k-2$, then an optimal design $d$ is a combination of two uniform designs $d_{1}$ and $d_{2}$ with weights $w^{*}$ and $1-w^{*}$ respectively. Here, $d_{1}$ and $d_{2}$ are paired choice designs with all the choice pairs having comparison depths of $t^{*}$ and $t^{*}+1$, respectively. The information matrix for such an optimal design $d\left(t^{*}\right)$ is then given by $w^{*} M_{d\left(t^{*}\right)}+\left(1-w^{*}\right) M_{d\left(t^{*}+1\right)}$. In this case, total number of choice pairs in an optimal design are $N=g 3^{k}=\left\{\binom{k}{t^{*}} 2^{t^{*}}+\binom{k}{t^{*}+1} 2^{t^{*}+1}\right\} 3^{k}$.

An orthogonal array $O A\left(n, 3^{k}, t\right)$, of strength $t$, is an $n \times k$ array with elements from a set of 3 distinct symbols $\{0,1,2\}$, such that all possible combinations of symbols appear equally often as rows in every $n \times t$ subarray. Street and Burgess (2007), Demirkale et al. (2013) and Bush (2014) provided the $O A+G$ method for constructing optimal paired choice designs using orthogonal arrays and generators $G$. Let $G$ be a collection of $h$ generators $G_{1}, \ldots, G_{h}$ where $G_{u}=\left(g_{u_{1}}, g_{u_{2}}, \ldots, g_{u_{k}}\right)$. The $O A+G$ method gives a paired choice design $\left(A, B_{u}\right), u=1, \ldots, h$ where $A=\left(A_{i \ell}\right)$ is an $O A\left(n_{1}, 3^{k}, t\right)$ and $B_{u}=\left(B_{i \ell}^{u}\right)$ with $B_{i \ell}^{u}=\left(A_{i \ell}+g_{u \ell}\right)$ reduced modulo $3, i=1, \ldots, n_{1}, \ell=1 \ldots, k, u=1, \ldots, h$. This method depends on the availability of the required orthogonal array, which may not always exist. For this problem, Street and Burgess (2007) reduced the total number of choice pairs to $N=g n$, where $g$ is same as Graßhoff et al. (2003) and $n$ is the size of a strength four orthogonal array on $k$ three-level factors. They reduced the number of choice pairs by using an orthogonal array instead of a complete factorial design.

It is obvious that the construction method of Graßhoff et al. (2003) can also be framed as an $O A+G$ construction method where, for example, for the case when 3 does not divide $k-2$, the $3^{k}$ options act as an orthogonal array and there are $g=\binom{k}{t^{*}} 2^{t^{*}}$ generators such that exactly $t^{*}$ of the $k$ factors change their levels between the two options in a pair.

### 6.3 New generators and construction

In this section, we first provide a general result on the required properties of generators for constructing optimal designs for estimating all main effects and two-factor interaction effects. We now give the following result, proof of which is in the Appendix C,

Theorem 6.1. In an $O A+G$ method, starting from an $O A\left(n, 3^{k}, 4\right)$, let a paired choice design $d_{1}$ be constructed using

- ( $\left.\begin{array}{c}k \\ t^{*}\end{array}\right)$ distinct generators such that each of the generators has non-zeros in all possible $t^{*}$ positions and zeros in remaining $k-t^{*}$ positions, when 3 does not divide $k-2$;
- ( $\left.\begin{array}{c}k \\ t^{*}\end{array}\right)$ distinct generators such that each of the generators has non-zeros in all possible $t^{*}$ positions and zeros in remaining $k-t^{*}$ positions and $\binom{k}{t^{*}+1}$ distinct generators such that each of the generators has non-zeros in all possible $t^{*}+1$ positions and zeros in remaining $k-t^{*}-1$ positions, when 3 divides $k-2$.

Additionally, for any two-factors, all the generators (rows) with both non zero entry should be such that they can be clubbed in several groups of two generators of the type $\{(11,12),(11,21),(22,21),(22,12)\}$. Then, the resultant design $d_{1}$ with $N=g_{S} n$ is optimal for estimating all main effects and all two-factor interaction effects. Here, $g_{S}=\binom{k}{t^{*}}$ when 3 does not divide $k-2$ and $g_{S}=\binom{k}{t^{*}}+\binom{k}{t^{*}+1}$ otherwise.

Theorem 6.1 reduces $N$ by $2^{t^{*}}$ times when 3 does not divide $k-2$. When 3 divides $k-2$, then the reduction is calculated using the $\frac{g_{S}-g}{g_{S}}=1-\frac{\binom{k}{t^{*}} 2^{t^{*}+\binom{k}{t^{*}+1} 2^{*}+1}\binom{k}{t^{*}}+\left(\begin{array}{c}t^{*}+1\end{array}\right)}{\text {. }}$. The percentage reduction in $N$ and the generators, using Theorem 6.1 is given in Table 6.1 for a few example of $k$ 's. The columns $N_{S}$ denotes the total number of choice pairs required from Theorem 6.1 and $N_{S B}$ denotes the number of best available choice pairs from Street and Burgess (2007). These examples have mostly been obtained by a hit-andtrial approach. Note that it is not possible to get generators of type as in Theorem 6.1 for $k=3$ and therefore, the least number of generators needed for $k=3$ is 6 . As a next step, one may obtain the generators for higher $k$.

In practice, there is a pool of choice sets and respondents are allocated a random subset of choice sets (Street and Burgess, 2007) and this process is continued until all choice sets are used once. To avoid random allocation, Singh et al. (2018) provided a method to systematically split the pool of choice sets by introducing a blocking component in the model. Using their notations, they provided a break-up of $N$ choice pairs into $b$ blocks each of size $s$ such that rather than showing $N$ choice pairs to each respondent, one can show $s$ choice pairs to $b$ respondents. They showed that such a design is optimal under the block model.

Use of Singh et al. (2018) approach would help in further reducing the number of choice pairs to be shown to respondents at one point of time. We now provide a construction result, optimality of which, under the block model, can be easily proved on

Table 6.1: Generators for $k=3,4,5,6$

| $k$ | Generators | $N_{S}$ | $N_{S B}$ | \% Reduction |
| :--- | :--- | :--- | :--- | :--- |
| 3 | $(1,1,0)(1,0,1)(0,1,1)(1,2,0)(2,0,1)(0,1,2)$ | $6 n$ | $12 n$ | $50 \%$ |
| 4 | $(2,1,1,0)(1,1,0,2)(1,0,1,1)(0,1,2,1)$ | $4 n$ | $32 n$ | $88 \%$ |
|  | $(1,1,2,1,0)(1,2,1,0,1)(2,1,0,1,1)(1,0,2,2,1)$ |  |  |  |
| 5 | $(0,1,1,2,1)(2,1,1,0,0)(1,1,0,1,0)(2,0,2,2,0)$ |  | $15 n$ | $160 n$ |
|  | $(0,1,2,2,0)(2,2,0,0,1)(1,0,1,0,1)(0,2,2,0,1)$ |  |  |  |
|  | $(2,0,0,1,1)(0,2,0,1,2)(0,0,1,2,2)$ |  |  |  |
|  | $(1,1,2,1,0,0)(1,2,1,0,1,0)(2,1,0,1,1,0)(1,0,2,2,1,0)$ |  |  |  |
| 6 | $(0,1,1,2,1,0)(2,1,1,0,0,2)(1,1,0,1,0,1)(2,0,2,2,0,1)$ | $15 n$ | $240 n$ | $94 \%$ |
|  | $(0,1,2,2,0,1)(2,2,0,0,1,1)(1,0,1,0,1,1)(0,2,2,0,1,2)$ |  |  |  |
|  | $(2,0,0,1,1,1)(0,2,0,1,2,1)(0,0,1,2,2,1)$ |  |  |  |

the similar lines as in Singh et al. (2018).
Theorem 6.2. In an $O A+G$ method, starting from an $O A\left(n, 3^{k}, 4\right)$, let a paired choice design $d_{1}$ be constructed as in Theorem 6.1. Then, $d_{2}$ can be obtained as a paired choice block design with $s=n, b=g_{S}=\binom{k}{t^{*}}$ when 3 does not divide $k-2$; or $b=g_{S}=\binom{k}{t^{*}}+\binom{k}{t^{*}+1}$ otherwise and $d_{2}$ is optimal under the paired choice block model of Singh et al. (2018).

The paired choice block design $d_{2}$ is obtained from $d_{1}$ by considering the choice pairs generated using different generators as different blocks.

Example 6.3. We now give an example of a paired choice design with four 3-level factors for estimating all the main effects and all two-factor interaction effects. From Table 6.1, for $k=4$, the number of generators is $g_{S}=4$ and we use an orthogonal array $\operatorname{OA}\left(81,3^{4}, 4\right)$ for four 3-level factors with $n=81$ runs. Using $g_{S}=4$ generators, as provided in Table 6.1, and $n=81$, the paired choice design exists in $N=324$ choice pairs and is provided below. Now, invoking Theorem 6.2, the paired choice block design is obtained using each of the generators as a block. Here, $s=81, b=g_{S}=4$, and $N=324$.

Block 1: using generator ( $2,1,1,0$ )

| $(0000,2110)$ | $(0100,2210)$ | $(0200,2010)$ | $(1000,0110)$ | $(1100,0210)$ | $(1200,0010)$ | $(2000,1110)$ | $(2100,1210)$ | $(2200,1010)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0001,2111)$ | $(0101,2211)$ | $(0201,2011)$ | $(1001,0111)$ | $(1101,0211)$ | $(1201,0011)$ | $(2001,1111)$ | $(2101,1211)$ | $(2201,1011)$ |
| $(0002,2112)$ | $(0102,2212)$ | $(0202,2012)$ | $(1002,0112)$ | $(1102,0212)$ | $(1202,0012)$ | $(2002,1112)$ | $(2102,1212)$ | $(2202,1012)$ |
| $(0010,2120)$ | $(0110,2220)$ | $(0210,2020)$ | $(1010,0120)$ | $(1110,0220)$ | $(1210,0020)$ | $(2010,1120)$ | $(2110,1220)$ | $(2210,1020)$ |
| $(0011,2121)$ | $(0111,2221)$ | $(0211,2021)$ | $(1011,0121)$ | $(1111,0221)$ | $(1211,0021)$ | $(2011,1121)$ | $(2111,1221)$ | $(2211,1021)$ |
| $(0012,2122)$ | $(0112,2222)$ | $(0212,2022)$ | $(1012,0122)$ | $(1112,0222)$ | $(1212,0022)$ | $(2012,1122)$ | $(2112,1222)$ | $(2212,1022)$ |
| $(0020,2100)$ | $(0120,2200)$ | $(0220,2000)$ | $(1020,0100)$ | $(1120,0200)$ | $(1220,0000)$ | $(2020,1100)$ | $(2120,1200)$ | $(2220,1000)$ |
| $(0021,2101)$ | $(0121,2201)$ | $(0221,2001)$ | $(1021,0101)$ | $(1121,0201)$ | $(1221,0001)$ | $(2021,1101)$ | $(2121,1201)$ | $(2221,1001)$ |
| $(0022,2102)$ | $(0122,2202)$ | $(0222,2002)$ | $(1022,0102)$ | $(1122,0202)$ | $(1222,0002)$ | $(2022,1102)$ | $(2122,1202)$ | $(2222,1002)$ |

Block 2: using generator ( $1,1,0,2$ )

| (0000, 1102) | (0100, 1202) | $(0200,1002)$ | (1000, 2102) | (1100, 2202) | (1200, 2002) | (2000, 0102) | (2100, 0202) | $(2200,0002)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (0001, 1100) | (0101, 1200) | (0201, 1000) | (1001, 2100) | (1101, 2200) | (1201, 2000) | (2001, 0100) | (2101, 0200) | (2201, 0000) |
| $(0002,1101)$ | $(0102,1201)$ | $(0202,1001)$ | $(1002,2101)$ | (1102, 2201) | $(1202,2001)$ | (2002, 0101) | (2102, 0201) | (2202, 0001) |
| (0010, 1112) | $(0110,1212)$ | $(0210,1012)$ | (1010, 2112) | (1110, 2212) | $(1210,2012)$ | (2010, 0112) | (2110, 0212) | (2210, 0012) |
| $(0011,1110)$ | $(0111,1210)$ | $(0211,1010)$ | (1011, 2110) | (1111, 2210) | (1211, 2010) | (2011, 0110) | $(2111,0210)$ | $(2211,0010)$ |
| $(0012,1111)$ | $(0112,1211)$ | $(0212,1011)$ | $(1012,2111)$ | $(1112,2211)$ | $(1212,2011)$ | (2012, 0111) | $(2112,0211)$ | $(2212,0011)$ |
| $(0020,1122)$ | $(0120,1222)$ | $(0220,1022)$ | $(1020,2122)$ | (1120, 2222) | (1220, 2022) | (2020, 0122) | $(2120,0222)$ | (2220, 0022) |
| (0021, 1120) | (0121, 1220) | $(0221,1020)$ | (1021, 2120) | (1121, 2220) | (1221, 2020) | (2021, 0120) | (2121, 0220) | (2221, 0020) |
| (0022, 1121) | $(0122,1221)$ | $(0222,1021)$ | (1022, 2121) | $(1122,2221)$ | (1222, 2021) | (2022, 0121) | $(2122,0221)$ | (2222, 0021) |
| Block 3: using generator ( $1,0,1,1$ ) |  |  |  |  |  |  |  |  |
| (0000, 1011) | $(0100,1111)$ | $(0200,1211)$ | (1000, 2011) | (1100, 2111) | (1200, 2211) | (2000, 0011) | (2100, 0111) | (2200, 0211) |
| (0001, 1012) | $(0101,1112)$ | $(0201,1212)$ | (1001, 2012) | (1101, 2112) | (1201, 2212) | (2001, 0012) | $(2101,0112)$ | (2201, 0212) |
| (0002, 1010) | $(0102,1110)$ | $(0202,1210)$ | (1002, 2010) | $(1102,2110)$ | (1202, 2210) | (2002, 0010) | $(2102,0110)$ | (2202, 0210) |
| (0010, 1021) | $(0110,1121)$ | $(0210,1221)$ | (1010, 2021) | (1110, 2121) | (1210, 2221) | (2010, 0021) | $(2110,0121)$ | (2210, 0221) |
| $(0011,1022)$ | $(0111,1122)$ | $(0211,1222)$ | (1011, 2022) | $(1111,2122)$ | (1211, 2222) | (2011, 0022) | $(2111,0122)$ | (2211, 0222) |
| (0012, 1020) | $(0112,1120)$ | $(0212,1220)$ | (1012, 2020) | (1112, 2120) | (1212, 2220) | (2012, 0020) | $(2112,0120)$ | (2212, 0220) |
| (0020, 1001) | $(0120,1101)$ | $(0220,1201)$ | (1020, 2001) | $(1120,2101)$ | (1220, 2201) | (2020, 0001) | $(2120,0101)$ | (2220, 0201) |
| $(0021,1002)$ | $(0121,1102)$ | $(0221,1202)$ | (1021, 2002) | $(1121,2102)$ | (1221, 2202) | (2021, 0002) | (2121, 0102) | (2221, 0202) |
| (0022, 1000) | $(0122,1100)$ | $(0222,1200)$ | (1022, 2000) | $(1122,2100)$ | (1222, 2200) | (2022, 0000) | $(2122,0100)$ | (2222, 0200) |


| $(0000,0121)$ | $(0100,0221)$ | $(0200,0021)$ | $(1000,1121)$ | $(1100,1221)$ | $(1200,1021)$ | $(2000,2121)$ | $(2100,2221)$ | $(2200,2021)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0001,0122)$ | $(0101,0222)$ | $(0201,0022)$ | $(1001,1122)$ | $(1101,1222)$ | $(1201,1022)$ | $(2001,2122)$ | $(2101,2222)$ | $(2201,2022)$ |
| $(0002,0120)$ | $(0102,0220)$ | $(0202,0020)$ | $(1002,1120)$ | $(1102,1220)$ | $(1202,1020)$ | $(2002,2120)$ | $(2102,2220)$ | $(2202,2020)$ |
| $(0010,0101)$ | $(0110,0201)$ | $(0210,0001)$ | $(1010,1101)$ | $(1110,1201)$ | $(1210,1001)$ | $(2010,2101)$ | $(2110,2201)$ | $(2210,2001)$ |
| $(0011,0102)$ | $(0111,0202)$ | $(0211,0002)$ | $(1011,1102)$ | $(1111,1202)$ | $(1211,1002)$ | $(2011,2102)$ | $(2111,2202)$ | $(2211,2002)$ |
| $(0012,0100)$ | $(0112,0200)$ | $(0212,0000)$ | $(1012,1100)$ | $(1112,1200)$ | $(1212,1000)$ | $(2012,2100)$ | $(2112,2200)$ | $(2212,2000)$ |
| $(0020,0111)$ | $(0120,0211)$ | $(0220,0011)$ | $(1020,1111)$ | $(1120,1211)$ | $(1220,1011)$ | $(2020,2111)$ | $(2120,2211)$ | $(2220,2011)$ |
| $(0021,0112)$ | $(0121,0212)$ | $(0221,0012)$ | $(1021,1112)$ | $(1121,1212)$ | $(1221,1012)$ | $(2021,2112)$ | $(2121,2212)$ | $(2221,2012)$ |
| $(0022,0110)$ | $(0122,0210)$ | $(0222,0010)$ | $(1022,1110)$ | $(1122,1210)$ | $(1222,1010)$ | $(2022,2110)$ | $(2122,2210)$ | $(2222,2010)$ |

## Chapter 7

## Optimal two-level choice designs for estimating main and specified two-factor interaction effects

This chapter is based on the following work:
Chai et al. (2018): Chai, Feng-Shun; Das, Ashish; Singh, Rakhi. Optimal two-level choice designs for estimating main and specified two-factor interaction effects. J. Stat. Theory Pract. 12 (2018), no. 1, 82-92.

### 7.1 Introduction

In this chapter, a choice experiment consists of $N$ choice sets with each set containing $m$ options with no repeated options in a choice set. Each option in a choice set is described by $k$ two-level factors.

We denote $\alpha$ th choice set by $\mathcal{T}_{\alpha}=\left(T_{\alpha 1}, T_{\alpha 2}, \ldots, T_{\alpha m}\right)$, where $T_{\alpha i}$ is the $i$ th option in the $\alpha$ th choice set, $\alpha=1,2, \ldots, N$ and $i=1,2, \ldots, m$. Since an option in the choice set is a representation of $k$ factors, $T_{\alpha i}$ can be written as $\left(i_{1} i_{2} \cdots i_{n}\right)_{\alpha}$ where $i_{q}$ represents the level of the $q$ th factor $f_{q}$ in the $i$ th option. The collection of all such choice sets $\mathcal{T}_{\alpha}$, $\alpha=1,2, \ldots, N$ is a choice design, say $d$, with parameters $N, k$ and $m$.

For the purpose of deriving optimal designs, it is often assumed that $\theta=0$. This indifference or the utility-neutral assumption means that the $m$ options in a choice set are equally attractive. Großmann and Schwabe (2015) showed that for a choice design with
choice set size $m$, the average information matrix, under the utility-neutral multinomial logit model, using Huber and Zwerina (1996) approach, is

$$
\begin{equation*}
C=\frac{4}{N m^{2}} \sum_{1 \leq i<j \leq m} C_{i j} \tag{7.1}
\end{equation*}
$$

where $C_{i j}=\left(P_{i}-P_{j}\right)^{\prime}\left(P_{i}-P_{j}\right)$ is the average information matrix corresponding to options $i$ and $j$ and $P_{i}=\left(p_{1 i}^{\prime}|\cdots| p_{N i}^{\prime}\right)^{\prime}$ is the $N \times p$ effects-coded matrix for the $i$ th option, $i=1, \ldots, m$. This also means that the contribution of the choice set $\mathcal{T}_{\alpha}$ to the information matrix is equal to $4 /\left(N m^{2}\right)$ times the sum of the individual contributions of the $m(m-1) / 2$ different component pairs $\left(T_{\alpha i}, T_{\alpha j}\right), 1 \leq i<j \leq m$, that $\mathcal{T}_{\alpha}$ contains. In next chapter (Das and Singh, 2016), we have shown that the approach of Huber and Zwerina (1996) and that of Street and Burgess (2007) are equivalent. Therefore, in this chapter, we restrict ourselves to the Huber and Zwerina (1996) approach for utility-neutral multinomial logit model.

Most of the work on optimal designs for choice experiments under the utility-neutral multinomial logit model is based on an a priori assumption that either only the main effects of the factors or the main effects and all two-factor interaction effects are to be estimated. However, in practice, there are situations where interest lies in the estimation of main plus some two-factor interaction effects. For example, interest on such specified two-factor interaction effects arise in situations when one or each of the two factor(s) like price and/or brand of a product interact individually with the other factors of the product. In the traditional factorial design setup, the issue of estimability and optimality in situations of this kind has been addressed by Hedayat and Pesotan (1992), Wu and Chen (1992), Hedayat and Pesotan (1997), Chiu and John (1998), Dey and Mukerjee (1999) and Dey and Suen (2002).

Street and Burgess (2012) and Großmann and Schwabe (2015) observed that there are no general results on the optimal choice designs for estimating main plus some twofactor interaction effects, though Street and Burgess (2007) highlighted the problem giving few examples.

For $h=1, \ldots, k$, let $F_{h}$ represent the main effects corresponding to the factor $f_{h}$, and for $h=k+(q-1)(2 k-q) / 2+q^{\prime}-q=q(2 k-q-1) / 2+q^{\prime}, 1 \leqslant q<q^{\prime} \leqslant k, F_{h}$ represent the two-factor interaction effects corresponding to the factors $f_{q}$ and $f_{q^{\prime}}$. Note that for the two-factor interaction effects $F_{h}$ corresponding to the factors $f_{q}$ and $f_{q^{\prime}}, 1 \leq q<q^{\prime} \leq k$,
the value of $h$ ranges from $k+1$ to $k+k(k-1) / 2$. We consider a model that includes main and all two-factor interaction effects with our interest lying in the estimation of the main effects and a specified set of two-factor interaction effects where either one or each of the two factor(s) interact individually with the remaining factors. Without loss of generality, we consider the model class $\mathcal{M}_{1}$ where the factor $f_{1}$ interacts with each of the remaining $k-1$ factors and thus our interest lies in the $k$ main effects $F_{h}, h=1, \ldots, k$ and $k-1=t_{1}$ (say) specified two-factor interaction effects $F_{h}, h=k+1, \ldots, 2 k-1$, that is, the two-factor interactions between factor $f_{1}$ and each of $f_{2}, f_{3}, \ldots, f_{k}$. Similarly, we consider the model class $\mathcal{M}_{2}$ where each of the factors $f_{1}$ and $f_{2}$ interact with each of the remaining $k-2$ factors and thus our interest lies in the $k$ main effects $F_{h}, h=1, \ldots, k$ and $2 k-4=t_{2}$ (say) specified two-factor interaction effects $F_{h}, h=k+2, \ldots, 3 k-2$, that is, the two-factor interactions between factor $f_{1}$ and each of $f_{3}, f_{4}, \ldots, f_{k}$ and that between $f_{2}$ and each of $f_{3}, f_{4}, \ldots, f_{k}$. Let $S$ denote the indices of main effects and all two-factor interaction effects, that is, $S=\{1, \ldots, k, k+1, \ldots, k+k(k-1) / 2\}$ and let $S_{s}$ denote the set of indices of the main effects and two-factor interaction effects under model class $\mathcal{M}_{s}$. Clearly, $S_{s} \subset S$. Also, cardinality of the model parameters in $\mathcal{M}_{1}$ is $\left|S_{1}\right|=k+t_{1}=2 k-1$ and that in $\mathcal{M}_{2}$ is $\left|S_{2}\right|=k+t_{2}=3 k-4$.

As noted in Großmann and Schwabe (2015), choice sets of size $m=2,3$, or 4 are more useful in applications since for $m \geq 5$, the increased information processing requirements affect the quality of the responses. In this chapter, we construct universally optimal choice designs for estimating main effects and the specified set of two-factor interaction effects when $m=3$ and $m=4$, under the assumption that all three or higher order interaction effects are absent.

### 7.2 The information matrix

For $i$ th option, we partition the $p$ parameters into the $k$ main effects and $k(k-1) / 2$ two-factor interaction effects such that $P_{i}=\left(P_{M i} \mid P_{I i}\right)$. The effects coding is used as in Großmann and Schwabe (2015). Furthermore, for any two options $i<j$, we define $X_{i j}=$ $P_{M i}-P_{M j}$ and $Y_{i j}=P_{I i}-P_{I j}$. Then, from 7.1, the information matrix corresponding to options $i$ and $j$, for estimating the main plus two-factor interaction effects, is

$$
C_{i j}=\left[\begin{array}{cc}
X_{i j}^{\prime} X_{i j} & X_{i j}^{\prime} Y_{i j}  \tag{7.2}\\
Y_{i j}^{\prime} X_{i j} & Y_{i j}^{\prime} Y_{i j}
\end{array}\right]
$$

Since, for $s=1,2$, under the model class $\mathcal{M}_{s}$ our interest lies in the $k$ main effects $F_{h}, h=1, \ldots, k$ and the $t_{s}$ specified two-factor interaction effects, let $Y_{i j}$ be further partitioned such that $Y_{i j}=\left(Y_{s(1) i j} Y_{s(2) i j}\right)$, where $Y_{s(1) i j}$ is a $N \times t_{s}$ matrix corresponding to the selected two-factor interaction effects and $Y_{s(2) i j}$ is a $N \times k(k-1) / 2-t_{s}$ matrix of the remaining two-factor interaction effects. Denoting summations over $1 \leq i<j \leq m$ by $\Sigma$, let $X^{\prime} X=\Sigma X_{i j}^{\prime} X_{i j}, X^{\prime} Y_{s(v)}=\Sigma X_{i j}^{\prime} Y_{s(v) i j}$, and $Y_{s(u)}^{\prime} Y_{s(v)}=\Sigma Y_{s(u) i j}^{\prime} Y_{s(v) i j} ; u=1,2$, $v=1,2$. Then, using (7.1) and (7.2), the information matrix for estimating the main plus two-factor interaction effects is,

$$
C=\frac{4}{N m^{2}}\left(\begin{array}{ccc}
X^{\prime} X & X^{\prime} Y_{s(1)} & X^{\prime} Y_{s(2)}  \tag{7.3}\\
Y_{s(1)}^{\prime} X & Y_{s(1)}^{\prime} Y_{s(1)} & Y_{s(1)}^{\prime} Y_{s(2)} \\
Y_{s(2)}^{\prime} X & Y_{s(2)}^{\prime} Y_{s(1)} & Y_{s(2)}^{\prime} Y_{s(2)}
\end{array}\right) .
$$

Using (7.3), the information matrix for estimating the main effects and the specified two-factor interaction effects under model class $\mathcal{M}_{s}$ is $\tilde{C}_{s}$ where

$$
\frac{N m^{2}}{4} \tilde{C}_{s}=\left(\begin{array}{cc}
X^{\prime} X & X^{\prime} Y_{s(1)}  \tag{7.4}\\
Y_{s(1)}^{\prime} X & Y_{s(1)}^{\prime} Y_{s(1)}
\end{array}\right)-\binom{X^{\prime} Y_{s(2)}}{Y_{s(1)}^{\prime} Y_{s(2)}}\left(Y_{s(2)}^{\prime} Y_{s(2)}\right)^{-\left(Y_{s(2)}^{\prime} X\right.} \begin{array}{r}
\left.Y_{s(2)}^{\prime} Y_{s(1)}\right) .
\end{array}
$$

A choice design for estimating the main effects and the specified two-factor interactions under the model $\mathcal{M}_{s}$ is said to be connected if $\operatorname{rank}\left(\tilde{C}_{s}\right)=k+t_{s}$. In what follows, under the model $\mathcal{M}_{s}$, the class of all connected choice designs involving $k$ two-level factors and $N$ choice sets each of size $m$ is denoted by $\mathcal{D}_{N, k, m}^{(s)}$.

For $F_{h}, h=1, \ldots, k$, we define the $h$ th positional value for the option $T_{\alpha i}$ as $i_{h}$. Also, corresponding to the two-factor interactions involving $f_{q}$ and $f_{q^{\prime}}$, that is, for $F_{h}, h=k+$ $1, \ldots, k+k(k-1) / 2$, the $h$ th positional value for the option $T_{\alpha i}$ is defined as $i_{q}+i_{q^{\prime}}(\bmod 2)$ ( $=i_{h}^{*}$, say).

For the option $T_{\alpha i}$, the $h$ th and $\ell$ th positional value is $\left(i_{h} i_{\ell}\right)_{h \ell}$ when both the $h$ th and $\ell$ th indices correspond to the main effects, that is, $h \neq \ell, h \in\{1, \ldots, n\}, \ell \in\{1, \ldots, n\}$. For the option $T_{\alpha i}$, the $h$ th and $\ell$ th positional value is $\left(i_{h} i_{\ell}^{*}\right)_{h \ell}$ when $h$ th index corresponds to the main effect and $\ell$ th index corresponds to the two-factor interactions, that is, $h \in$ $\{1, \ldots, n\}, \ell \in\{k+1, \ldots, k+k(k-1) / 2\}$. Similarly, for the option $T_{\alpha i}$, the $h$ th and $\ell$ th positional value is $\left(i_{h}^{*} i_{\ell}^{*}\right)_{h \ell}$ when $h$ th and $\ell$ th indices both correspond to the two-factor interactions, that is, $h \neq \ell, h \in\{k+1, \ldots, k+k(k-1) / 2\}, \ell \in\{k+1, \ldots, k+k(k-1) / 2\}$.

Also, for the component pair $\left(T_{\alpha i}, T_{\alpha j}\right)$, the $h$ th and $\ell$ th positional value for the above three cases respectively are $\left(i_{h} i_{\ell}, j_{h} j_{\ell}\right)_{h \ell} ;\left(i_{h} i_{\ell}^{*}, j_{h} j_{\ell}^{*}\right)_{h \ell}$; and $\left(i_{h}^{*} i_{\ell}^{*}, j_{h}^{*} j_{\ell}^{*}\right)_{h \ell}$.

For $F_{h}$ and $F_{\ell}, h \neq \ell$, let $N_{h \ell}^{+}$and $N_{h \ell}^{-}$be the total number of component pairs of the positional value type $(00,11)_{h \ell}$ and $(01,10)_{h \ell}$ respectively, across all $m(m-1) / 2$ possible pairs of a choice set of size $m$ and among all such $N$ sets in the choice design.

Theorem 7.1. The off-diagonal elements of $\tilde{C}$ are zero if $N_{h \ell}^{+}=N_{h \ell}^{-}$, for $h \neq \ell, h \in$ $\{1, \ldots, k+k(k-1) / 2\}, \ell \in\{1, \ldots, k+k(k-1) / 2\}$.

Proof. It is easy to see that for $h, \ell \in S$, the exhaustive cases leading to possible values of the $(h, \ell)$ th entries of $X_{i j}^{\prime} X_{i j}, X_{i j}^{\prime} Y_{i j}, Y_{i j}^{\prime} Y_{i j}$ for its associated component pairs $\left(T_{\alpha i}, T_{\alpha j}\right)$, are
(i) Case 1: For $h \neq \ell, h \in\{1, \ldots, n\}, \ell \in\{1, \ldots, n\},(h, \ell)$ th entry corresponding to $\alpha$ th choice set in $X_{i j}^{\prime} X_{i j}$ is -4 if $\left(i_{h} i_{\ell}, j_{h} j_{\ell}\right)_{h \ell} \equiv(01,10)_{h \ell}$, is 4 if $\left(i_{h} i_{\ell}, j_{h} j_{\ell}\right)_{h \ell} \equiv(00,11)_{h \ell}$ and is 0 otherwise.
(ii) Case 2: For $h \in\{1, \ldots, n\}, \ell \in\{k+1, \ldots, k+k(k-1) / 2\}$, $(h, \ell)$ th entry corresponding to $\alpha$ th choice set in $X_{i j}^{\prime} Y_{i j}$ is 4 if $\left(i_{h} i_{\ell}^{*}, j_{h} j_{\ell}^{*}\right)_{h \ell} \equiv(01,10)_{h \ell}$, is -4 if $\left(i_{h} i_{\ell}^{*}, i_{h} j_{\ell}^{*}\right)_{h \ell} \equiv(00,11)_{h \ell}$ and is 0 otherwise.
(iii) Case 3: For $h \neq \ell, h \in\{k+1, \ldots, k+k(k-1) / 2\}$ and $\ell \in\{k+1, \ldots, k+k(k-$ 1)/2\}, $(h, \ell)$ th entry corresponding to $\alpha$ th choice set in $Y_{i j}^{\prime} Y_{i j}$ is -4 if $\left(i_{h}^{*} i_{\ell}^{*}, j_{h}^{*} j_{\ell}^{*}\right)_{h \ell} \equiv$ $(01,10)_{h \ell}$, is 4 if $\left(i_{h}^{*} i_{\ell}^{*}, j_{h}^{*} j_{\ell}^{*}\right)_{h \ell} \equiv(00,11)_{h \ell}$ and is 0 otherwise.

Applying the above three cases, proof follows from (7.4) and the definition of $N_{h e}^{+}$ and $N_{h \ell}^{-}$.

As a particular case of Theorem 7.1, we have the following.
Corollary 7.2. The off-diagonal elements of $\tilde{C}_{s}, s=1,2$ are zero if,
(i) $N_{h \ell}^{+}=N_{h \ell}^{-}$, for $h \neq \ell, h \in S_{s}, \ell \in S_{s}$, and
(ii) $N_{h \ell}^{+}=N_{h \ell}^{-}$, for $h \in S_{s}$ and $\ell \in S-S_{s}$.

In a choice set $\mathcal{T}_{\alpha}$, let $n_{h_{\alpha}} \in\{0,1,2, \ldots, m\}$ represents the number of options such that the $h$ th positional value is 0 . The following Theorem gives upper bound to $\operatorname{trace}\left(\tilde{C}_{s}\right)$.

Theorem 7.3. For a choice design $d$ with $N$ choice sets of size $m$, under model $\mathcal{M}_{s}$, an upper bound of trace $\left(\tilde{C}_{s}\right)$ is

$$
\operatorname{trace}\left(\tilde{C}_{s}\right) \leqslant\left\{\begin{array}{cc}
4\left(k+t_{s}\right) & \text { for } m \text { even } \\
4\left(k+t_{s}\right)\left(m^{2}-1\right) / m^{2} & \text { for } m \text { odd }
\end{array},\right.
$$

with equality attaining when the following two conditions are satisfied:
(i) $n_{h_{\alpha}}=m / 2$ for $m$ even and $n_{h_{\alpha}}=(m-1) / 2$ or $(m+1) / 2$ for $m$ odd for every $h \in S_{s}$ and for every choice set $\mathcal{T}_{\alpha}$ and
(ii) $N_{h \ell}^{+}=N_{h \ell}^{-}$, for $h \in S_{s}, \ell \in S-S_{s}$.

Proof. Note that from $\sqrt{7.4}$, , $\operatorname{trace}\left(\tilde{C}_{s}\right) \leqslant\left(4 / N m^{2}\right)\left\{\operatorname{trace}\left(X^{\prime} X\right)+\operatorname{trace}\left(Y_{s(1)}^{\prime} Y_{s(1)}\right)\right\}$ since
 Now we find the maximum possible trace of $X^{\prime} X$ and $Y_{s(1)}^{\prime} Y_{s(1)}$.

For $h \in\{1, \ldots, n\}$, $h$ th diagonal entry in $X_{i j}^{\prime} X_{i j}$ is 4 if $i_{h}-j_{h}= \pm 1$ and is 0 otherwise. For $h \in\{k+1, \ldots, k+k(k-1) / 2\}$, $h$ th diagonal entry in $Y_{i j}^{\prime} Y_{i j}$ is 4 if $i_{h}^{*}-j_{h}^{*}= \pm 1$ and is 0 otherwise. This implies that the value of $h$ th diagonal entry of $X^{\prime} X$ and $Y_{s(1)}^{\prime} Y_{s(1)}$ is non-zero when $h$ th factor differs among two options and this happens $n_{h_{\alpha}}\left(m-n_{h_{\alpha}}\right)$ times. Therefore, every choice set $\mathcal{T}_{\alpha}$ adds a value $4 n_{h_{\alpha}}\left(m-n_{h_{\alpha}}\right)$ to the $h$ th diagonal entry of $X^{\prime} X$ and $Y_{s(1)}^{\prime} Y_{s(1)}$. Clearly, $4 n_{h_{\alpha}}\left(m-n_{h_{\alpha}}\right)$ is maximum when $n_{h_{\alpha}}=m / 2$ for $m$ even, and $n_{h_{\alpha}}=(m-1) / 2$ or $(m+1) / 2$ for $m$ odd. By simple addition of $\left(1 / m^{2} N\right) \max \left(4 n_{h_{\alpha}}\left(m-n_{h_{\alpha}}\right)\right)$ over all choice sets $\alpha=1, \ldots, N$, we get

$$
\operatorname{trace}\left(X^{\prime} X / m^{2} N\right) \leqslant\left\{\begin{array}{cc}
n & \text { for } m \text { even } \\
n\left(m^{2}-1\right) / m^{2} & \text { for } m \text { odd }
\end{array}\right.
$$

and

$$
\operatorname{trace}\left(Y_{s(1)}^{\prime} Y_{s(1)} / m^{2} N\right) \leqslant\left\{\begin{array}{cc}
t_{s} & \text { for } m \text { even } \\
t_{s}\left(m^{2}-1\right) / m^{2} & \text { for } m \text { odd }
\end{array}\right.
$$

Remark 7.4. For $m=2$, it is noted that the upper bound of trace $\left(\tilde{C}_{s}\right)$, as in Theorem 7.3, is not achievable. However, for $m=3,4$ it is achievable. For given $N$ and $k$, with respect to choice designs with maximum trace $\left(\tilde{C}_{s}\right)$, (i) all designs with $m$ even are equivalent and (ii) a design with $m$ odd is always inferior to a design with $m$ even.

### 7.3 Construction of universally optimal designs

The criteria of universal optimality was introduced by Kiefer (1975b) and is a strong family of optimality criteria which includes $A-, D-$, and $E-$ criteria as particular cases. Kiefer (1975b) also obtained the following sufficient condition for universal optimality. Suppose
$d^{*} \in \mathcal{D}$ and $\tilde{C}_{d^{*}}$ satisfies (i) $\tilde{C}_{d^{*}}$ is scalar multiple of $I_{p}$ and, (ii) $\operatorname{trace}\left(\tilde{C}_{d^{*}}\right)=\max _{d \in \mathcal{D}}$ $\operatorname{trace}\left(\tilde{C}_{d}\right)$. Then $d^{*}$ is universally optimal in $\mathcal{D}$.

We first provide a simple method for constructing universally optimal two-level choice designs with choice set size $m=3$ and $m=4$ under the model class $\mathcal{M}_{1}$.

Theorem 7.5. Let $k=4 t-j$, where $t$ is a positive integer and $j=0,1,2,3$. Also, given a Hadamard matrix $H$ of order $4 t$ in normal form, let $H_{1}$ be the Hadamard matrix derived from $H$ by multiplying the first column of $H$ by -1 . Let $Z_{1}=H, Z_{2}=-H, Z_{3}=$ $H_{1}, Z_{4}=-H_{1}$. For $w=1,2,3,4$, let $A_{w}$ be respective matrices obtained by replacing every entry $i(i=1,-1)$ of $Z_{w}$ by $(1+i) / 2$, and then deleting rightmost $j$ columns from $Z_{w}$, where $j=4 t-k, j \in\{0,1,2,3\}$. Consider rows of $A_{w}$ as options. Then, $d_{1}^{(1)}=\left(\begin{array}{llll}A_{1}, & A_{2}, & A_{3}, & A_{4}\end{array}\right)$ and $\left.d_{2}^{(1)}=\left[\begin{array}{ll}\left(A_{1},\right. & A_{2}, \\ \left(A_{3}\right) \\ \left(A_{1},\right. & A_{2},\end{array} A_{4}\right)\right]$ are universally optimal twolevel choice design in $\mathcal{D}_{4 t, k, 4}^{(1)}$ and in $\mathcal{D}_{8 t, k, 3}^{(1)}$, respectively.

Proof. To prove that $d_{1}^{(1)}$ and $d_{2}^{(1)}$ are universally optimal choice designs, we show that the information matrix $\tilde{C}_{1}$ for the designs $d_{1}^{(1)}$ and $d_{2}^{(1)}$ are of the form $\beta I_{k}$ for some scalar $\beta$ and that $d_{1}^{(1)}$ and $d_{2}^{(1)}$ maximizes trace $\left(\tilde{C}_{1}\right)$ in the respective classes of designs $\mathcal{D}^{(1)}$. First we show that for every $h \neq \ell, h \in S, \ell \in S$, the $(h, \ell)$ th element of the $\tilde{C}_{1}$ is zero. Note that the design $d_{1}^{(1)}$ consists of the component pair designs $\left\{\left(A_{\delta}, A_{\delta^{\prime}}\right), 1 \leqslant \delta<\right.$ $\left.\delta^{\prime} \leqslant 4\right\}$. Denoting the component pair designs of $d_{1}^{(1)}$ by $d_{1\left(\delta \delta^{\prime}\right)}^{(1)}, 1 \leqslant \delta<\delta^{\prime} \leqslant 4$, we now calculate $N_{h \ell}^{+}$and $N_{h \ell}^{-}$for the design $d_{1}^{(1)}$. Since $H$ is a Hadamard matrix of order $4 t$, for all $h \neq \ell, h \in S, \ell \in S$, the combinations from the set $\left\{(00)_{h \ell},(11)_{h \ell}\right\}$ and from the set $\left\{(10)_{h \ell},(01)_{h \ell}\right\}$ occur equally often for each of the component pair designs $\left(A_{1}, A_{2}\right)$, $\left(A_{1}, A_{3}\right),\left(A_{2}, A_{4}\right),\left(A_{3}, A_{4}\right)$, i.e., $N_{\left(\delta \delta^{\prime}\right) h \ell}^{+}=N_{\left(\delta \delta^{\prime}\right) h \ell}^{-}=0$ or $2 t$ for $\left(\delta, \delta^{\prime}\right)=(1,2),(1,3)$, $(2,4),(3,4)$, where $N_{\left(\delta \delta^{\prime}\right) h \ell}^{+}$is the total number of pairs of the type $(00,11)_{h \ell}$ corresponding to $h$ th and $\ell$ th positional values in $d_{1\left(\delta \delta^{\prime}\right)}^{(1)}$, and $N_{\left(\delta \delta^{\prime}\right) h \ell}^{-}$is the total number of pairs of the type $(01,10)_{h \ell}$ corresponding to $h$ th and $\ell$ th positional values in $d_{1\left(\delta \delta^{\prime}\right)}^{(1)}$. Furthermore, for $\left(\delta, \delta^{\prime}\right)=(1,4),(2,3)$, the respective component pair designs $\left(A_{1}, A_{4}\right)$ and $\left(A_{2}, A_{3}\right)$ have $N_{\left(\delta \delta^{\prime}\right) h \ell}^{+}=N_{\left(\delta \delta^{\prime}\right) h \ell}^{-}=0$ or $2 t$ for all $h \neq \ell, h \in S$ and $\ell \in S$, except $(h, k)=(h, k+h-1)$, $h=2,3, \ldots, k$, i.e., $(h, \ell)$ corresponding to the main effects involving $f_{h}$ and the two-factor interaction effects involving $f_{1}$ and $f_{h}, h=2, \ldots, k$. For such $(h, \ell)$ 's, $N_{(14) h \ell}^{+}=N_{(23) h \ell}^{-}=$ $4 t$, and $N_{(14) h \ell}^{-}=N_{(23) h \ell}^{+}=0$. Therefore, using the result of Corollary 7.2 it follows that $\tilde{C}_{1}$ for the design $d_{1}^{(1)}$ has off-diagonal elements zero. The design $d_{1}^{(1)}$ also ensures that
$n_{h_{\alpha}}=2$, for $h \in S_{1}$ and for every choice set. Therefore using Theorem 7.3, it follows that each of the diagonal elements of $\tilde{C}_{1}$ equals 4 and $\operatorname{trace}\left(\tilde{C}_{1}\right)$ is maximum for the design $d_{1}^{(1)}$. Thus $d_{1}^{(1)}$ is universally optimal in $\mathcal{D}_{4 t, k, 4}^{(1)}$.

To establish that the design $d_{2}^{(1)}$ is universally optimal in $\mathcal{D}_{8 t, k, 3}^{(1)}$, one can see that the component pairs of the design are similar to the ones corresponding to $d_{1}^{(1)}$ and thus $\tilde{C}_{1}$ for the design $d_{2}^{(1)}$ has off-diagonal elements zero. Regarding the diagonal elements of the $\tilde{C}_{1}$, the design $d_{2}^{(1)}$ ensures that $n_{h_{\alpha}}=1$ or 2 , for $h \in S_{1}$ and for every choice set. Therefore, from Theorem 7.3, each of the diagonal elements of $\tilde{C}_{1}$ equals $32 / 9$ and $\operatorname{trace}\left(\tilde{C}_{1}\right)$ is maximum for $d_{2}^{(1)}$. Thus, the design $d_{2}^{(1)}$ is universally optimal in $\mathcal{D}_{8 t, k, 3}^{(1)}$.

Remark 7.6. As an alternative to $d_{2}^{(1)}$, if situation demands, one may consider a choice design $d_{2^{\prime}}^{(1)}=\left[\begin{array}{lll}\left(A_{1},\right. & A_{2}, & \left.A_{3}\right) \\ \left(A_{1}^{*},\right. & A_{2}^{*}, & \left.A_{4}^{*}\right)\end{array}\right]$ with distinct options, which is also universally optimal in $\mathcal{D}_{8 t, k, 3}^{(1)}$. Here, for $w=1,2,4, A_{w}^{*}$ is obtained from $A_{w}$ by adding 1 to the elements of the $2 n d$ column of $A_{w}$, reduced mod 2.

We now provide a simple method for constructing universally optimal two-level choice designs with choice set size $m=3$ and $m=4$ under the model class $\mathcal{M}_{2}$.

Theorem 7.7. Let $k=4 t-j$, where $t$ is a positive integer and $j=0,1,2,3$. Also, given a Hadamard matrix $H$ of order $4 t$ in normal form, let $H_{1}$ be the Hadamard matrix derived from $H$ by multiplying the first column of $H$ by -1 . Let $Z_{1}=\left(\begin{array}{ll}H^{\prime} & H_{1}^{\prime}\end{array}\right)^{\prime}=\left(\begin{array}{ll}Z_{1 a} & Z_{1 b}\end{array}\right)$, where $Z_{1 a}$ is of order $8 t \times 2$ and $Z_{1 b}$ is of order $8 t \times(4 t-2)$. Define $Z_{2}=-Z_{1}, Z_{3}=\left(-Z_{1 a} Z_{1 b}\right)$ and $Z_{4}=-Z_{3}$. For $w=1,2,3,4$, let $A_{w}$ be respective matrices obtained by replacing every entry $i(i=1,-1)$ of $Z_{w}$ by $(1+i) / 2$, and then deleting rightmost $j$ columns from $Z_{w}$, where $j=4 t-k, j \in\{0,1,2,3\}$. Consider rows of $A_{w}$ as options. Then, $d_{1}^{(2)}=\left(\begin{array}{llll}A_{1}, & A_{2}, & A_{3}, & A_{4}\end{array}\right)$ and $\left.d_{2}^{(2)}=\left[\begin{array}{cc}\left(A_{1},\right. & A_{2}, \\ A_{3}\end{array}\right)\right]$ are universally optimal twolevel choice design in $\mathcal{D}_{8 t, k, 4}^{(2)}$ and in $\mathcal{D}_{16 t, k, 3}^{(2)}$, respectively.

Proof. On lines similar to the proof of Theorem 7.5, we first note that the design $d_{1}^{(2)}$ consists of the component pair designs $\left\{\left(A_{\delta}, A_{\delta^{\prime}}\right), 1 \leqslant \delta<\delta^{\prime} \leqslant 4\right\}$. Denoting the component pair designs of $d_{1}^{(2)}$ by $d_{1\left(\delta \delta^{\prime}\right)}^{(2)}, 1 \leqslant \delta<\delta^{\prime} \leqslant 4$, we now calculate $N_{h \ell}^{+}$and $N_{h \ell}^{-}$for the design $d_{1}^{(2)}$. It is easy to see that for all $h \neq \ell, h \in S, \ell \in S$, the combinations from the set $\left\{(00)_{h \ell},(11)_{h \ell}\right\}$ and from the set $\left\{(10)_{h \ell},(01)_{h \ell}\right\}$ occur equally often for each of the component pair designs $\left(A_{1}, A_{2}\right),\left(A_{1}, A_{3}\right),\left(A_{2}, A_{4}\right),\left(A_{3}, A_{4}\right)$, i.e., $N_{\left(\delta \delta^{\prime}\right) h \ell}^{+}=N_{\left(\delta \delta^{\prime}\right) h \ell}^{-}=0$ or $4 t$
for $\left(\delta, \delta^{\prime}\right)=(1,2),(1,3),(2,4),(3,4)$. Furthermore, as in the proof of Theorem 7.5, for $\left(\delta, \delta^{\prime}\right)=(1,4),(2,3)$, the respective component pair designs $\left(A_{1}, A_{4}\right)$ and $\left(A_{2}, A_{3}\right)$ have $N_{(14) h \ell}^{+}=N_{(23) h \ell}^{-}$and $N_{(14) h \ell}^{-}=N_{(23) h \ell}^{+}$. Therefore, using the result of Corollary 7.2, it follows that $\tilde{C}_{2}$ for the design $d_{1}^{(2)}$ has off-diagonal elements zero. The design $d_{1}^{(2)}$ also ensures that $n_{h_{\alpha}}=2$, for $h \in S_{2}$ and for every choice set. Therefore using Theorem 7.3, it follows that each of the diagonal elements of $\tilde{C}_{2}$ equals 4 and $\operatorname{trace}\left(\tilde{C}_{2}\right)$ is maximum for the design $d_{1}^{(2)}$. Thus $d_{1}^{(2)}$ is universally optimal in $\mathcal{D}_{8 t, k, 4}^{(2)}$.

To establish that the design $d_{2}^{(2)}$ is universally optimal in $\mathcal{D}_{16 t, k, 3}^{(2)}$, one can see that the component pairs of the design are similar to the ones corresponding to $d_{1}^{(2)}$ and thus $\tilde{C}_{2}$ for the design $d_{2}^{(2)}$ has off-diagonal elements zero. Regarding the diagonal elements of the $\tilde{C}_{2}$, the design $d_{2}^{(2)}$ ensures that $n_{h_{\alpha}}=1$ or 2 , for $h \in S_{2}$ and for every choice set. Therefore, from Theorem 7.3 , each of the diagonal elements of $\tilde{C}_{2}$ equals $32 / 9$ and $\operatorname{trace}\left(\tilde{C}_{2}\right)$ is maximum for $d_{2}^{(2)}$. Thus, the design $d_{2}^{(2)}$ is universally optimal in $\mathcal{D}_{16 t, k, 3}^{(2)}$.

Example 7.8. Consider a $2^{8-j}$ choice experiment ( $j=0,1,2,3$ ) conducted through 8 choice sets of size 4 each. The $2^{8}(j=0)$ choice design $d_{1}^{(1)}$, is universally optimal in $\mathcal{D}_{8,8,4}^{(1)}$.

$$
d_{1}^{(1)}=\begin{array}{llll}
(00000000, & 11111111, & 10000000, & 01111111) \\
(01010101, & 10101010, & 11010101, & 00101010) \\
(00110011, & 11001100, & 10110011, & 01001100) \\
(01100110, & 10011001, & 11100110, & 00011001) \\
(00001111, & 11110000, & 10001111, & 01110000) \\
(01011010, & 10100101, & 11011010, & 00100101) \\
(00111100, & 11000011, & 10111100, & 01000011) \\
(01101001, & 10010110, & 11101001, & 00010110) \\
\hline
\end{array}
$$

Deleting the last $j$ factors we get the corresponding universally optimal design in $\mathcal{D}_{8,8-j, 4}^{(1)}$, $j=1,2,3$.
Now consider the design $d_{2}^{(1)}$.

Deleting the last $j$ factors $(j=0,1,2,3)$ of the design $d_{2}^{(1)}$ we get the corresponding universally optimal design in $\mathcal{D}_{16,8-j, 3}^{(1)}, j=0,1,2,3$.
Similarly, the design $d_{1}^{(2)}$ is universally optimal in $\mathcal{D}_{16,8-j, 4}^{(2)}$ when deleting the last $j$ factors, $j=0,1,2,3$.

| $d_{1}^{(2)}=$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (00000000 | 11111111, | 11000000, | 00111111) | (10000000, | 01111111, | 01000000, | 10111111) |
| (01010101 | 10101010, | 010101, | 01101010) | (11010101, | 00101010, | 00010101, | 11101010) |
| (00110011 | 11001100, | 11110011, | 00001100) | (10110011, | 01001100, | 01110011, | 10001100) |
| (01100110 | 10011001, | 100110, | 00011001) | (11100110, | 00011001, | 00100110, | 10011001) |
| (00001111 | 11110000, | 11001111, | 00110000) | (10001111, | 01110000, | 01001111, | 10110000) |
| (01011010 | 10100101, | 10011010, | 01100101) | (11011010, | 00100101, | 00011010, | 11100101) |
| (00111100 | 11000011, | 11111100, | 00000011) | (10111100, | 01000011, | 01111100, | 10000011) |
| (01101001 | 10010110, | 10101001, | 01010110) | (11101001, | 00010110, | 00101001, | 11010110) |

### 7.4 Concluding Remarks

In this chapter, we have obtained optimal two-level choice designs for estimating main effects and specified two-factor interaction effects in the model class $\mathcal{M}_{s}, s=1,2$. As discussed earlier, practical situations arise where factors like $f_{1}=$ "price" and/or $f_{2}=$ "brand" interact with the other important factors. Apart from all the main effects, these factors interacting with the other factors are of significance, while studying the other interactions are of less consequence in preliminary studies. As indicated earlier, there are no general results on the optimal choice designs for estimating main plus specified two-factor interaction effects in the choice design literature, though Street and Burgess (2007) highlighted the problem giving few examples.

One could argue that the optimal designs available for estimating main effects and all two-factor interactions could be used for our specific problem because of a lack of theoretical results. However, when one increases the parameters of interest (especially 2-factor interactions), theoretically obtained optimal designs usually have large number of choice sets.

As an illustration, an optimal design for $2^{5}$ in 16 choice sets of size $m=3$ can be obtained for estimating main effects $f_{q}, q=1, \ldots, 5$ and two-factor interactions $f_{1} f_{q^{\prime}}$, $q^{\prime}=2, \ldots, 5$ (i.e., under the model class $\mathcal{M}_{1}$ ). However, if the remaining $10-4=6$ twofactor interactions are to be additionally estimated optimally, a $D$-optimal choice design with $m=2$, suggested by Street and Burgess (2007), is available in 320 choice sets. They
also suggest a design with $m=2$ in 48 choice sets which is $91 \%$ efficient. Similarly, a $D$-optimal design for $2^{5}$ choice experiment with $m=3$ has been obtained by Burgess and Street (2003) in 1440 choice sets.

As another example, for $k=4, m=3$, a $D$-optimal design available in the literature requires 160 choice sets, while a $96.7 \%$ efficient design is available in 32 choice sets (see, Burgess and Street (2003)). However, our design for estimating main and specified twofactor interaction effects can be constructed in 8 choice sets.

Under our model, we have provided theoretical results characterizing optimal designs for any $m$. However, we provide optimal design constructions for more practical values of $m$, i.e., $m=3$ and $m=4$. Though Remark 7.4 guided us to not consider the case $m=2$, nevertheless, the case for $m=2$ still remains a relevant open problem unless one uses large designs that are optimal for estimating main and all two-factor interactions as obtained by Street and Burgess (2007).

As a way forward one can possibly extend this work for factors with asymmetric levels. One could also consider other sets of specified two-factor interaction effects as indicated in Dey and Suen (2002).

## Chapter 8

## A unified approach to discrete choice experiments

This chapter is based on the following work:
Das and Singh (2016): Das, Ashish; Singh, Rakhi. A unified approach to discrete choice experiments. Ongoing.

### 8.1 Introduction

As stated before, the primary objective of a discrete choice experiment is to study the impact of $k$ attributes of an option where the $i$ th attribute has $v_{i}(\geq 2)$ levels labeled $0, \ldots, v_{i}-1 ; i=1, \ldots, k$. With the options being described by the levels of the attributes, each option is a $k$-tuple and there are a total of $L=\prod_{i=1}^{k} v_{i}$ possible options. Let the $L$ lexicographically arranged options be denoted by $t_{1}, t_{2}, \ldots, t_{L}$ where, $t_{w}=\left(w_{1} w_{2} \cdots w_{k}\right), w_{i}=0,1, \ldots, v_{i}-1 ; i=1,2, \ldots, k$. Here, $w$ denotes the lexicographic number of the option $t_{w}$ and is given by $w=w_{1} \prod_{i=2}^{k} v_{i}+w_{2} \prod_{i=3}^{k} v_{i}+\cdots+w_{k-1} v_{k}+w_{k}+1$. A choice design is a collection of choice sets employed in a choice experiment.

Discrete choice experiments have been discussed primarily under the multinomial logit model (MNL model) setup. Street and Burgess (2007) have derived the information matrix to study choice experiments under the MNL model. Independently, Huber and Zwerina (1996) have also derived the information matrix under the same model. We refer to the two approaches as SB approach and HZ approach. The information matrices under the two approaches look superficially different and moreover, the attributes are also coded
differently, even though we have considered the average information matrix in both the SB and the HZ approach.

One of the many objectives of a choice experiment is to optimally or efficiently estimate the parameters of interest which essentially consists of either only the main effects or the main plus two-factor interaction effects of the $k$ attributes. $D$-optimal designs have been obtained theoretically under the utility-neutral setup, for example, see Graßhoff et al. (2004), Street and Burgess (2007), Demirkale et al. (2013), and Singh et al. (2015). Additionally, Sun and Dean (2016), Sun and Dean (2017), and Chai et al. (2017) have obtained $A$-optimal choice designs. For such optimal designs, researchers either used the information matrix following the HZ approach under effects coding, or used the information matrix following the SB approach under orthonormal coding.

The author-groups SB and HZ have used seemingly different information matrices under the MNL model. There have also been some confusion regarding the inference parameters expressed as linear functions of the utility parameter vector $\tau$. We theoretically establish a unified approach to discrete choice experiments and introduce the general inference problem in terms of a simple linear function of $\tau$; say $M \tau$.

After introducing the SB and HZ approaches in Section 8.2, we show their equivalence in Section 8.3. In Section 8.4, the inference problem under different codings is expressed in simple terms as a function of $\tau$. In Section 8.5, with respect to the $A$-criterion, we discuss how different codings may be interpreted. We also propose a related coding which is appropriate for test-control discrete choice experiments wherein some new test levels of an attribute are compared with an existing control level. Finally, in Section 8.6 we summarize the results along with a short discussion.

### 8.2 The SB and HZ approaches

We now discuss the two approaches, SB and HZ, which have generally been used in the theory of choice experiments.

In a choice design, we denote the $n$th choice set by $T_{n}=\left(t_{(n 1)}, t_{(n 2)}, \ldots, t_{(n m)}\right)$, where $t_{(n j)}$ is the $j$ th option in the $n$th choice set, $n=1, \ldots, N, j=1, \ldots, m$. Each option $t_{(n j)}=t_{w}$ for some $w \in\{1, \ldots, L\}$, where $w$, as mentioned before, is the lexicographic number of the option. Corresponding to the $j$ th option in the $N$ choice sets, let $A_{j}=$
$\left(t_{(1 j)}^{T} t_{(2 j)}^{T} \cdots t_{(N j)}^{T}\right)^{T}$ be a $N \times k$ matrix representing the levels of the $k$ attributes.

### 8.2.1 SB approach

Let $S_{n}$ be the set of $m$ lexicographic numbers $w$ corresponding to $T_{n}=\left(t_{(n j)}\right), j=$ $1, \ldots, m$. Thus, a respondent $\alpha$ assigns some utility $U_{w \alpha}$ to $t_{w}, w \in S_{n}, n=1, \ldots, N$. In a choice experiment, it is assumed that each respondent chooses the option having maximum utility among the other options in a choice set. The respondent chooses $t_{w}$ in $T_{n}$ if $U_{w \alpha}>U_{w^{\prime} \alpha}, t_{w^{\prime}}$ being the other options in $T_{n}$. The systematic component of the utility that can be captured, is denoted by the utility parameter $\tau_{w \alpha}$ and that $U_{w \alpha}=\tau_{w \alpha}+\epsilon_{w \alpha}$. If $\epsilon_{w \alpha}$ is independently and identically Gumbel distributed, then the choice model is the MNL model. In this chapter, as is generally the case in the literature, we assume that the respondents are alike and this assumption allows us to drop the subscript $\alpha$. Following Street and Burgess (2007), the probability of choosing $t_{(n j)}$ (which is say, $t_{w}$ ) from $T_{n}$ is then given by,

$$
P_{n j}=P_{w}=P\left(U_{w}>U_{w^{\prime}}, \text { for all } w^{\prime} \neq w \in S_{n}\right)=\frac{e^{\tau_{w}}}{\sum_{w^{\prime} \in S_{n}} e^{\tau_{w^{\prime}}}}
$$

Let $\mathcal{I}(M \tau)$ denote the Fisher information matrix for a linear function $M \tau$ in the MNL model with utility parameter vector $\tau=\left(\tau_{1} \cdots \tau_{L}\right)^{T}$. Street and Burgess (2007), using the approach of El-Helbawy and Bradley (1978), gives the Fisher information matrix for estimating $p$ parameters of interest $B_{O} \tau\left(=\beta_{O}\right.$, say), where $B_{O}$ is a $p \times L$ orthonormal contrast matrix corresponding to the $p$ parameters of interest. The Fisher information matrix for $B_{O} \tau$, as obtained by them, is

$$
\begin{equation*}
\mathcal{I}\left(B_{O} \tau\right)=B_{O} \Lambda B_{O}^{T}, \tag{8.1}
\end{equation*}
$$

where $\Lambda$ is the information matrix for $\tau$. For a choice design with $N$ choice sets each containing $m$ options, under the MNL model, the $L \times L$ information matrix for $\tau$ is (Street and Burgess, 2007, p. 81) $\Lambda=\left(\Lambda_{\left(r, r^{\prime}\right)}\right)$, where

$$
\Lambda_{\left(r, r^{\prime}\right)}= \begin{cases}\frac{1}{N} \sum_{n \in T^{r}} \frac{e^{\tau_{r}}\left(\sum_{l \neq r \in S^{\prime}} e^{\tau_{l}}\right)}{\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2}}, & r=r^{\prime}, r=1, \ldots, L,  \tag{8.2}\\ -\frac{1}{N} \sum_{n \in T^{r r^{\prime}}} \frac{e^{\tau_{r}} e^{\tau_{r^{\prime}}}}{\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2}}, & r \neq r^{\prime}, r, r^{\prime}=1, \ldots, L,\end{cases}
$$

with $T^{r}$ being the subset of indices of choice sets containing $t_{r}$, and $T^{r r^{\prime}}$ being the subset of indices of choice sets containing both $t_{r}$ and $t_{r^{\prime}}$. Here, the set of indices of choice set
is $\{1, \ldots, N\}$ and note that $\Lambda_{\left(r, r^{\prime}\right)}=0$ when $T^{r r^{\prime}}$ is an empty set and $\Lambda_{(r, r)}=0$ when $T^{r}$ is an empty set. Under the utility-neutral MNL model assumption of all options being equally attractive, $\Lambda_{\left(r, r^{\prime}\right)}$ reduces to

$$
m^{2} N \Lambda_{\left(r, r^{\prime}\right)}= \begin{cases}-a_{r, r^{\prime}}, & r \neq r^{\prime}  \tag{8.3}\\ (m-1) a_{r}, & r=r^{\prime}\end{cases}
$$

where $a_{r}$ is the number of times $t_{r}$ appears in the choice design and $a_{r, r^{\prime}}$ is the number of times options $t_{r}$ and $t_{r^{\prime}}$ appear together in the design. In what follows, unless otherwise stated, $\Lambda$ will refer to $\Lambda$ as in (8.2).

### 8.2.1.1 Coding under SB approach

The choice designs are studied by Street and Burgess (2007) under orthonormal coding. The columns of the $p \times L$ matrix $B_{O}$ correspond to the orthonormal coding for the $L$ options arranged in lexicographic order. We are interested in estimating $B_{O} \tau=\beta_{O}$ under this approach.

As an example, for main effects, the $p_{M} \times L$ matrix $B_{O}$ with $p_{M}=\sum_{i=1}^{k}\left(v_{i}-1\right)$ is,

$$
B_{O}=\left(\begin{array}{c}
B_{o}^{(1)} \otimes \frac{1}{\sqrt{v_{2}}} 1_{v_{2}}^{T} \otimes \cdots \otimes \frac{1}{\sqrt{v_{k}}} 1_{v_{k}}^{T}  \tag{8.4}\\
\frac{1}{\sqrt{v_{1}}} 1_{v_{1}}^{T} \otimes B_{o}^{(2)} \otimes \cdots \otimes \frac{1}{\sqrt{v_{k}}} 1_{v_{k}}^{T} \\
\vdots \\
\frac{1}{\sqrt{v_{1}}} 1_{v_{1}}^{T} \otimes \frac{1}{\sqrt{v_{2}}} 1_{v_{2}}^{T} \otimes \cdots \otimes B_{o}^{(k)}
\end{array}\right)
$$

where $B_{o}^{(i)}$ is a $\left(v_{i}-1\right) \times v_{i}$ matrix, the $v_{i}$ columns of which define an orthonormal coding for the $v_{i}$ levels of the $i$ th attribute, that is, $B_{o}^{(i)} B_{o}^{(i) T}=I_{v_{i}-1}$ and $B_{o}^{(i)} 1_{v_{i}}=0$. Here, $1_{s}$ is a $s \times 1$ vector of all ones, $I_{s}$ is an identity matrix of order $s$, and $\otimes$ denotes the Kronecker product.

The subscript $O$ in $B_{O}$ and $\beta_{O}$ implies the orthonormal coding.

### 8.2.2 HZ approach

In the marketing literature, under the MNL model, usually a different approach of Huber and Zwerina (1996), following the seminal work of McFadden (1974), is followed. In this approach, the utilities corresponding to $t_{(n j)}$ are modelled as $U_{n j}=h_{n j} \beta_{H}+\epsilon_{n j}$, where $h_{n j}$ is a general coded row vector of order $p$ characterizing $t_{(n j)}$ based on a general coding of the
$k$ attributes and $\beta_{H}$ is a column vector of order $p$ representing the estimable parameters of interest. Then, the probability of choosing the $j$ th option from the $n$th choice set is given by,

$$
\begin{equation*}
P_{n j}=\frac{e^{h_{n j} \beta_{H}}}{\sum_{j^{\prime}=1}^{m} e^{h_{n j^{\prime}} \beta_{H}}} . \tag{8.5}
\end{equation*}
$$

The information matrix for $\beta_{H}$, as given in Huber and Zwerina (1996), is

$$
\begin{equation*}
\mathcal{I}\left(\beta_{H}\right)=\frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m}\left(h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)^{T} P_{n j}\left(h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right) . \tag{8.6}
\end{equation*}
$$

Also, under the utility-neutral MNL model (that is, taking $\beta_{H}=0$, or equivalently by assuming $P_{n j}=1 / m$ for all $n$ and $j$ ), the information matrix reduces to the sum of $m(m-1) / 2$ matrices corresponding to all possible pairs of options, that is,

$$
\begin{equation*}
\mathcal{I}\left(\beta_{H}\right)=\frac{1}{N m^{2}} \sum_{j=1}^{m-1} \sum_{j^{\prime}=j+1}^{m} X_{H\left(j j^{\prime}\right)}^{T} X_{H\left(j j^{\prime}\right)} \tag{8.7}
\end{equation*}
$$

where $X_{H\left(j j^{\prime}\right)}=H_{j}-H_{j^{\prime}}$, is the $N \times p$ difference matrix for the $j$ th and $j^{\prime}$ th options; the $N \times p$ matrix $H_{j}=\left(h_{1 j}^{T} h_{2 j}^{T} \cdots h_{N j}^{T}\right)^{T}$ corresponds to the $A_{j}, j=1, \ldots, m$ and is coded with a general coding.

### 8.2.2.1 Coding under HZ approach: General coding

The derivation of the information matrix in McFadden (1974) and subsequently used by Huber and Zwerina (1996) is based on a general coding. Rows of the matrix $H_{j}$ consists of general coded vectors $h_{n j}$ having a one-to-one correspondence with the choice sets $t_{(n j)}$. Each of the $L$ options can be coded according to the general coding. We now define the $p \times L$ general coded matrix $B_{H}$, columns of which correspond to the general coding corresponding to the $L$ options arranged in lexicographic order. Corresponding to $A_{j}$ involving $t_{(n j)}, n=1, \ldots, N$, the $n$th row of $H_{j}$ is the $w$ th column of $B_{H}$, with $w$ being the lexicographic number of the option $t_{(n j)}$.

As an example, for main effects, the $p_{M} \times L$ general coded matrix $B_{H}$ is

$$
B_{H}=\left(\begin{array}{c}
B_{h}^{(1)} \otimes 1_{v_{2}}^{T} \otimes \cdots \otimes 1_{v_{k}}^{T}  \tag{8.8}\\
1_{v_{1}}^{T} \otimes B_{h}^{(2)} \otimes \cdots \otimes 1_{v_{k}}^{T} \\
\vdots \\
1_{v_{1}}^{T} \otimes 1_{v_{2}}^{T} \otimes \cdots \otimes B_{h}^{(k)}
\end{array}\right)
$$

where $B_{h}^{(i)}$ is a $\left(v_{i}-1\right) \times v_{i}$ matrix having full row rank, $v_{i}$ columns of which define a general coding for the $v_{i}$ levels of the $i$ th attribute. For an attribute, the $v_{i}$ columns of $B_{h}^{(i)}$ represent a general coding for the respective $v_{i}$ levels labeled $0, \ldots, v_{i}-1$.

In what follows, the subscript $H$ in $B_{H}$ and $\beta_{H}$ implies the general coding.

### 8.2.2.2 Coding under HZ approach: Effects coding

The coding that is generally used in the marketing literature for describing attributes is more formally known as effects coding (see, Großmann and Schwabe (2015)). Corresponding to each option $t_{(n j)}$, we denote the effects coded vector by $e_{n j}$. For effects coding, we also use $B_{E}$ and $e_{n j}$ to denote $B_{H}$ and $h_{n j}$ respectively. The $L$ columns in $B_{E}$ represent the effects coding for the $L$ lexicographically arranged options. This simply means that, the $w$ th column of $B_{E}$ is the effects coding for $t_{w}$. Under effects coding, the information matrix for the parameter of interest $\beta_{E}$ is

$$
\begin{equation*}
\mathcal{I}\left(\beta_{E}\right)=\frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m}\left(e_{n j}-\sum_{j^{\prime}=1}^{m} e_{n j^{\prime}} P_{n j^{\prime}}\right)^{T} P_{n j}\left(e_{n j}-\sum_{j^{\prime}=1}^{m} e_{n j^{\prime}} P_{n j^{\prime}}\right), \tag{8.9}
\end{equation*}
$$

where $e_{n j}$ is the effects coded vector corresponding to $t_{(n j)}$.
As an example, for main effects, the effects coding for level labeled $l$ is represented by a unit row vector of length $v_{i}-1$ with 1 in the $(l+1)$ th position for $l=0, \ldots, v_{i}-2$, and the effects coding for level labeled $v_{i}-1$ is represented by $-1_{v_{i}-1}^{T}, i=1, \ldots, k$. For example, the effects coded vectors for one factor at three levels $l=0,1,2$ are (10), (01) and $(-1-1)$, respectively. Now for estimation of the main effects, $B_{E}$ is of the same form $B_{H}$ given in (8.8) with $B_{h}^{(i)}$ replaced by $B_{e}^{(i)}$. For obtaining $B_{e}^{(i)}$, effects coding corresponding to level $l$ is put as the $(l+1)$ th column of $B_{e}^{(i)}$. For example, for $v_{i}=3$, $B_{e}^{(i)}=\left(\begin{array}{ccc}1 & 0 & -1 \\ 0 & 1 & -1\end{array}\right)$ since the effects coded vectors for $l=0,1,2$ are (10), (01) and ( $-1-1$ ), respectively.

In what follows, the subscript $E$ in $B_{E}$ and $\beta_{E}$ implies the effect coding.

### 8.3 Equivalence of SB and HZ approaches

The mathematical derivations used while obtaining the information matrices under the SB approach and under the HZ approach appears to be somewhat different. This difference in
the mathematical derivations of the variance-covariance matrix has resulted in significant confusion within the literature (see, for example Rose and Bliemer (2014)). The major differences in the two approaches are: (a) the expressions for the information matrices under the two approaches appear to be different, and (b) coding of levels in the two approaches are different.

Under the utility-neutral effects coding setup, the similarity of the two approaches for a $D$-optimal paired $(m=2)$ choice design was first addressed by Großmann and Schwabe (2015) (pp. 793). We now show how for any general coded matrix $B_{H}$ and under a general setup, the two seemingly different structures of the information matrices are related. Below is the equivalence result, a proof of which is in the Appendix D.

Theorem 8.1. For a general coded matrix $B_{H}$, the information matrix $\mathcal{I}\left(\beta_{H}\right)$, under the MNL model, satisfies $\mathcal{I}\left(\beta_{H}\right)=\frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m}\left(h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)^{T} P_{n j}\left(h_{n j}-\right.$ $\left.\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)=B_{H} \Lambda B_{H}^{T}$, where $\Lambda$ and $P_{n j}$ are as defined in (8.2) and 8.5), respectively.

Theorem 8.1 shows that once the coded matrix $B_{H}$ is decided, the two expressions of the information matrix, which appear different, are in fact the same. This also implies that the two seemingly independent derivations result in the same information matrix.

In what follows, $\operatorname{Var}\left(\hat{\beta}_{H}\right)$ represents the asymptotic covariance matrix of the maximum likelihood estimator of $\beta_{H}$ and is inverse of the information matrix $\mathcal{I}\left(\beta_{H}\right)$. Similar statement holds for $\beta_{O}$ and $\beta_{E}$ when $B_{H}=B_{O}$ and $B_{H}=B_{E}$ respectively. The following are two special cases of Theorem 8.1.

Corollary 8.2. Under the MNL model,
(i) For orthonormally coded matrix $B_{O}$, the information matrix $\mathcal{I}\left(\beta_{O}\right)=B_{O} \Lambda B_{O}^{T}=$ $\mathcal{I}\left(B_{O} \tau\right)$. In other words, the variance $\operatorname{Var}\left(\hat{\beta}_{O}\right)=\left(B_{O} \Lambda B_{O}^{T}\right)^{-1}=\operatorname{Var}\left(B_{O} \hat{\tau}\right)$.
(ii) For effects coded matrix $B_{E}$, the information matrix $\mathcal{I}\left(\beta_{E}\right)=B_{E} \Lambda B_{E}^{T}$. In other words, the variance $\operatorname{Var}\left(\hat{\beta}_{E}\right)=\left(B_{E} \Lambda B_{E}^{T}\right)^{-1}$.

Proof. For orthonormal coding $B_{O}$, Street-Burgess derived that $\mathcal{I}\left(B_{O} \tau\right)=B_{O} \Lambda B_{O}^{T}$. Additionally, from Theorem 8.1, $B_{O} \Lambda B_{O}^{T}=\mathcal{I}\left(\beta_{O}\right)$. Therefore, for orthonormal coding, Corollary 8.2 (i) holds. It is easy to see that (ii) is just a special case of Theorem 8.1 for effects coding.

Note that in Corollary $8.2(\mathrm{i})$, we indicate that $\operatorname{Var}\left(\hat{\beta}_{O}\right)=\operatorname{Var}\left(B_{O} \hat{\tau}\right)$. However, in Corollary 8.2 (ii), we mention the variance only of $\hat{\beta}_{E}$, not mentioning it in terms of $\hat{\tau}$. We elaborate on the same in the next section.

### 8.4 Inference problem in terms of utility parameters

In the previous section, we have established that for any general coded matrix $B_{H}$, the information matrix of $\beta_{H}$ is $\mathcal{I}\left(\beta_{H}\right)=B_{H} \Lambda B_{H}^{T}$. This shows the equivalence of the SB and the HZ approaches. For the SB approach, where $\beta_{H}$ has been taken as $\beta_{O}$ with $B_{H}=B_{O}$, the parameter $\beta_{O}$ is expressible in terms of the utility parameter vector $\tau$ through $B_{O} \tau$. However, in the effects coded HZ approach, $\beta_{H}=\beta_{E}$ is the parameter of interest. Under such an effects coding setup $B_{E}$, we need to understand what $\beta_{E}$ is in terms of utility parameter vector $\tau$. In this section, we express the general inference problem $\beta_{H}$ in terms of utility parameter vector $\tau$.

In comparative experiments, like the choice experiments, the problem of estimation for inferring $M \tau$ may be specified as $\Pi: \beta_{H}=M \tau$, where $M$ is a $p \times L$ matrix with $M 1_{L}=0, \tau$ is a utility parameter vector and $1_{L}$ is a column vector of size $L$ having all 1s. Thus $\beta_{H}$ contains $p$ parametric contrasts. With reference to $\Pi$, we call a design $d$ as acceptable if all components of $\beta_{H}$ are estimable using $d$. Let $\mathcal{D}_{\Pi}$ be the class of all acceptable designs with reference to the problem $\Pi$. The problem $\Pi$ is referred to as (i) non-singularly estimable if and only if $\operatorname{rank}(M)=p \leq \sum\left(v_{i}-1\right)$, and, more explicitly as (ii) non-singularly estimable full-rank problem if and only if $\operatorname{rank}(M)=p=\sum\left(v_{i}-1\right)$. Furthermore, when $\operatorname{rank}(M)=\sum\left(v_{i}-1\right)<p$, we refer to $\Pi$ as singularly estimable full-rank problem.

We first examine the two different functions of $\tau$ that are available in the literature, one given by Großmann and Schwabe (2015) and the other by Street and Burgess (2007). For notational clarity, as and when required, $\Lambda$ corresponding to a design $d$ is denoted by $\Lambda_{d}$. A generalized inverse of a matrix $A$ is denoted by $A^{-}$, while the MoorePenrose inverse is denoted by $A^{+}$.

Großmann and Schwabe (2015) have indicated that under the utility-neutral setup, for $D$-optimal balanced paired choice designs $d^{*}$, the information matrix for $\beta_{E}$ is,

$$
\begin{equation*}
\mathcal{I}\left(\beta_{E}\right)=\mathcal{I}(S G \tau)=\left(S\left(G \Lambda_{d^{*}} G^{T}\right)^{-} S^{T}\right)^{-} \tag{8.10}
\end{equation*}
$$

Here, $G$ is obtained from 8.4 by replacing every $\left(v_{i}-1\right) \times v_{i}$ matrix $B_{o}^{(i)}$ with the $v_{i} \times v_{i}$ centering matrix $K_{v_{i}}=I_{v_{i}}-\frac{1}{v_{i}} J_{v_{i}}$ and $S$ is a rectangular block diagonal matrix with the $i$ th $\left(v_{i}-1\right) \times v_{i}$ diagonal block being $D_{v_{i}}=\left(\sqrt{\frac{v_{i}}{L}} I_{v_{i}-1}, 0_{v_{i}-1 \times 1}\right), i=1, \ldots, k$.

Remark 8.3. From the proof of the expression for the information matrix in 8.10) (Großmann and Schwabe, 2015, pp. 798), it follows that the Moore-Penrose inverse of $G \Lambda_{d^{*}} G^{T}$ should be used rather than a generalized inverse. Therefore, the correct version of their expression (as 8.10), above) for the information matrix of the estimable parameter vector $\beta_{E}$ is

$$
\begin{equation*}
\mathcal{I}\left(\beta_{E}\right)=\mathcal{I}(S G \tau)=\left(S\left(G \Lambda_{d^{*}} G^{T}\right)^{+} S^{T}\right)^{-1} \tag{8.11}
\end{equation*}
$$

Contrary to Großmann and Schwabe's identification of the matrix $S G$ for the inference problem $\beta_{E}$ expressed as a function of $\tau$, Street and Burgess (2007) (pp. 77-78) gives an impression, through an example, that under the utility-neutral setup,

$$
\begin{equation*}
\mathcal{I}\left(\beta_{E}\right)=\mathcal{I}\left(B_{E} \tau\right)=B_{E} \Lambda_{d^{*}} B_{E}^{T} \tag{8.12}
\end{equation*}
$$

We now study an example of a $D$-optimal paired choice design.
Example 8.4. For $k=2, v_{1}=v_{2}=3$ and $N=9$, consider a $D$-optimal paired choice design d ${ }^{*}$

$$
d^{*}=\{(00,11),(10,21),(20,01),(01,12),(11,22),(21,02),(02,10),(12,20),(22,00)\}
$$

Then, from 8.11,

$$
\mathcal{I}(S G \tau)=\left(S\left(G \Lambda_{d^{*}} G^{T}\right)^{+} S^{T}\right)^{-1}=\left(\begin{array}{cccc}
0.50 & 0.25 & 0 & 0 \\
0.25 & 0.50 & 0 & 0 \\
0 & 0 & 0.50 & 0.25 \\
0 & 0 & 0.25 & 0.50
\end{array}\right)=A, \text { say }
$$

Again, from (8.12), it is easy to see that

$$
B_{E} \Lambda_{d^{*}} B_{E}^{T}=A
$$

Therefore, here it follows that $\mathcal{I}(S G \tau)=\left(S\left(G \Lambda_{d^{*}} G^{T}\right)^{+} S^{T}\right)^{-1}=B_{E} \Lambda_{d^{*}} B_{E}^{T}$. From the impression created by Street and Burgess (2007), it follows that $B_{E} \Lambda_{d^{*}} B_{E}^{T}=\mathcal{I}\left(B_{E} \tau\right)$ and therefore $\mathcal{I}(S G \tau)=\mathcal{I}\left(B_{E} \tau\right)$. Also from Theorem 8.1, we have that $B_{E} \Lambda_{d^{*}} B_{E}^{T}=\mathcal{I}\left(\beta_{E}\right)$. Therefore, it seems that the inference problem $\beta_{E}$ expressed in terms of $\tau$ is $S G \tau$ as well as $B_{E} \tau$. However, $B_{E} \neq S G$ since
$B_{E}=\left(\begin{array}{rrrrrrrrr}1 & 1 & 1 & 0 & 0 & 0 & -1 & -1 & -1 \\ 0 & 0 & 0 & 1 & 1 & 1 & -1 & -1 & -1 \\ 1 & 0 & -1 & 1 & 0 & -1 & 1 & 0 & -1 \\ 0 & 1 & -1 & 0 & 1 & -1 & 0 & 1 & -1\end{array}\right) \quad$ and $\quad S G=\frac{1}{9}\left(\begin{array}{rrrrrrrrr}2 & 2 & 2 & -1 & -1 & -1 & -1 & -1 & -1 \\ -1 & -1 & -1 & 2 & 2 & 2 & -1 & -1 & -1 \\ 2 & -1 & -1 & 2 & -1 & -1 & 2 & -1 & -1 \\ -1 & 2 & -1 & -1 & 2 & -1 & -1 & 2 & -1\end{array}\right)$.
In the above example, though we have taken a specific $D$-optimal design, we are able to highlight the lack of clarity on what $\beta_{E}$ is in terms of $\tau$. Is it that $\beta_{E}=B_{E} \tau$ or $\beta_{E}=S G \tau$ or is it something else?

In the result that follows, for a general coded matrix $B_{H}$, we obtain the corresponding inference problem for inferring on $\beta_{H}$ in terms of the utility parameter vector $\tau$. The result has been obtained under a more general unrestricted setup for any design $d$ with $m \geq 2$ and no restriction of utility-neutrality. Proof of the following result is in the Appendix D .

Theorem 8.5. Under the MNL model, for a general coded matrix $B_{H}$,
(i) $\operatorname{Var}\left(B_{H} \hat{\tau}\right)=\left(B_{H} B_{H}^{T}\right)\left(B_{H} \Lambda B_{H}^{T}\right)^{-1}\left(B_{H} B_{H}^{T}\right)$, and
(ii) $\operatorname{Var}\left(\left(B_{H} B_{H}^{T}\right)^{-1} B_{H} \hat{\tau}\right)=\left(B_{H} \Lambda B_{H}^{T}\right)^{-1}=\operatorname{Var}\left(\hat{\beta}_{H}\right)$.

As a consequence of Theorem 8.5, we have $\mathcal{I}\left(B_{H} \tau\right)=\left(B_{H} B_{H}^{T}\right)^{-1}\left(B_{H} \Lambda B_{H}^{T}\right)\left(B_{H} B_{H}^{T}\right)^{-1}$ and $\mathcal{I}\left(\left(B_{H} B_{H}^{T}\right)^{-1} B_{H} \tau\right)=B_{H} \Lambda B_{H}^{T}=\mathcal{I}\left(\beta_{H}\right)$. We now have the following Corollary as special cases when (i) $B_{H}=B_{O}$, (ii) $B_{H}=B_{E}$ and (iii) $B_{H}=\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$.

Corollary 8.6. Under the MNL model, the following holds.
(i) $\operatorname{Var}\left(B_{O} \hat{\tau}\right)=\left(B_{O} \Lambda B_{O}^{T}\right)^{-1}=\operatorname{Var}\left(\hat{\beta}_{O}\right) ;$ and $\mathcal{I}\left(B_{O} \tau\right)=B_{O} \Lambda B_{O}^{T}=\mathcal{I}\left(\beta_{O}\right)$.
(ii) $\operatorname{Var}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)=\left(B_{E} \Lambda B_{E}^{T}\right)^{-1}=\operatorname{Var}\left(\hat{\beta}_{E}\right) ;$ and $\mathcal{I}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau\right)=B_{E} \Lambda B_{E}^{T}=$ $\mathcal{I}\left(\beta_{E}\right)$,
(iii) $\operatorname{Var}\left(B_{E} \hat{\tau}\right)=\left(B_{E} B_{E}^{T}\right)\left(B_{E} \Lambda B_{E}^{T}\right)^{-1}\left(B_{E} B_{E}^{T}\right) ; \operatorname{and} \mathcal{I}\left(B_{E} \tau\right)=\left(B_{E} B_{E}^{T}\right)^{-1}\left(B_{E} \Lambda B_{E}^{T}\right)\left(B_{E} B_{E}^{T}\right)^{-1}$.

Under orthonormal coding (Corollary 8.6(i)), the inference problem is $B_{O} \tau$ with $\mathcal{I}\left(B_{O} \tau\right)=B_{O} \Lambda B_{O}^{T}$. Corollary 8.6(ii) shows that under the usual effects coding setup, the inference problem is not $B_{E} \tau$ (as illustrated by Street and Burgess (2007), pp. 77-78) but the correct inference problem is $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$ with $\mathcal{I}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau\right)=B_{E} \Lambda B_{E}^{T}$. Finally, the inference problem $B_{E} \tau$ (Corollary 8.6(iii)) implies test-control setup with $\mathcal{I}\left(B_{E} \tau\right)=\left(B_{E} B_{E}^{T}\right)^{-1}\left(B_{E} \Lambda B_{E}^{T}\right)\left(B_{E} B_{E}^{T}\right)^{-1}$. We discuss more on the test-control setup in Section 8.5.

It is also easy to establish directly from the definition of the matrices $B_{E}, S$ and $G$ that $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}=S G$ (proof in Appendix D), and thus, $B_{E}=\left(S G G^{T} S^{T}\right)^{-1} S G$.

Thus, another form of the inference problem $S G \tau$ as in (8.11), when written as a function of effects coded matrix, is $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$. However, referring to 8.11, we see that $\mathcal{I}\left(\beta_{E}\right)=\mathcal{I}(S G \tau)=\left(S\left(G \Lambda_{d^{*}} G^{T}\right)^{+} S^{T}\right)^{-1}$ holds only for $D$-optimal paired choice designs $d^{*}$ of Graßhoff et al. (2004), while $\mathcal{I}\left(\beta_{E}\right)=\mathcal{I}(S G \tau)=\mathcal{I}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau\right)=B_{E} \Lambda B_{E}^{T}$ holds for any arbitrary choice design. Using the identity $B_{E}=\left(S G G^{T} S^{T}\right)^{-1} S G$, it thus follows that for any arbitrary choice design, $\mathcal{I}\left(\beta_{E}\right)=\mathcal{I}(S G \tau)=\mathcal{I}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau\right)=B_{E} \Lambda B_{E}^{T}=$ $\left(S G G^{T} S^{T}\right)^{-1} S G \Lambda G^{T} S^{T}\left(S G G^{T} S^{T}\right)^{-1}$.

The most commonly studied optimal designs under the choice experiments are the $D$ optimal designs. For a general full-rank inference problem $M \tau$, the $D$-optimality criterion is invariant to the choice of $M$. However, for some other criterion, different $M$ may lead to different optimal designs (see, Morgan and Stallings (2014)). For example, the $A$-optimal designs are generally different for the two non-singular full-rank inference problems $\beta_{O}=$ $B_{O} \tau$ and $\beta_{E}=\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$. When our interest lies in the estimation of main effects, it is important to understand the preferred inference problem. Recently, Sun and Dean (2016) and Sun and Dean (2017) have obtained $A$-optimal designs under orthonormal coding, while Chai et al. (2017) have obtained three-level $A$-optimal designs both under effects coding as well as under orthonormal coding. Chai et al. (2017) show that the $A$ optimal designs under the effects coding are different than those under the orthonormal coding. Their non-singular full-rank inference problem for the $A$-optimal designs under effects coding is $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$, whereas the non-singular full-rank inference problem under the orthonormal coding is $B_{O} \tau$. We discuss more on this in Section 8.5.

Before we conclude this section, as an application to the equivalence of the SB and the HZ approaches, we generalize the paired choice $D$-optimality results of Graßhoff et al. (2004) for $m \geq 2$. Street and Burgess (2007) have provided sufficiency conditions to obtain $D$-optimal choice designs for $m \geq 2$ under the utility-neutral setup. Since $D$ optimality criterion is invariant with respect to reparameterizations, we now provide the corresponding $D$-optimality results for estimating $\beta_{E}=\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$ and $B_{E} \tau$. Proof of the following result is in the Appendix D .

Theorem 8.7. Let $d^{*}$ be a D-optimal choice design, under the utility-neutral setup, for estimating the main effects $B_{O} \tau$ and $\mathcal{I}_{d^{*}}\left(B_{O} \tau\right)=\operatorname{diag}\left(\alpha_{1} I_{v_{1}-1}, \ldots, \alpha_{k} I_{v_{k}-1}\right)$, where $\alpha_{i}=\frac{2 v_{i} S_{i}}{m^{2} L\left(v_{i}-1\right)}$ and $S_{i}$ is as in Street and Burgess (2007)[Theorem 6.3.1]. Then, $d^{*}$ is also D-optimal under the HZ approach for inferring on $\beta_{E}$ and $B_{E} \tau$. Furthermore, the
respective information matrices for inferring on $\beta_{E}$ and $B_{E} \tau$ are:
(i) $\mathcal{I}_{d^{*}}\left(\beta_{E}\right)=\mathcal{I}_{d^{*}}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau\right)=\operatorname{diag}\left(\alpha_{1} V_{1}, \ldots, \alpha_{k} V_{k}\right)$, and
(ii) $\mathcal{I}_{d^{*}}\left(B_{E} \tau\right)=\operatorname{diag}\left(\alpha_{1} V_{1}^{-1}, \ldots, \alpha_{k} V_{k}^{-1}\right)$,
where $V_{i}=\frac{L}{v_{i}}\left(I_{v_{i}-1}+J_{v_{i}-1}\right)$ and $V_{i}^{-1}=\frac{1}{L}\left(v_{i} I_{v_{i}-1}-J_{v_{i}-1}\right)$.

### 8.5 Inference problem under $A$-optimality

In this section, we consider different inference problems for optimal estimation of $k$ main effects corresponding to the $k$ attributes with the $i$ th attribute at $v_{i}$ levels. For the ease of understanding, we first discuss the result for one attribute (the $i$ th attribute) and then generalize it for $k$ attributes.

Let $Z_{(i, u)}=\left(\begin{array}{lll}-I_{u} & 1_{u} & \left.0_{u \times\left(v_{i}-u-1\right)}\right)\end{array}\right)$ for $u=1, \ldots, v_{i}-1$. Then, the $\binom{v_{i}}{2} \times v_{i}$ coefficient matrix of all normalized elementary comparisons between the $v_{i}$ levels of the $i$ th attribute is

$$
Z_{i}=\frac{1}{\sqrt{2}}\binom{Z_{(i)}}{\bar{Z}_{(i)}}
$$

where $Z_{(i)}=\left(Z_{(i, 1)}^{T} Z_{(i, 2)}^{T} \cdots Z_{\left(i, v_{i}-2\right)}^{T}\right)^{T}$ and $\bar{Z}_{(i)}=Z_{\left(i, v_{i}-1\right)}$. Note that $\bar{Z}_{(i)}$ is a contrast matrix for comparing level labeled $v_{i}-1$ of $i$ th attribute to each of the remaining $v_{i}-1$ levels labeled $0,1, \ldots, v_{i}-2$. Similarly, $Z_{(i)}$ is a contrast matrix for pairwise comparisons of the levels labeled $0,1, \ldots, v_{i}-2$ of attribute $i$.

For the inference problem $Z_{i} \tau$, the matrix $Z_{i}$ represents all normalized elementary comparisons between levels of the $i$ th attribute. Then, as a consolidated measure of goodness of a choice design, the sum of the variances of the estimates of all normalized elementary comparisons is given by

$$
\begin{equation*}
\operatorname{tr}\left[\operatorname{Var}\left(Z_{i} \hat{\tau}\right)\right] \tag{8.13}
\end{equation*}
$$

For measuring goodness of a choice design, (8.13) ensures that equal importance is provided to each of the $\binom{v_{i}}{2}$ elementary comparisons of which only $v_{i}-1$ comparisons are independent. We now show the relationship between the sum of the variances of the estimates of all normalized elementary comparisons and the sum of variances of the
estimates under different inference problems. We first have the following theorem whose proof we discuss later.

Theorem 8.8. Under the main effects model, for attribute $i$,

$$
\operatorname{tr}\left[\operatorname{Var}\left(B_{o}^{(i)} \hat{\tau}\right)\right]=\frac{2}{v_{i}} \operatorname{tr}\left[\operatorname{Var}\left(Z_{i} \hat{\tau}\right)\right] .
$$

It follows from Theorem 8.8 that under orthonormal coding, for attribute $i$, the average variance of $B_{o}^{(i)} \hat{\tau}$ is proportional to the average variance of $\binom{v_{i}}{2}$ elementary comparisons among the levels of the attribute.

Huber and Zwerina (1996) (pp. 309), for minimizing errors around the estimated parameter $\hat{\beta}_{H}$, considered the $A$-criterion under the non-singular full-rank setup. Accordingly, we first focus on the non-singular full-rank inference problem. As in Theorem 8.8, we first consider a single attribute setup, keeping the general result and its proof for a later theorem.

Theorem 8.9. For attribute $i$, under a non-singular full-rank inference problem,
(i) $\operatorname{tr}\left[\operatorname{Var}\left(\left(B_{e}^{(i)} B_{e}^{(i) T}\right)^{-1} B_{e}^{(i)} \hat{\tau}\right)\right]=\frac{2}{v_{i}^{2}} \operatorname{tr}\left[\operatorname{Var}\left(Z_{i} \hat{\tau}\right)\right]+\frac{1}{v_{i}} \operatorname{tr}\left[\operatorname{Var}\left(Z_{(i)} \hat{\tau}\right)\right]$,
(ii) $\operatorname{tr}\left[\operatorname{Var}\left(B_{e}^{(i)} \hat{\tau}\right)\right]=\operatorname{tr}\left[\operatorname{Var}\left(\bar{Z}_{(i)} \hat{\tau}\right)\right]$.

For the inference problem under effects coding, from Theorem 8.9(i) we find that for $A$-optimality of the $i$ th attribute, there is a disproportionately higher weight (importance) attached for the estimation of the main effect components representing comparisons among the first $v_{i}-1$ levels labeled $0,1, \ldots, v_{i}-2$. To compare $A$-optimal designs under effects coding and under orthonormal coding, we consider the following example.

Example 8.10. Let $k=2, N=6, v_{1}=v_{2}=3$. Under the utility-neutral setup, for the estimation of main effects, we consider two designs $d_{1}$ and $d_{2}$ (Chai et al., 2017), where

$$
d_{1}=\begin{array}{llll}
(21,02), & (20,11), & (22,10) \\
(11,00), & (12,01), & (01,10)
\end{array} \quad \text { and } \quad d_{2}=\begin{array}{lll}
(00,11), & (11,22), & (22,00) \\
(01,10), & (12,21), & (20,02)
\end{array} .
$$

The design $d_{1}$ is $A$-optimal under effects coding (the non-singular full-rank inference problem $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$ ) whereas $d_{2}$ is $A$-optimal under orthonormal coding (the nonsingular full-rank inference problem $B_{O} \tau$ ).

A closer look at $d_{1}$ shows an unequal number of paired comparisons of attribute levels for each attribute. For example, for each of the two attributes in $d_{1}$, the unordered pair
$(2,0)$ occurs once, $(2,1)$ occurs twice and $(1,0)$ occurs thrice. However $d_{2}$, which is $A$ optimal under orthonormal coding, gives equal importance to the pairwise comparisons between the three attribute levels, i.e., comparing levels labeled $\{0$ and 1$\},\{0$ and 2$\}$, and \{1 and 2$\}$ for each attribute.

Example 8.10 shows that for the non-singular full-rank inference problem $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$, $A$-optimal design is such that it gives more importance to comparsions of the levels $(0,1)$ as against the other comparsions, whereas under the orthonormal coding with non-singular full-rank inference problem $B_{O} \tau$, equal importance is attached to all the three elementary comparisons $(0,1),(0,2)$ and $(1,2)$.

We now give a generalization of Theorem 8.8 and Theorem 8.9 for $k$ attributes, proof (and a mathematical version of the same) is given in the Appendix D. In order to use effects coding for the purpose of identifying $A$-optimal designs, parity is achieved among the attributes with different number of levels by considering rows of $M$, of the inference problem $M \tau$, in its normal form.

Theorem 8.11. In a choice experiment having $k$ attributes with the ith attribute at $v_{i}$ levels, under the $A$-criterion, in the main effects model,
(i) all elementary comparisons among the levels of each attribute are given equal importance for the inference problem $B_{O} \tau$,
(ii) $\binom{v_{i}-1}{2}$ elementary comparisons among the levels $0, \ldots, v_{i}-2$ of each attribute are given more importance for the normalized inference problem $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$,
(iii) $v_{i}-1$ elementary comparisons of levels $0, \ldots, v_{i}-2$ with level $v_{i}-1$ of each attribute are given more importance for the normalized inference problem $B_{E} \tau$.

It seems reasonable that one would want to attach equal importance to all elementary comparisons of the attribute levels for finding a good design for estimating each of the main effects. Restricting to a non-singular full-rank inference problem, this suggests that for conducting search of good choice designs under the $A$-criterion, it is more appropriate to use orthonormal coding than the effects coding.

The inference problem $B_{E} \tau$, that came up in Theorem 8.9(ii) (and Theorem 8.11 (iii)), addresses situations where the primary interest lies in making test-control com-
parisons. In test versus control comparisons, some new levels (called test levels) of an attribute are compared with an existing control level.

Optimal designs under the single attribute setup have been amply provided by several researchers; we refer the readers to the review papers by Hedayat et al. (1988) and Majumdar (1996). Under the multi-attribute setup, designs for test-control experiments have been obtained by Gupta (1995) and Gupta (1998). In discrete choice experiments, when manufacturers/service providers or policymakers want to study the effect of few potential attribute-levels on the utility of a product/service, test-control discrete choice experiments would be more practical.

Our primary goal in a test-control discrete choice experiment is to determine which level among the test levels has a significantly more impact on the utility when compared against the control level. Thus, for the $i$ th attribute, we make elementary comparisons between control level labeled $v_{i}-1$ and each of the remaining $v_{i}-1$ test levels (labeled $\left.0,1, \ldots, v_{i}-2\right)$ with as much precision as possible. There is a need for more work for finding $A$-efficient or $A$-optimal test-control choice designs.

As indicated in Großmann and Schwabe (2015), the inference problem $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$ has more appeal than the inference problem $B_{O} \tau$ since the inference problem under effects coding has a clearer interpretation. This is so because the $v_{i}-1$ independent comparisons under effects coding are representing the difference between the true unknown latent utility value of a level $l_{i}$ (where $l_{i}$ is considered only for $v_{i}-1$ levels, i.e., $0,1, \ldots, v_{i}-2$ ), of an attribute $i$, and the average (over all levels $l_{i}$, where $l_{i}=0,1, \ldots, v_{i}-1$ ) of the true unknown latent utility values, for each $i=1, \ldots, k$.

Moreover, as also indicated in Graßhoff et al. (2003) (pp. 379) and also in Graßhoff et al. (2004) (pp. 375), to consider $A$-optimality under effects coding, one needs to resort to the singular full-rank inference problem by additionally considering, for each attribute, the left out comparison of one of the level effects (corresponding to level $v_{i}-1$ ) as deviates from the average of all level effects of attribute $i$. Accordingly, the revised inference problem would be singular with $M$ of order $\left(\sum v_{i}\right) \times L$ rather than $\left(\sum\left(v_{i}-1\right)\right) \times L$. The corresponding information matrix for such an inference problem $M \tau$ would be of order $\left(\sum v_{i}\right) \times\left(\sum v_{i}\right)$ having rank $\sum\left(v_{i}-1\right)$. For $A$-optimality considerations, we now show the equivalence of such a singular full-rank inference problem to that of the non-singular full-rank orthonormal inference problem.

It is easy to see that the normalized form of $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$ is $\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$ where $\Upsilon_{E}=\operatorname{diag}\left(\sqrt{\frac{L}{v_{1}-1}} I_{v_{1}-1}, \ldots, \sqrt{\frac{L}{v_{k}-1}} I_{v_{k}-1}\right)$. We define a matrix $A$ of order $\left(\sum v_{i}\right) \times p_{M}$ such that $A=\operatorname{diag}\left(B_{e}^{(1) T}, \ldots, B_{e}^{(k) T}\right)$. Also, let $B_{n}=A \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$. The weighted sum of variances of the $\sum v_{i}$ normalized comparisons is given by

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{v_{i}-1}{v_{i}} \operatorname{tr}\left[\operatorname{Var}\left(B_{n}^{(i)} \hat{\tau}\right)\right]=\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(B_{n} \hat{\tau}\right)\right], \tag{8.14}
\end{equation*}
$$

where $B_{n}^{(i)}$ is $B_{n}$ corresponding to the $i$ th attribute, and $\Gamma_{n}=\operatorname{diag}\left(\Gamma_{n 1}, \Gamma_{n 2}, \ldots, \Gamma_{n k}\right)$ with $\Gamma_{n i}=\left(\left(v_{i}-1\right) / v_{i}\right) I_{v_{i}}$.

While obtaining $\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(B_{n} \hat{\tau}\right)\right]$ in (8.14), for each attribute $i$, we account for the contribution of $\operatorname{Var}\left(B_{n}^{(i)} \hat{\tau}\right)$ through $\frac{v_{i}-1}{v_{i}} \operatorname{tr}\left[\operatorname{Var}\left(B_{n}^{(i)} \hat{\tau}\right)\right]$. This ensures providing equal importance to each of the $k$ sets of $v_{i}$ comparisons of which only $v_{i}-1$ comparisons are independent, $i=1,2, \ldots, k$. We now have the following result, proof of which is in the Appendix D.

Theorem 8.12. Under the main effects model,

$$
\operatorname{tr}\left[\operatorname{Var}\left(B_{O} \hat{\tau}\right)\right]=\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(A \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]=\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(B_{n} \hat{\tau}\right)\right]
$$

It follows from Theorem 8.12 that while considering a full set of $\sum v_{i}$ normalized contrasts under effects coding, one would get the same $A$-optimal designs as one would get under orthonormal coding.

### 8.6 Discussion

In the theory of discrete choice experiments, we show the equivalence of two seemingly different approaches (the SB and the HZ approaches) for deriving the information matrices under the MNL model. Under the utility-neutral effects coding setup, the similarity of the two approaches for a $D$-optimal paired $(m=2)$ choice design was first addressed by Großmann and Schwabe (2015). We have shown how for any general coded matrix $B_{H}$ and under a general setup, the two seemingly different structures of the information matrices are related.

We have obtained a simple linear function of $\tau$ that is being inferred upon under different inference problems. This allows us to establish that the inference problem being
addressed under effects coding is not $B_{E} \tau$, but $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$. This helps us in establishing that the information matrix under the SB approach for the inference problem $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$ is $B_{E} \Lambda B_{E}^{T}$, which is same as the information matrix for effects coding under the HZ approach.

Most design criteria are sensitive to the coding of the attributes. As discussed, an exception is the $D$-optimality criterion because the criterion is not affected by reparameterizations. That is why most optimality results for choice and paired comparison designs have been derived for the $D$-criterion. For the non-singular full-rank setup, Sun and Dean (2016) and Sun and Dean (2017) obtained $A$-optimal designs under orthonormal coding, while Chai et al. (2017) have obtained three-level $A$-optimal paired choice designs, both under effects coding and orthonormal coding. Since $A$-optimal designs usually differ depending on the inference problem being addressed and the corresponding codings of the attributes, it is pertinent to understand which coding is more appropriate for defining main effects. In this connection, under the non-singular full-rank inference problem, the followers of the HZ approach have been usually adopting the effects coding of the attributes. Although, the orthonormal coding may be technically convenient, the contrast represented by the matrix $B_{O}$ usually have no natural interpretation for qualitative attributes (see, Großmann and Schwabe (2015)).

To obtain $A$-optimal designs under a non-singular full-rank main-effects problem, we show that $B_{O} \tau$ attaches equal importance to each of the $\binom{v_{i}}{2}$ elementary comparisons of the $i$ th main effect, $i=1, \ldots, k$. On the contrary, the non-singular full-rank inference problem $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau$ attaches more importance to $\binom{v_{i}-1}{2}$ of the overall $\binom{v_{i}}{2}$ elementary comparisons, for the $i$ th main effect, $i=1, \ldots, k$. However, to consider $A$-optimality under effects coding, one needs to resort to the singular full-rank inference problem by additionally considering the left out comparison of one of the level effects for each attribute. We have shown that from the point of obtaining a good $A$-optimal designs for choice experiments, one can equivalently use either orthonormal coding for the non-singular fullrank inference problem or normalized effects coding for the singular full-rank inference problem.

In situations where the primary interest lies in making test-control comparisons, testcontrol discrete choice experiments are conducted. The inference problem then, would be to estimate $B_{E} \tau$. The issue of construction of $A$-efficient and $A$-optimal designs for
estimating $B_{E} \tau$ will be discussed in a future work.

## Chapter 9

## $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-Optimal Supersaturated Designs

This chapter is based on the following work: Cheng et al. (2018): Cheng, Ching-Shui; Das, Ashish; Singh Rakhi; Tsai, Pi-Wen; E(s $\left.{ }^{2}\right)$ and UE $\left(s^{2}\right)$-Optimal Supersaturated Designs. J. Statist. Plann. Inference 196 (2018), 105-114.

### 9.1 Introduction

In an $n$-run factorial experiment involving $m$ two-level factors, for the general mean and all the main effects to be estimable, we must have $n \geqslant m+1$. A design is called supersaturated if $n<m+1$. Under the assumption of factor sparsity that only a small number of factors are active, a supersaturated design can provide considerable cost saving in factor screening.

Each two-level supersaturated design $d$ can be represented by an $n \times m$ matrix $X_{d}$ having entries 1 s and -1 s , with each column of $X_{d}$ corresponding to one factor and each row representing a factor-level combination. Let $Z_{d}=\left[1 X_{d}\right]$, where 1 is the $n \times 1$ column of 1 s , be the model matrix of the main-effects model for $d$. Two columns $u$ and $v$ of $Z_{d}$ such that $u=v$ or $u=-v$ are said to be aliased. We require that no two columns of $Z_{d}$ are aliased.

A factor is said to be level-balanced if the corresponding column of $X_{d}$ has the same numbers of 1 s and -1 s . This is possible only if $n$ is even. For an odd $n$, a factor is said to
be nearly level-balanced if in the corresponding column the numbers of times 1 and -1 appear differ by one. Without loss of generality, we require that 1 appears $(n-1) / 2$ times and -1 appears $(n+1) / 2$ times. A design is said to be level-balanced (respectively, nearly level-balanced) if all the factors are level-balanced (respectively, nearly level-balanced). Later in Section 9.3 we provide a motivation behind level-balanced and nearly levelbalanced designs.

Ideally one would want the columns of $Z_{d}$ to be mutually orthogonal, which clearly is not possible for supersaturated designs. Under level-balanced designs, columns of $X_{d}$ are orthogonal to 1. In this case, a simple measure (Booth and Cox, 1962) of nonorthogonality among the columns of $X_{d}$ is

$$
\begin{equation*}
E_{d}\left(s^{2}\right)=\frac{1}{\binom{m}{2}} \sum_{1 \leqslant i<j \leqslant m}\left(x_{i}^{T} x_{j}\right)^{2}, \tag{9.1}
\end{equation*}
$$

where $x_{i}$ is the $i$ th column of $X_{d}$. The popular $E\left(s^{2}\right)$-criterion ( $\left.\operatorname{Lin}, 1993 b\right)$ is to minimize (9.1) among the level-balanced designs. For the case when $n$ is odd, Nguyen and Cheng (2008) suggested minimizing (9.1) among nearly level-balanced designs.

Prima facie it appears that there is no need to impose the restriction of level-balance or near-level-balance while identifying a good supersaturated design so long as it minimizes the overall nonorthogonality among the columns of $Z_{d}$. Marley and Woods (2010) extended the definition of $E_{d}\left(s^{2}\right)$ to include the inner products of 1 and the columns of $X_{d}$. Jones and Majumdar (2014) also introduced the criterion

$$
\begin{equation*}
U E_{d}\left(s^{2}\right)=\frac{1}{\binom{m+1}{2}}\left[\sum_{i=1}^{m}\left(1^{T} x_{i}\right)^{2}+\sum_{1 \leqslant i<j \leqslant m}\left(x_{i}^{T} x_{j}\right)^{2}\right] . \tag{9.2}
\end{equation*}
$$

For given $m$ and $n$, let $\mathcal{D}_{U}(m, n)$ be the class of all supersaturated designs without the restriction of level-balance or near-level-balance, and let $\mathcal{D}_{R}(m, n)$ be the subclass of level-balanced or nearly level-balanced supersaturated designs. A supersaturated design $d^{*} \in \mathcal{D}_{U}(m, n)$ is said to be $U E\left(s^{2}\right)$-optimal if $U E_{d^{*}}\left(s^{2}\right) \leqslant U E_{d}\left(s^{2}\right)$ for all $d \in \mathcal{D}_{U}(m, n)$. It is clear that an $E\left(s^{2}\right)$-optimal design is $U E\left(s^{2}\right)$-optimal over the subclass $\mathcal{D}_{R}(m, n)$, but may not be $U E\left(s^{2}\right)$-optimal over the entire class $\mathcal{D}_{U}(m, n)$.

Removing the constraint of level-balance or near-level-balance makes the construction of $U E\left(s^{2}\right)$-optimal designs very easy, and produces a smaller sum of squares of the entries of the information matrix $Z_{d}^{T} Z_{d}$, which is twice the sum of the two quantities
inside the brackets in (9.2). While the former is an advantage because in general $E\left(s^{2}\right)$ optimal designs are difficult to construct, a consequence is that usually there are many $U E\left(s^{2}\right)$-optimal designs with diverse characteristics and performances. Additional criteria are needed to choose among $U E\left(s^{2}\right)$-optimal designs. Among possible secondary criteria, Jones and Majumdar (2014) mentioned the maximization of the number of level-balanced factors among the $U E\left(s^{2}\right)$-optimal designs. Regarding the reduction of the sum of squares of the entries of the information matrix, since $\sum_{i=1}^{m}\left(1^{T} x_{i}\right)^{2}$ is minimized by level-balanced or nearly level-balanced designs, the difference in the $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-criteria, when both are considered as criteria over the entire $\mathcal{D}_{U}(m, n)$, is that an $U E\left(s^{2}\right)$-optimal design minimizes the sum of $\sum_{i=1}^{m}\left(1^{T} x_{i}\right)^{2}$ and $\sum_{1 \leqslant i<j \leqslant m}\left(x_{i}^{T} x_{j}\right)^{2}$, while an $E\left(s^{2}\right)$-optimal design minimizes the former followed by the minimization of the latter. In other words, the $E\left(s^{2}\right)$-criterion places a heavier weight on $\sum_{i=1}^{m}\left(1^{T} x_{i}\right)^{2}$. We denote this quantity by $S S$ in the rest of the chapter.

Since only a small number of factors is expected to be active, one way to evaluate the performance of a supersaturated design is to consider its average efficiency over lower dimensional projections. Such an approach based on average D-efficiencies was proposed in Wu (1993). A comparison in Section 9.2 of the $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-optimal designs for $n=12$ and $m=14$ discussed in Example 2 of Jones and Majumdar (2014) shows that the $U E\left(s^{2}\right)$-optimal design has worse projection properties than the $E\left(s^{2}\right)$-optimal design. Also, this $U E\left(s^{2}\right)$-optimal design, with 11 level-balanced factors, has worse projection properties than some other $U E\left(s^{2}\right)$-optimal designs with fewer level-balanced factors. This indicates that maximizing the number of level-balanced factors is not an appropriate secondary criterion.

In Section 9.3 we show that the traditional $E\left(s^{2}\right)$-criterion is a good surrogate for maximizing the average $D$-efficiency over $f$-factor projections for small $f$ (relative to $m$ ). A similar argument leads to the minimization of $S S$ as a good secondary criterion for selecting $U E\left(s^{2}\right)$-optimal designs with good lower-dimensional projections. In Section 9.4 we present simple and systematic methods of constructing designs that minimize $S S$ among the $U E\left(s^{2}\right)$-optimal designs constructed by using the method of Jones and Majumdar (2014). Our examples show that, for lower dimensional projections, the best $U E\left(s^{2}\right)$-optimal designs have nearly as good average D -efficiencies as the $E\left(s^{2}\right)$-optimal designs. We also provide $U E\left(s^{2}\right)$-optimal design construction for the case $n=m \equiv 1(\bmod$
4), which is missing in Jones and Majumdar (2014). In Section 9.5, we derive conditions under which $E\left(s^{2}\right)$-optimal designs are also $U E\left(s^{2}\right)$-optimal and identify several families of designs that are optimal under both criteria.

### 9.2 An example

The basis of using a supersaturated design is the inherent assumption that there are very few active factors. The identification of the active factors is usually based on a forward selection method of model building involving projections onto various subsets of factors. Thus it is desirable to use a supersaturated design with good projection properties in the sense that on average the model parameters can be efficiently estimated during the model building process.

Suppose among the $m$ factors, only those in a set $F$ of $f$ factors are active, $f \leqslant n-1$. Let $X_{d^{F}}$ be the design matrix of $d^{F}$ consisting of the $f$ corresponding columns of $X_{d}$. Here $d^{F}$ is the projected design of $d$ onto the factors in $F$. Consider the model matrix $Z_{d^{F}}=\left[\begin{array}{ll}1 & X_{d^{F}}\end{array}\right]$ and let $M_{d^{F}}$ be the information matrix of $d^{F}$. Then

$$
M_{d^{F}}=Z_{d^{F}}^{T} Z_{d^{F}}=\left[\begin{array}{cc}
n & 1^{T} X_{d^{F}} \\
X_{d^{F}}^{T} 1 & X_{d^{F}}^{T} X_{d^{F}}
\end{array}\right] .
$$

Suppose we measure the performance of the projected design by the $D$-criterion $D\left(X_{d^{F}}\right)=\left\{\left(\operatorname{det}\left[M_{d^{F}}\right]\right)^{1 /(f+1)}\right\} / n$. Then the overall D-efficiency of $f$-factor projections of a supersaturated design $d$ can be measured by the average D-efficiency

$$
D_{f}(d)=\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} D\left(X_{d^{F}}\right),
$$

where the sum is over all the subsets $F$ consisting of $f$ factors, and the objective is to maximize $D_{f}(d), f=1,2, \ldots,(n-1)$. Another quantity of interest is the number of nonestimable $f$-factor projective main-effects models, denoted by $N E_{f}$. Note that $D_{f}$ and $N E_{f}$ are related to, respectively, information capacity and estimation capacity proposed by Sun (1993).

In Example 9.1, we compare the performances of several $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-optimal designs with $m=14$ and $n=12$ with respective to $D_{f}$ and $N E_{f}$ for all $f \leqslant 11$. For each design, we also report the values of the following three characteristics which, as demonstrated later, are useful for helping identify $U E\left(s^{2}\right)$-optimal designs with good projection properties:
$L B=$ the number of level-balanced (nearly level-balanced) factors for $n$ even (odd);
$O F=$ the number of orthogonal (nearly orthogonal) pairs of factors among the $\binom{m}{2}$ pairs for $n$ even (odd);
$Q=L B+O F$.
Here two factors are said to be orthogonal (nearly orthogonal) if the inner product of their corresponding columns in the model matrix is zero $( \pm 1)$.

Example 9.1. For $m=14$ and $n=12$, a $U E\left(s^{2}\right)$-optimal design, say $d_{6}$, and an $E\left(s^{2}\right)$ optimal design, say $d_{1}$, are displayed in Table 9.2 and Table 9.3 respectively, of Jones and Majumdar (2014). Here $d_{6}$ has 11 level-balanced factors. We construct four additional $U E\left(s^{2}\right)$-optimal designs $d_{2}, d_{3}, d_{4}$, and $d_{5}$ with $6,12,6$, and 5 level-balanced factors, respectively. All the six designs can be found in the Appendix E. Table 9.1 shows that $d_{i}>d_{6}$ for all $i=1, \ldots, 5$, where $d_{i}>d_{j}\left(d_{i}\right.$ dominates $\left.d_{j}\right)$ means that $d_{i}$ is at least as good as $d_{j}$ under both $D_{f}$ and $N E_{f}$ for every $f=1, \ldots, n-1$, and $d_{i}$ is better than $d_{j}$ in some cases. In particular, the $E\left(s^{2}\right)$-optimal design $d_{1}$ dominates the $U E\left(s^{2}\right)$-optimal design $d_{6}$. We also note that $d_{2}>d_{j}, j=3,4,5,6$. This indicates that, at least in terms of projection properties, maximizing the number of level-balanced factors is not an appropriate secondary criterion. Design $d_{2}$ is the best among the five $U E\left(s^{2}\right)$-optimal designs in the table. In fact, based on an exhaustive search, it is the best design among $U E\left(s^{2}\right)$-optimal designs constructed using the method of Jones and Majumdar (2014) with respect to $D_{f}$ and $N E_{f}$. Between $d_{2}$ and $d_{1}, d_{1}$ is better than $d_{2}$ under $D_{f}$ for $f \leqslant 5$ (but $d_{2}$ is at least $99 \%$ efficient as $d_{1}$ in all these cases, where the efficiency is measured by the ratio of $D_{f}$ values), the two designs are tied under $N E_{f}$ for $f \leqslant 6$, and $d_{2}$ is better than $d_{1}$ for $6 \leqslant f \leqslant 11$. Thus $d_{2}$ can be recommended. However, it takes additional work to identify it among many $U E\left(s^{2}\right)$-optimal designs.

### 9.3 Projection justification

It is well-known that a good surrogate for maximizing $D\left(X_{d^{F}}\right)$ is the (M.S)-criterion proposed by Eccleston and Hedayat (1974): maximizing $\operatorname{tr}\left[M_{d^{F}}\right]$ and minimizing $\operatorname{tr}\left[M_{d^{F}}\right]^{2}$ among those that maximize $\operatorname{tr}\left[M_{d^{F}}\right]$. This goes back to the result of Kiefer (1958, 1975b) that a design is optimal with respect to many criteria if it maximizes the trace of the

Table 9.1: Comparison of six designs with $m=14$ and $n=12$

|  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S S$ | 0 | 32 | 32 | 44 | 48 | 48 |
| LB | 14 | 6 | 12 | 6 | 5 | 11 |
| OF | 67 | 36 | 72 | 36 | 37 | 73 |
| $Q$ | 81 | 42 | 84 | 42 | 42 | 84 |
| $\left(D_{1}, N E_{1}\right)$ | $(1,0)$ | (0.9920, 0) | (0.9918, 0) | (0.9889, 0) | (0.9879, 0) | (0.9877, 0) |
| $\left(D_{2}, N E_{2}\right)$ | (0.9898, 0) | (0.9809, 0) | (0.9805, 0) | (0.9765, 0) | (0.9751, 0) | (0.9744, 0) |
| $\left(D_{3}, N E_{3}\right)$ | (0.9759, 0) | (0.9679, 0) | (0.9671, 0) | (0.9626, 0) | (0.9609, 0) | (0.9579, 1) |
| $\left(D_{4}, N E_{4}\right)$ | (0.9590, 0) | (0.9530, 0) | (0.9498, 3) | (0.9470, 0) | (0.9449, 0) | (0.9341, 13) |
| $\left(D_{5}, N E_{5}\right)$ | (0.9391, 0) | (0.9360, 0) | (0.9235, 30) | (0.9291, 0) | (0.9268, 0) | (0.8972, 75) |
| $\left(D_{6}, N E_{6}\right)$ | (0.9157, 0) | (0.9162, 0) | (0.8808, 135) | (0.9084, 0) | (0.9058, 0) | (0.8400, 255) |
| $\left(D_{7}, N E_{7}\right)$ | (0.8869, 3) | (0.8928, 0) | (0.8116, 360) | (0.8832, 3) | (0.8801, 4) | (0.7540, 568) |
| $\left(D_{8}, N E_{8}\right)$ | (0.8476, 25) | (0.8630, 6) | (0.7048, 627) | (0.8484, 24) | (0.8439, 30) | (0.6323, 867) |
| $\left(D_{9}, N E_{9}\right)$ | (0.7831, 82) | (0.8163, 36) | (0.5522, 738) | $(0.7876,84)$ | (0.7799, 97) | (0.4731, 918) |
| $\left(D_{10}, N E_{10}\right)$ | (0.6614, 143) | (0.7189, 93) | (0.3565, 585) | (0.6566, 165) | (0.6455, 177) | $(0.2879,665)$ |
| $\left(D_{11}, N E_{11}\right)$ | (0.4060, 161) | (0.4790, 132) | (0.1477, 300) | (0.3803, 180) | (0.3710, 184) | $(0.1108,316)$ |

information matrix and all the eigenvalues of the information matrix are equal. Since $\operatorname{tr}\left[M_{d^{F}}\right]=n(f+1)$ is a constant, a good surrogate for maximizing $D_{f}(d)$ is to minimize

$$
\begin{equation*}
\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} \operatorname{tr}\left[M_{d^{F}}\right]^{2}=\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} \operatorname{tr}\left[Z_{d^{F}}^{T} Z_{d^{F}}\right]^{2} . \tag{9.3}
\end{equation*}
$$

Using the fact that the first- and second-order inclusion probabilities under simple random sampling of size $f$ without replacement from a population of size $m$ are, respectively, $f / m$ and $f(f-1) /[m(m-1)]$, it is easy to see that

$$
\begin{equation*}
\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} \operatorname{tr}\left[Z_{d^{F}}^{T} Z_{d^{F}}\right]^{2}=\text { constant }+\frac{2 f}{m}\left[1^{T} X_{d} X_{d}^{T} 1\right]+\frac{f(f-1)}{m(m-1)} \operatorname{tr}\left[\left(X_{d}^{T} X_{d}\right)^{2}\right] . \tag{9.4}
\end{equation*}
$$

Due to factor sparsity, $f / m$ is small; thus $f(f-1) /[m(m-1)]$ is much smaller than $f / m$. It follows that a good surrogate for minimizing $(9.4)$ is the two-step procedure of first minimizing $1^{T} X_{d} X_{d}^{T} 1(=S S)$, and then minimizing $\operatorname{tr}\left[\left(X_{d}^{T} X_{d}\right)^{2}\right]$. The first step is achieved by level-balanced or nearly level-balanced designs. The second step is equivalent to minimizing $E_{d}\left(s^{2}\right)$. This justifies the traditional $E\left(s^{2}\right)$-criterion and shows why it is important to restrict to level-balanced or nearly level-balanced designs for achieving good lowerdimensional projection properties. Earlier, $\operatorname{Lin}(\overline{1993 a})$ and Tsai and Gilmour (2016) studied two-level saturated main effects screening designs under factor sparsity. They found that those with good lower-dimensional projections are to be found among levelbalanced or nearly level-balanced ones.

For each design $d \in D_{U}(m, n)$, let $U E_{f}^{d}\left(s^{2}\right)$ be the average of the $U E_{d^{F}}\left(s^{2}\right)$ values over all $F$ involving $f$ factors; that is,

$$
U E_{f}^{d}\left(s^{2}\right)=\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} U E_{d^{F}}\left(s^{2}\right)
$$

Since $Z_{d^{F}}^{T} Z_{d^{F}}$ has constant diagonals $n$, minimizing $U E_{f}^{d}\left(s^{2}\right)$ is equivalent to minimizing (9.3), and thus is also a good surrogate for maximizing $D_{f}(d)$.

The following can easily be established:

$$
\begin{equation*}
U E_{f}^{d}\left(s^{2}\right)=\frac{m+1}{(f+1)(m-1)}\left\{(f-1) U E_{d}\left(s^{2}\right)+\frac{2(m-f)}{m(m+1)} 1^{T} X_{d} X_{d}^{T} 1\right\} \tag{9.5}
\end{equation*}
$$

A possible secondary criterion for discriminating $U E\left(s^{2}\right)$-optimal designs is to minimize $U E_{f}^{d}\left(s^{2}\right)$ among the $U E\left(s^{2}\right)$-optimal designs. By 9.5 , this is to minimize $1^{T} X_{d} X_{d}^{T} 1$ among the $U E\left(s^{2}\right)$-optimal designs. The resulting designs do not depend on $f$.

The traditional $E\left(s^{2}\right)$-criterion is equivalent to the two-step procedure of minimizing $S S$ and then minimizing $U E_{d}\left(s^{2}\right)$ among those that minimize $S S$. Thus using the minimization of $S S$ as a secondary criterion for $U E\left(s^{2}\right)$ amounts to reversing the two steps of the traditional $E\left(s^{2}\right)$-criterion as formulated above: when the minimization of $S S$ is not done before minimizing $U E_{d}\left(s^{2}\right)$, it should be done afterwards. Let $\mathcal{D}_{H}(m, n)$ be the class of all $U E\left(s^{2}\right)$-optimal designs constructed from a Hadamard matrix using the method of Jones and Majumdar (2014). A design that minimizes $S S$ over $\mathcal{D}_{H}(m, n)$ is said to be superior $U E\left(s^{2}\right)$-optimal.

Usually superior $U E\left(s^{2}\right)$-optimal designs are not unique. In fact, the $E\left(s^{2}\right)$-criterion also suffers from this problem. The issue of choosing better $E\left(s^{2}\right)$-optimal designs arises naturally, but it has not received much attention in the literature, perhaps because $E\left(s^{2}\right)$ optimal designs are difficult to construct. The easy construction of superior $U E\left(s^{2}\right)$ optimal designs makes it possible to further choose better designs from them.

An interesting observation in Table 9.1 is that for the two designs with $S S=32$ (and also those with $S S=48$ ), the one with more level-balanced factors has worse projection properties. We offer the following explanation. It is desirable to make the columns of the model matrix as nearly orthogonal as possible, that is, to make the absolute values (or, equivalently, the squares) of the off-diagonal entries of the information matrix as uniformly small as possible. For this purpose, we do not want to have too many pairs of orthogonal $z_{i}$ and $z_{j}$ once $U E_{d}\left(s^{2}\right)$ has been minimized, where $z_{i}$ and $z_{j}$ are columns of
$Z_{d}$. After the minimization of $U E_{d}\left(s^{2}\right)$, the sum of squares of all pairwise inner products $z_{i}^{T} z_{j}, i \neq j$, is fixed. If there are too many zeros among these inner products, then the overall distribution of the squared pairwise inner products is likely to be more dispersed. Thus, subject to the minimization of $U E_{d}\left(s^{2}\right)$, it is better not to have too many orthogonal pairs $\left(z_{i}, z_{j}\right), i \neq j$. Since the number of such pairs is equal to $Q=L B+O F$, it is preferable to have a small $Q$. In particular, we do not want to have too many level-balanced factors among the designs with the same values of $U E_{d}\left(s^{2}\right)$ and $S S$.

The discussion above can be linked to the concept of majorization Marshall and Olkin, 1979). Given two vectors $x=\left(x_{1}, \ldots, x_{k}\right)^{T}$ and $y=\left(y_{1}, \ldots, y_{k}\right)^{T}$, we say that $x$ is majorized by $y$ if

$$
\begin{equation*}
\sum_{i=1}^{k} x_{i}=\sum_{i=1}^{k} y_{i} \tag{9.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{t} x_{[i]} \geqslant \sum_{i=1}^{t} y_{[i]} \text { for all } 1 \leqslant t \leqslant k-1 \tag{9.7}
\end{equation*}
$$

where $x_{[1]} \leqslant \cdots \leqslant x_{[k]}$ and $y_{[1]} \leqslant \cdots \leqslant y_{[k]}$ are ordered values of $x_{1}, \ldots, x_{k}$ and $y_{1}, \ldots, y_{k}$, respectively. Under (9.6) and (9.7), the entries in $x$ can be regarded as less dispersed than those in $y$. For example, the vector with $x_{1}=\cdots=x_{k}$ is majorized by all the $y$ 's satisfying (9.6). Majorization is a strong property that requires all the $k-1$ inequalities in (9.7) to hold. Suppose all the components of $x$ and $y$ are nonnegative, (9.6) is satisfied, $x$ has $Q_{x}$ zero components, and $y$ has $Q_{y}$ zero components. If $Q_{x}<Q_{y}$, then 9.7 is satisfied for all $1 \leqslant t \leqslant Q_{y}$. In this case 9.7 partially holds for a subset of the inequalities.

Table 9.1 exhibits the patterns that (i) designs with smaller $S S$ and $Q$ tend to have better projection properties and (ii) those with smaller $S S$ but larger $Q$ may have better lower-dimensional and worse higher-dimensional projection properties. For example, $d_{2}$ has smaller $S S$ and $Q$ than the other $U E\left(s^{2}\right)$-optimal designs in the table; at the same time it dominates all these designs. At the other extreme, $d_{6}$ has larger $S S$ and $Q$ than the other $U E\left(s^{2}\right)$-optimal designs in the table, and it is dominated by all of them. Design $d_{3}$ has the same value of $S S$ as $d_{2}$, but has a larger $Q$; we see that it is dominated by $d_{2}$. Design $d_{4}$ has the same value of $Q$ as $d_{5}$, but has a smaller $S S$; we also have that $d_{4}$ dominates $d_{5}$. Even though $d_{3}$ has a smaller $S S$ than $d_{4}$ and $d_{5}$, it has a much larger $Q$. We see that $d_{3}$ has better lower-dimensional, but worse higher-dimensional projection properties than these two other designs. A similar observation applies to the comparison of $d_{1}$ and $d_{2}$.

Example 9.2. Consider $m=16$ and $n=10$. Seven designs are listed in Table 9.2. Design $d_{1}$ is $E\left(s^{2}\right)$-optimal, while $d_{2}, d_{3}, d_{4}, d_{5}, d_{6}$, and $d_{7}$ are $U E\left(s^{2}\right)$-optimal. These designs can be found in the Appendix E. The six $U E\left(s^{2}\right)$-optimal designs in the table have the same values of $S S$, and are labeled according to increasing values of $Q$. We have $d_{1}>d_{2}>d_{3}>d_{4}>d_{6}>d_{5}>d_{7}$. Note that $d_{5}$ has a very slightly smaller $S S$ than $d_{6}(53 \mathrm{vs} .54)$, but is very slightly dominated by the latter. The $E\left(s^{2}\right)$-optimal design $d_{1}$ dominates all the $U E\left(s^{2}\right)$-optimal designs in the table, but a carefully chosen $U E\left(s^{2}\right)$-optimal design such as $d_{2}$ is at least $96 \%$ efficient as $d_{1}$ under the $D_{f}$-criterion for $f \leqslant 7$.

Table 9.2: Comparison of seven designs with $m=16$ and $n=10$

|  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ | $d_{7}$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $S S$ | 0 | 60 | 60 | 60 | 60 | 60 | 60 |
| $L B$ | 16 | 1 | 1 | 7 | 7 | 7 | 9 |
| $O F$ | 0 | 5 | 8 | 43 | 46 | 47 | 58 |
| $Q$ | 16 | 6 | 9 | 50 | 53 | 54 | 67 |
| $\left(D_{1}, N E_{1}\right)$ | $(1,0)$ | $(0.9811,0)$ | $(0.9811,0)$ | $(0.9807,0)$ | $(0.9807,0)$ | $(0.9807,0)$ | $(0.9799,0)$ |
| $\left(D_{2}, N E_{2}\right)$ | $(0.9792,0)$ | $(0.9562,0)$ | $(0.9556,0)$ | $(0.9552,0)$ | $(0.9546,0)$ | $(0.9550,0)$ | $(0.9521,0)$ |
| $\left(D_{3}, N E_{3}\right)$ | $(0.9504,0)$ | $(0.9276,0)$ | $(0.9262,0)$ | $(0.9247,1)$ | $(0.9232,1)$ | $(0.9243,1)$ | $(0.9165,3)$ |
| $\left(D_{4}, N E_{4}\right)$ | $(0.9157,0)$ | $(0.8951,0)$ | $(0.8927,0)$ | $(0.8866,16)$ | $(0.8841,16)$ | $(0.8861,16)$ | $(0.8663,48)$ |
| $\left(D_{5}, N E_{5}\right)$ | $(0.8748,0)$ | $(0.8568,6)$ | $(0.8529,10)$ | $(0.8367,114)$ | $(0.8326,118)$ | $(0.8357,116)$ | $(0.7914,336)$ |
| $\left(D_{6}, N E_{6}\right)$ | $(0.8261,4)$ | $(0.8075,76)$ | $(0.8000,126)$ | $(0.7693,486)$ | $(0.7614,534)$ | $(0.7664,513)$ | $(0.6817,1376)$ |
| $\left(D_{7}, N E_{7}\right)$ | $(0.7652,46)$ | $(0.7354,451)$ | $(0.7181,725)$ | $(0.6762,1427)$ | $(0.6597,1661)$ | $(0.6679,1568)$ | $(0.5326,3680)$ |
| $\left(D_{8}, N E_{8}\right)$ | $(0.6791,311)$ | $(0.6141,1684)$ | $(0.5759,2526)$ | $(0.5396,3205)$ | $(0.5111,3767)$ | $(0.5227,3562)$ | $(0.3522,6732)$ |
| $\left(D_{9}, N E_{9}\right)$ | $(0.5149,1679)$ | $(0.3908,4410)$ | $(0.3316,5710)$ | $(0.3222,5835)$ | $(0.2923,6421)$ | $(0.3009,6264)$ | $(0.1649,8648)$ |

The empirical studies we have carried out indicate that a design is likely to dominate those with larger $S S$ and larger (or similar) $Q$, two designs with about the same $S S$ and $Q$ are expected to perform similarly, and one with smaller $S S$ but a much larger $Q$ may have better lower-dimensional projections and worse higher-dimensional projections. There is no guarantee that a simple surrogate criterion such as what we propose here will produce the best design, but minimizing $S S$ followed by minimizing $Q$ is an effective way of getting $U E\left(s^{2}\right)$-optimal designs with good projection properties. We are interested in using a computationally cheap criterion to identify good designs (such as $d_{2}$ in both Example 9.1 and Example 9.2 , rather than to rank the $U E\left(s^{2}\right)$-optimal designs.

In certain cases $E\left(s^{2}\right)$-optimal designs are easy to construct; then the strategy of minimizing $Q$ can be used to find better designs. For example, Lin (1993b) proposed a simple method of using a Hadamard matrix of order $4 t$ to construct a supersaturated design with $m=4 t-2$ and $n=2 t$. Nguyen (1996) showed that such half-Hadamard matrices achieve the lower bound on $E\left(s^{2}\right)$ derived by Nguyen (1996) and Tang and Wu (1997), and hence are $E\left(s^{2}\right)$-optimal. They are also $U E\left(s^{2}\right)$-optimal (see Theorem 9.6 in Section 9.5). Furthermore, with $S S=0$, they minimize $S S$ among the $U E\left(s^{2}\right)$-optimal designs. Projection properties of several half-Hadamard matrices and $U E\left(s^{2}\right)$-optimal designs for the case $m=22$ and $n=12$ are summarized in Table 9.3. All the designs in this table are $U E\left(s^{2}\right)$-optimal and can be found in the Appendix E. Designs $d_{1}$ and $d_{2}$ are half-Hadamard matrices constructed by using Hadamard matrices of order 24 available in http://neilsloane.com/hadamard/. Designs $d_{3}, d_{4}$, and $d_{5}$ are obtained by deleting rows and columns of a Hadamard matrix without the restriction of level-balance. We can see that for the two $E\left(s^{2}\right)$-optimal designs, $d_{1}$ has smaller $Q$ and dominates $d_{2}$. Design $d_{3}$ dominates $d_{4}$ and $d_{5}$. The better $E\left(s^{2}\right)$-optimal design $d_{1}$ is better than $d_{3}$ with respect to $D_{f}$ for all $f \leq 10$, but has more nonestimable models when $f \geqslant 7$. Overall, $d_{3}$ performs quite well.

Table 9.3: Comparison of five designs with $m=22$ and $n=12$

|  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $S S$ | 0 | 0 | 44 | 80 | 140 |
| $L B$ | 22 | 22 | 11 | 8 | 8 |
| OF | 132 | 138 | 66 | 67 | 78 |
| $Q$ | 154 | 160 | 77 | 75 | 86 |
| $\left(D_{1}, \quad N E_{1}\right)$ | $(1,0)$ | $(1,0)$ | (0.9930, 0) | (0.9872, 0) | (0.9774, 0) |
| $\left(D_{2}, \quad N E_{2}\right)$ | $(0.9835,0)$ | (0.9833, 0) | (0.9741, 0) | (0.9663, 0) | (0.9529, 0) |
| $\left(D_{3}, \quad N E_{3}\right)$ | (0.9611, 0) | $(0.9606,0)$ | $(0.9505,0)$ | $(0.9416,0)$ | $(0.9263,0)$ |
| $\left(D_{4}, \quad N E_{4}\right)$ | (0.9347, 0) | $(0.9338,0)$ | $(0.9234,0)$ | $(0.9138,0)$ | $(0.8972,0)$ |
| $\left(D_{5}, \quad N E_{5}\right)$ | $(0.9044,0)$ | (0.9032, 0) | (0.8927, 0) | (0.8827, 0) | (0.8651, 0) |
| $\left(D_{6}, \quad N E_{6}\right)$ | (0.8699, 0) | $(0.8684,0)$ | $(0.8580,0)$ | (0.8477, 0) | $(0.8294,0)$ |
| $\left(D_{7}, \quad N E_{7}\right)$ | (0.8302, 10) | (0.8284, 12) | $(0.8183,0)$ | (0.8077, 0) | $(0.7890,0))$ |
| $\left(D_{8}, \quad N E_{8}\right)$ | $(0.7836,159)$ | $(0.7816,212)$ | (0.7719, 0) | $(0.7613,8)$ | $(0.7424,0)$ |
| $\left(D_{9}, \quad N E_{9}\right)$ | (0.7264, 1445) | $(0.7238,1884)$ | $(0.7159,0)$ | $(0.7053,151)$ | (0.6867, 0) |
| $\left(D_{10}, N E_{10}\right)$ | $(0.6486,10403)$ | $(0.6448,12478)$ | $(0.6438,88)$ | $(0.6328,1669)$ | (0.6157, 216) |
| $\left(D_{11}, N E_{11}\right)$ | $(0.5089,72727)$ | $(0.5013,81856)$ | (0.5337, 5401) | (0.5171, 22181) | $(0.5078,8463)$ |

Remark 9.3. Jones and Majumdar (2014) argued that although insisting on level-balance achieves the highest efficiency for the intercept, "estimation of the intercept... is not a goal for most experiments", and "it comes at the expense of precision of main effect estimation." Suppose the intercept is treated as a nuisance parameter; then for any subset $F$ of $\{1, \ldots, m\}$, the information matrix for the $f$ main effects is $X_{d^{F}}^{T}\left(I_{n}-\frac{1}{n} 11^{T}\right) X_{d^{F}}$, where $I_{a}$ denotes the identity matrix of order $a$. Similar to earlier discussions in this section, a good surrogate for maximizing the average D-efficiency of the main-effect estimates over all $f$-factor projections is to maximize $\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} \operatorname{tr}\left[X_{d^{F}}^{T}\left(I_{n}-\frac{1}{n} 11^{T}\right) X_{d^{F}}\right]$, and subject to that, minimize $\frac{1}{\binom{m}{f}} \sum_{F:|F|=f} \operatorname{tr}\left[X_{d^{F}}^{T}\left(I_{n}-\frac{1}{n} 11^{T}\right) X_{d^{F}}\right]^{2}$. A similar derivation as before shows that this is equivalent to minimizing $S S$, and subject to that, minimizing $\operatorname{tr}\left[\left(X_{d}^{T} X_{d}\right)^{2}\right]$, i.e. the traditional $E\left(s^{2}\right)$-optimality. Therefore the $E\left(s^{2}\right)$-optimality is also a good surrogate for maximizing the average D-efficiency even when the mean is treated as a nuisance parameter and only the main effects are of interest. In this case, for the average Defficiencies of the designs in Table 9.1 and Table 9.2, the pattern remains the same.

### 9.4 Construction of superior $U E\left(s^{2}\right)$-optimal designs

There is no simple general construction of $E\left(s^{2}\right)$-optimal designs and, except for some limited values of $m$ and $n$, they are not readily available. This section is devoted to the construction of $U E\left(s^{2}\right)$-optimal designs that minimize $S S$ among the $U E\left(s^{2}\right)$-optimal designs in $\mathcal{D}_{H}(m, n)$. There is no guarantee that such superior $U E\left(s^{2}\right)$-optimal designs minimize $S S$ among all the $U E\left(s^{2}\right)$-optimal designs since the method given by Jones and Majumdar (2014) does not produce all the $U E\left(s^{2}\right)$-optimal designs. However, our construction method is simple, systematic, and can be applied to all cases. We need the following result:

Lemma 9.4. A design minimizes $S S$ among the $U E\left(s^{2}\right)$-optimal designs if and only if it maximizes $\operatorname{tr}\left[\left(X_{d} X_{d}^{T}\right)^{2}\right]$.

Proof. We have

$$
\begin{equation*}
\operatorname{tr}\left[\left(Z_{d}^{T} Z_{d}\right)^{2}\right]=n^{2}+2 \cdot 1^{T} X_{d} X_{d}^{T} 1+\operatorname{tr}\left[\left(X_{d}^{T} X_{d}\right)^{2}\right] \tag{9.8}
\end{equation*}
$$

Since all the $U E\left(s^{2}\right)$-optimal designs have the same value of $\operatorname{tr}\left[\left(Z_{d}^{T} Z_{d}\right)^{2}\right]$, by 9.8$), 1^{T} X_{d} X_{d}^{T} 1$ is minimized if and only if $\operatorname{tr}\left[\left(X_{d}^{T} X_{d}\right)^{2}\right]=\operatorname{tr}\left[\left(X_{d} X_{d}^{T}\right)^{2}\right]$ is maximized.

In Jones and Majumdar (2014), the construction of $U E\left(s^{2}\right)$-optimal designs considers four cases depending on whether $m$ is of the form $4 t-1,4 t-2,4 t$, or $4 t+1$, where $t$ is a positive integer.
(a) Construction for $m=4 t-1$.

Let $H$ be a $4 t \times 4 t$ (normalized) Hadamard matrix with all the entries in the first row and first column equal to 1 . To construct a $U E\left(s^{2}\right)$-optimal design, we delete the first column and $4 t-n$ rows of $H$. Then the resulting matrix $O$ is $U E\left(s^{2}\right)$-optimal with $m=4 t-1$, provided that $Y=[1 O]$ has no aliased columns. Note that $Y$ is an $n \times 4 t$ matrix in which any two rows are orthogonal.

We first address the existence of a $Y$ with no aliased columns, an issue not considered in Jones and Majumdar 2014. Without loss of generality, let $H^{T}=\left[Y^{T} G^{T}\right]$. Also, let $Y^{T} Y=\left[u_{i j}\right]$ and $G^{T} G=\left[w_{i j}\right]$. Then since $H^{T} H=(4 t) I_{4 t}$, for all $i, j$,

$$
\begin{equation*}
\left|u_{i j}\right|=\left|w_{i j}\right|, \quad\left|u_{i j}\right| \leqslant n, \text { and }\left|w_{i j}\right| \leqslant 4 t-n . \tag{9.9}
\end{equation*}
$$

If $Y$ has two aliased columns, say the $i_{0}$ th and $j_{0}$ th columns, then $\left|u_{i_{0} j_{0}}\right|=n$. Then it follows from (9.9) that $n \leqslant 4 t-n$. This shows that as long as $n>2 t$, any matrix $Y$ obtained by deleting $4 t-n$ rows from $H$ does not contain aliased columns.

On the other hand, if $n$ is too small, then the aliasing of some columns in $Y$ cannot be avoided. This can be seen as follows. There are at most $2^{n-1}$ columns of 1 s and -1 s of size $n$ that are not mutually aliased. Thus in order for $Y$ to have no aliased columns, we must have $2^{n-1} \geqslant 4 t$, or $n \geqslant\left\lceil\log _{2} t\right\rceil+3$, where $\lceil z\rceil$ is the smallest integer greater than or equal to $z$.

When $4 t$ is a power of 2 , say $4 t=2^{w}$, let $H$ be a Hadamard matrix of order $4 t$ that is the Kronecker product of $w$ normalized Hadamard matrices of order 2. In this case, $\left\lceil\log _{2} t\right\rceil+3=w+1$. For any $n \geqslant w+1$, let $Y$ be the $n \times 4 t$ submatrix of $H$ consisting of the $w+1$ rows $\otimes_{i=1}^{w}(1,1),(1,-1) \otimes_{i=2}^{w}(1,1), \otimes_{i=1}^{j}(1,1) \otimes(1,-1) \otimes_{i=j+2}^{w}(1,1), j=1, \ldots, w-2$, $\otimes_{i=1}^{w-1}(1,1) \otimes(1,-1)$, and any $n-w-1$ additional rows of $H$ if $n>w+1$. Then it can be seen that $Y$ has no aliased columns.

When $4 t$ is not a power of 2 , for Hadamard matrices of order $4 t, 2<t<25$ and $n \geq\left\lceil\log _{2} t\right\rceil+4$, we have enumerated and found that there exists at least one set of $4 t-n$ rows that can be deleted to get a $Y$ without aliased columns.

Theorem 9.5. If $m$ is of the form $4 t-1$, then all the $U E\left(s^{2}\right)$-optimal designs have the same value of $S S$.

Proof. When $m$ is of the form $4 t-1$, each $U E\left(s^{2}\right)$-optimal $X_{d}$ is such that any two rows of the $n \times(4 t)$ matrix $Z_{d}=\left[1 X_{d}\right]$ are orthogonal. Then $Z_{d} Z_{d}^{T}=(4 t) I_{n}$ and hence $\operatorname{tr}\left[\left(Z_{d}^{T} Z_{d}\right)^{2}\right]=\operatorname{tr}\left[\left(Z_{d} Z_{d}^{T}\right)^{2}\right]=(4 t)^{2} n$. On the other hand, $X_{d} X_{d}^{T}$ is a matrix with all the diagonal entries equal to $4 t-1$ and all the off-diagonal entries equal to -1 . This implies that $\operatorname{tr}\left[\left(X_{d}^{T} X_{d}\right)^{2}\right]=\operatorname{tr}\left[\left(X_{d} X_{d}^{T}\right)^{2}\right]$ is a constant. It follows from (9.8) that $1^{T} X_{d} X_{d}^{T} 1$ is also a constant.

Note that Theorem 9.5 is not restricted to designs constructed by the method of Jones and Majumdar (2014).
(b) Construction for $m=4 t-2$.

For $m=4 t-2$, according to the construction of Jones and Majumdar (2014), a $U E\left(s^{2}\right)$-optimal $X_{d}$ can be obtained by deleting 1 and another column $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{T}$ from $Y$, where $Y$ is as described above. To construct a superior $U E\left(s^{2}\right)$-optimal design, we have to ensure that $1^{T} \alpha \alpha^{T} 1$ is maximized. This is achieved if $\alpha$ is a least level-balanced column; that is, one such that the difference of the numbers of times 1 and -1 appear is the largest.
(c) Construction for $m=4 t$.

For $m=4 t$, we need to add a column $\alpha$ to $O$ such that $1^{T} \alpha \alpha^{T} 1$ is minimized; that is, add a level-balanced or nearly level-balanced column that is not aliased with any column of $O$.
(d) Construction for $m=4 t+1, n<m$.

For $m=4 t+1$, the construction of Jones and Majumdar (2014) adds to $O$ two columns $\alpha$ and $\beta$ such that the resulting design has no aliased columns. However, since $n \leqslant 4 t$, we have $n<m$.

Suppose in the $n \times 2$ matrix $[\alpha \beta],(1,1),(-1,-1),(1,-1)$, and $(-1,1)$ appear $a, b$, $c$, and $d$ times as row vectors, respectively. Then in order for $X_{d}$ to be $U E\left(s^{2}\right)$-optimal, $a+b$ and $c+d$ differ by at most one; see Jones and Majumdar (2014). Since $Y$ has orthogonal rows and $X_{d}$ is obtained by deleting 1 and adding $\alpha$ and $\beta$ to $Y$, by suitably rearranging the rows of $X_{d}$, we have

$$
X_{d} X_{d}^{T}=\left[\begin{array}{cccc}
(m-1) I_{a}+J_{a, a} & -3 J_{a, b} & -J_{a, c} & -J_{a, d}  \tag{9.10}\\
-3 J_{b, a} & (m-1) I_{b}+J_{b, b} & -J_{b, c} & -J_{b, d} \\
-J_{c, a} & -J_{c, b} & (m-1) I_{c}+J_{c, c} & -3 J_{c, d} \\
-J_{d, a} & -J_{d, b} & -3 J_{d, c} & (m-1) I_{d}+J_{d, d}
\end{array}\right]
$$

where $J_{a, b}$ is the $a \times b$ matrix of 1s. By Lemma 9.4, we need to maximize $\operatorname{tr}\left[\left(X_{d} X_{d}^{T}\right)^{2}\right]$, the sum of squares of all the entries of the matrix in (9.10). By direct computation, this is achieved if $a b+c d$ is maximized. It follows that for given $a+b$ and $c+d, a$ and $b$ should differ by at most 1 , and $c$ and $d$ also should differ by at most 1 . Combining this with that $a+b$ and $c+d$ differ by at most 1 , we conclude that
(i) for $n=4 s, a=b=c=d=s$;
(ii) for $n=4 s+1,\{a, b\}=\{s, s+1\}, c=d=s$ or $a=b=s,\{c, d\}=\{s, s+1\}$;
(iii) for $n=4 s+2,\{a, b\}=\{c, d\}=\{s, s+1\}$;
(iv) for $n=4 s+3,\{a, b\}=\{s, s+1\}, c=d=s+1$ or $a=b=s+1,\{c, d\}=\{s, s+1\}$.
(e) Construction for $m=4 t+1, n=m$.

For the case $m=4 t+1$, as noted earlier, the method of Jones and Majumdar (2014) cannot be applied to the construction of $U E\left(s^{2}\right)$-optimal designs with $n=m$. In this case, instead of adding two columns to $O$, one can start with a larger Hadamard matrix $H^{\prime}$ of order $4 t+4$ and delete from $H^{\prime}$ three rows, a column of 1 s , and two other columns in which the number of rows that are $(1,1)$ or $(-1,-1)$ and the number of rows that are $(1,-1)$ or $(-1,1)$ differ by at most 1 . Two such columns exist because there must be two columns such that the corresponding $1 \times 2$ rows in the first two deleted rows are $(1,1)$ and $(-1,1)$. Then no matter what entries in the third row are, the required condition holds. In order to maximize $\operatorname{tr}\left(X_{d} X_{d}^{2}\right)$ among the $U E\left(s^{2}\right)$-optimal designs so constructed,
we need to maximize the sum of squares of the inner products of the $3 \times 1$ vector of 1 s and the two $3 \times 1$ columns corresponding to the two deleted columns and three deleted rows. Theoretically, such a maximum is achieved when the two columns are $(1,1,1)^{T}$ or $(-1,-1,-1)^{T}$. This is not possible since otherwise the design would not be $U E\left(s^{2}\right)-$ optimal. The next best is to delete two columns with the corresponding column sums in the deleted rows being $\pm 3$ and $\pm 1$. The existence of such columns can be seen as follows. The last $4 t+3$ rows of $H$ form an orthogonal array of size $4 t+4$ and strength two. It follows from Theorem 2.1 of Cheng (1995) that, for any three of the $4 t+3$ rows, either each of the eight possible $3 \times 1$ columns of 1 s and -1 s appears at least once or one of the three rows is aliased with the component-wise product of the other two rows. Using this, one can easily establish the existence of the required columns.

### 9.5 Cases where traditional $E\left(s^{2}\right)$-optimal designs are also $U E\left(s^{2}\right)$-optimal

Several families of supersaturated designs are known to be $E\left(s^{2}\right)$-optimal:
(a) As mentioned in the paragraph before Remark 9.3, half Hadamad matrices are $E\left(s^{2}\right)$ optimal. Such designs have $n=2 t, m=4 t-2$.
(b) Cheng (1997) showed that a design obtained by deleting an arbitrary factor from any design in (a) is $E\left(s^{2}\right)$-optimal. Such designs have $n=2 t, m=4 t-3$.
(c) Extending the result in (a) to the case of odd $n$, Nguyen and Cheng (2008) constructed $E\left(s^{2}\right)$-optimal designs for $n=2 t-1$ and $m=4 t-2$.
(d) A design obtained by deleting an arbitrary factor from any design in (c) is $E\left(s^{2}\right)$ optimal. Such designs have $n=2 t-1$ and $m=4 t-3$.
(e) Let $H^{*}$ be obtained by deleting a column of 1 s from a $4 t \times 4 t$ Hadamard matrix, and let $\alpha$ be a level-balanced column that is not aliased with any column of $H^{*}$. Let $X_{d^{*}}=\left[\alpha H^{*}\right]$. Then $d^{*}$ is $E\left(s^{2}\right)$-optimal. Such designs have $n=m=4 t$.
(f) Let $H^{*}$ be as in part (e) and let $\alpha$ and $\beta$ be $4 t \times 1$ columns of 1 s and -1 s such that neither is aliased with any column of $H^{*}$ and each of $(1,1),(1,-1),(-1,1)$, and
$(-1,-1)$ appears $t$ times as a row of $[\alpha \beta]$. Let $X_{d^{*}}=\left[\begin{array}{lll}\alpha & \beta & H^{*}\end{array}\right]$. Then $d^{*}$ is $E\left(s^{2}\right)-$ optimal. Such designs have $n=4 t, m=4 t+1$.
(g) Let $H^{*}$ be obtained by deleting a column of 1 s and a row of 1 s from a $4 t \times 4 t$ Hadamard matrix, and $X_{d^{*}}=H^{*}$. Then $d^{*}$ is $E\left(s^{2}\right)$-optimal. Such designs have $n=m=4 t-1$.
(h) Let $H^{*}$ be as in (g). Then the design obtained by adding to $H^{*}$ a nearly level-balanced column that is not aliased with any column of $H^{*}$ is $E\left(s^{2}\right)$-optimal. Such designs have $n=4 t-1, m=4 t$.
(i) Let $H^{*}$ be as in (g) and let $\alpha$ and $\beta$ be $(4 t-1) \times 1$ nearly level-balanced columns of 1 s and -1 s such that neither is aliased with any column of $H^{*}$, each of $(1,-1),(-1,1)$, and $(-1,-1)$ appears $t$ times and $(1,1)$ appears $t-1$ times as a row of $[\alpha \beta]$. Let $X_{d^{*}}=\left[\alpha \beta H^{*}\right]$. Then $d^{*}$ is $E\left(s^{2}\right)$-optimal. Such designs have $n=4 t-1, m=4 t+1$.

Theorem 9.6. All the $E\left(s^{2}\right)$-optimal designs given in (a) - (i) are also $U E\left(s^{2}\right)$-optimal.
Proof. For each of the cases (a), (c), and (e)-(i), the result follows directly from the lower bound in Theorem 2.1 of Jones and Majumdar (2014). Let $d^{*}$ be the $E\left(s^{2}\right)$-optimal design specified in (b) and (d). We need to show that it minimizes $\operatorname{tr}\left\{\left(\left[1_{n} X_{d}\right]^{T}\left[1_{n} X_{d}\right]\right)^{2}\right\}=$ $\operatorname{tr}\left\{\left(\left[1_{n} X_{d}\right]\left[1_{n} X_{d}\right]^{T}\right)^{2}\right\}$ among all the $n \times m$ matrices $X_{d}$ with 1 and -1 entries. We note that $\left[1_{n} X_{d^{*}}\right]$ can be obtained by deleting a column of 1's and a level-balanced (or nearly level-balanced) column from an $n \times 4 t$ matrix in which any two rows are orthogonal. That $d^{*}$ minimizes $\operatorname{tr}\left\{\left(\left[1 X_{d}\right]\left[1 X_{d}\right]^{T}\right)^{2}\right\}$ among all the $n \times(4 t-3)$ matrices $X_{d}$ with 1 and -1 entries follows from the fact that $\left[\begin{array}{ll}1_{n} & X_{d^{*}}\end{array}\right]\left[1_{n} \quad X_{d^{*}}\right]^{T}$ is of the form

$$
\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]
$$

where all the diagonal entries of $A$ and $B$ are $4 t-2$, all their off-diagonal entries have absolute values 2, and the orders of $A$ and $B$ differ by at most 1 .

The $U E\left(s^{2}\right)$ - and $E\left(s^{2}\right)$-optimal designs listed in (a)-(i) are very easy to construct and, since they are level-balanced or nearly level-balanced, $S S$ is automatically minimized. For example, if we want to construct a $U E\left(s^{2}\right)$-optimal design in case (a) by using the method of Jones and Majumdar (2014), then we would have to start with a rather large $4 t \times 4 t$ Hadamard matrix and choose $2 t$ rows from the $4 t$ rows. An arbitrary $U E\left(s^{2}\right)-$ optimal design so constructed may have a large $S S$ and not so good projection properties.

In contrast, good designs can be obtained very easily by the simple half Hadamard matrix construction. When $t$ is even, an $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-optimal design in this case can also be constructed by putting together two $2 t \times(2 t-1)$ matrices, each of which is obtained by deleting a column of 1 's from a $2 t \times 2 t$ Hadamard matrix. Jones and Majumdar (2014) also observed that such designs are both $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-optimal.

Remark 9.7. It follows from the definition of $U E\left(s^{2}\right)$-optimal designs that level-balanced or nearly level-balanced $U E\left(s^{2}\right)$-optimal designs, i.e., $U E\left(s^{2}\right)$-optimal designs with $S S=0$ (when $n$ is even) or $m$ (when $n$ is odd) are also $E\left(s^{2}\right)$-optimal. This leaves the possibility of constructing previously unknown $E\left(s^{2}\right)$-optimal designs through our construction of superior $U E\left(s^{2}\right)$-optimal designs.

For $d \in \mathcal{D}_{R}(m, n)$, the inner product of each column of $X_{d}$ and 1 is 0 or -1 when $n$ is even or odd, respectively. Using this, it is easy to see that $(m+1) U E_{d}\left(s^{2}\right)=$ $(m-1) E_{d}\left(s^{2}\right)+1+(-1)^{n+1}$. Thus, since $\min _{d \in \mathcal{D}_{R}(m, n)} U E_{d}\left(s^{2}\right) \geq \min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right)$, it follows that

$$
\begin{equation*}
(m+1) \min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right) \leq(m-1) \min _{d \in \mathcal{D}_{R}(m, n)} E_{d}\left(s^{2}\right)+1+(-1)^{n+1} . \tag{9.11}
\end{equation*}
$$

It follows easily from 9.11) that a necessary and sufficient condition for $E\left(s^{2}\right)$ optimal designs over $\mathcal{D}_{R}(m, n)$ to be $U E\left(s^{2}\right)$-optimal over $\mathcal{D}_{U}(m, n)$ is that equality holds in 9.11). In this case, the $E\left(s^{2}\right)$-optimal designs over $\mathcal{D}_{R}(m, n)$ are also $U E\left(s^{2}\right)$-optimal over $\mathcal{D}_{U}(m, n)$. In particular, for any $m$ and even $n$, 9.11) is the same as (2.11) of Jones and Majumdar (2014), and if a lower bound on $E_{d}\left(s^{2}\right)$ over $\mathcal{D}_{R}(m, n)$ multiplied by $(m-1) /(m+1)$ is equal to the corresponding lower bound on $U E_{d}\left(s^{2}\right)$ of Jones and Majumdar (2014), then $E\left(s^{2}\right)$-optimal designs that achieve the lower bound on $E\left(s^{2}\right)$ are also $U E\left(s^{2}\right)$-optimal over $\mathcal{D}_{U}(m, n)$. The parameter combinations $(m, n)$ for which such equality holds for the sharpest available lower bounds on $E\left(s^{2}\right)$ given by Das et al. (2008) can be determined via some tedious arguments. This leads to the following result, a proof of which is given in the Appendix E.

Theorem 9.8. For even $n, E\left(s^{2}\right)$-optimal designs achieving the lower bounds on $E_{d}\left(s^{2}\right)$ given in Das et al. (2008) are also UE ( $\left.s^{2}\right)$-optimal if and only if one of the following holds:
(i) $n \equiv 0(\bmod 2), m=2(n-1)$,
(ii) $n \equiv 0(\bmod 4), m=n$,
(iii) $n \equiv 0(\bmod 4), m=4 h+1, n / 4 \leq h \leq(n-2) / 2$,
(iv) $n \equiv 2(\bmod 4), m=8 h+1,(n+2) / 8 \leq h \leq(n-2) / 4$.

For example, cases (a), (e), and (f) of Theorem 9.6 correspond to (i), (ii), and (iii) with $h=n / 4$, respectively, in Theorem 9.8, and case (b) of the former corresponds to (iii) with $h=(n-2) / 2$ and (iv) with $h=(n-2) / 4$ in Theorem 9.8 .

Let $L(m, n)$ be the lower bound on $E_{d}\left(s^{2}\right)$ over $d \in \mathcal{D}_{R}(m, n)$ derived by Das et al. (2008). It is shown in the proof of Theorem 9.8 that $[(m-1) /(m+1)] L(m, n) \geqslant$ $\min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right)$. The four cases in Theorem 9.8 are when the equality holds. In particular, if a design $d^{*}$ is $E\left(s^{2}\right)$-optimal over $\mathcal{D}_{R}(m, n)$, then we have $[(m-1) /(m+$ 1) $] E_{d^{*}}\left(s^{2}\right) \geqslant[(m-1) /(m+1)] L(m, n) \geqslant \min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right)$. If $d^{*}$ is also $U E\left(s^{2}\right)-$ optimal, then we must have $[(m-1) /(m+1)] L(m, n)=\min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right)$. It follows that $m$ and $n$ must fall in one of the four cases in Theorem 9.8. This yields a necessary condition for $E\left(s^{2}\right)$-optimal designs over $\mathcal{D}_{R}(m, n)$ to be also $U E\left(s^{2}\right)$-optimal over $\mathcal{D}_{U}(m, n)$.

### 9.6 Concluding Remarks

The $U E\left(s^{2}\right)$-criterion skips the step of minimizing nonorthogonality between the intercept and the main effects. Jones and Majumdar (2014) argued that a consequence of this step is that "the intercept is estimated with the highest efficiency", but "an unintended consequence of the high efficiency of intercept estimation is that it comes at the expense of precision of main effect estimation." It is our opinion that minimizing nonorthogonality between the intercept and the main effects also helps the estimation of main effects and is an important step for achieving good projection properties. Also, minimizing $U E_{d}\left(s^{2}\right)$ alone produces a large class of $U E\left(s^{2}\right)$-optimal designs that requires secondary criteria to discriminate. An arbitrary $U E\left(s^{2}\right)$-optimal design may have poor projection properties. We have proposed secondary criteria to identify good $U E\left(s^{2}\right)$-optimal designs. A smaller value of $S S$ along with minimum $Q$ are common features of many $U E\left(s^{2}\right)$-optimal designs with good projection properties. Although no simple surrogate criterion is expected to always produce the best design, minimizing $S S$ followed by minimizing $Q$ is an effective way of getting $U E\left(s^{2}\right)$-optimal designs with good projection properties.

There is no simple general method of constructing $E\left(s^{2}\right)$-optimal designs. We provide easy construction of superior $U E\left(s^{2}\right)$-optimal designs that are almost as efficient as $E\left(s^{2}\right)$ optimal designs (where available) with respect to the $D_{f}$-criteria.

## Chapter 10

## Lower bounds on the sizes of $t-(v, k, \lambda)$ coverings

This chapter is based on the following work:
Horsley and Singh (2018): Horsley, Daniel; Singh, Rakhi. New lower bounds for $t$ coverings. J. Combin. Des 26 (2018), no. 8, 369-386.

### 10.1 Introduction

For our purposes, an incidence structure is a pair $(V, \mathcal{B})$ where $V$ is a set of points and $\mathcal{B}$ is a multiset of subsets of $V$ called blocks. For positive integers $t, v, k$ and $\lambda$ with $t \leqslant k \leqslant v$, a $t-(v, k, \lambda)$ covering is an incidence structure $(V, \mathcal{B})$ such that $|V|=v,|B|=k$ for all $B \in \mathcal{B}$, and each $t$-subset of $V$ is contained in at least $\lambda$ blocks in $\mathcal{B}$. If each $t$-subset of $V$ is contained in exactly $\lambda$ blocks in $\mathcal{B}$, then $(V, \mathcal{B})$ is a $t-(v, k, \lambda)$ design. For an incidence structure $(V, \mathcal{B})$ and a subset $X \subseteq V$, define $b(X)$ to be the number of blocks in $\mathcal{B}$ that contain $X$. Coverings were introduced for $t=2$ by Erdős and Rényi (1956) and then generalised to arbitrary $t$ by Erdős and Hanani (1963).

Usually we are interested in finding coverings with as few blocks as possible. The covering number $C_{\lambda}(v, k, t)$ is the minimum number of blocks in any $t$ - $(v, k, \lambda)$ covering. When $\lambda=1$ we omit the subscript. It is convenient to set $C_{\lambda}(v, k, 0)=\lambda$ for all $v, k$ and $\lambda$. In Rödl (1985) introduced the famous nibble method to show that $C(v, k, t) \sim\binom{v}{t} /\binom{k}{t}$ as $v \rightarrow \infty$.

Observe that if $(V, \mathcal{B})$ is a $t-(v, k, \lambda)$ covering and $X$ is a subset of $V$ with $|X| \leqslant t$,
then $\left(V \backslash X, \mathcal{B}^{\prime}\right)$, where $\mathcal{B}^{\prime}=\{B \backslash X: B \in \mathcal{B}, X \subseteq B\}$, is a $(t-|X|)-(v-|X|, k-|X|, \lambda)$ covering and hence

$$
\begin{equation*}
b(X) \geqslant C_{\lambda}(v-|X|, k-|X|, t-|X|) \tag{10.1}
\end{equation*}
$$

Using this fact with $|X|=1$ and some simple counting gives

$$
\begin{equation*}
C_{\lambda}(v, k, t) \geqslant\left\lceil\frac{v}{k} C_{\lambda}(v-1, k-1, t-1)\right\rceil . \tag{10.2}
\end{equation*}
$$

Iterating this inequality yields the Schönheim bound (Schönheim, 1964) which states that $C_{\lambda}(v, k, t) \geqslant L_{\lambda}(v, k, t)$ where

$$
L_{\lambda}(v, k, t)=\left\lceil\frac{v}{k}\left\lceil\frac{v-1}{k-1} \cdots\left\lceil\frac{v-t+2}{k-t+2}\left\lceil\frac{\lambda(v-t+1)}{k-t+1}\right\rceil\right\rceil \cdots\right\rceil\right\rceil .
$$

Furthermore, Mills and Mullin (1992) have shown that if $v C_{\lambda}(v-1, k-1, t-1) \not \equiv$ $0(\bmod k)$ and $C_{\lambda}(v-1, k-1, t-1)=\left(\binom{v-1}{r-1} /\binom{k-1}{r-1}\right) C_{\lambda}(v-r, k-r, t-r)$ for some $r \in\{2, \ldots, t\}$, then

$$
\begin{equation*}
C_{\lambda}(v, k, t) \geqslant\left\lceil\frac{v}{k}\left(C_{\lambda}(v-1, k-1, t-1)+r\right)\right\rceil . \tag{10.3}
\end{equation*}
$$

This result is easiest to apply in the case $r=t=2$, when it states that if $\lambda(v-1) \equiv$ $0(\bmod k-1)$ and $\lambda v(v-1) \equiv 1(\bmod k)$, then $C_{\lambda}(v, k, t) \geqslant L_{\lambda}(v, k, t)+1$. A result (Theorem 6.5) of Keevash (2014) implies that, for a fixed $t, k$ and $\lambda$ and for all sufficiently large $v, C_{\lambda}(v, k, t)=h_{\lambda}(v, k, t) /\binom{k}{t}$ where $h_{\lambda}(v, k, t)$ is the size of a smallest $t-(v, t, \lambda)$ covering $(V, \mathcal{B})$ with the property that $\binom{k-|X|}{t-|X|}$ divides $b(X)$ for each subset $X$ of $V$ with $|X| \leqslant t$. In the case $t=2$, this establishes that the Schönheim bound with the Mills and Mullin improvement is tight for all sufficiently large $v$. Glock et al. (2016) have recently extended Keevash's main result.

Our interest here is principally in establishing lower bounds for covering numbers $C_{\lambda}(v, k, t)$ when $k$ is a significant fraction of $v$. Exact values for $C_{\lambda}(v, k, t)$ have been determined when $(k, t) \in\{(3,2),(4,2)\}$, when $(t, \lambda)=(2,1)$ and $v \leqslant \frac{13}{4} k$, and for most cases when $(t, \lambda)=(3,1)$ and $v \leqslant \frac{8}{5} k$ (see Gordon and Stinson (2007)). In the case $t=2$, a number of results have been proved which improve on the Schönheim bound in various cases where $k$ is a significant fraction of $v$ Bluskov et al. (2000); Bose and Connor (1952); Bryant et al. (2011); Füredi (1990); Todorov (1984, 1989). A number of other lower bounds for specific parameter sets, which have been mostly obtained by computer searches, are available in literature (see Gordon (n.d.); Gordon and Stinson (2007)). For
surveys on coverings see Gordon and Stinson (2007); Mills and Mullin (1992). Gordon maintains a repository for small coverings Gordon (n.d.).

Fisher's inequality (Fisher, 1940) famously states that every $2-(v, k, \lambda)$ design with $v>k$ has at least $v$ blocks. Ray-Chaudhuri and Wilson (1975) generalised this result to higher $t$ by showing that every $t-(v, k, \lambda)$ design with $v \geqslant k+s$ has at least $\binom{v}{s}$ blocks for any positive integer $s \leqslant\left\lfloor\frac{t}{2}\right\rfloor$. Subsequently Wilson (1982) gave an alternate proof of this generalised result using so-called higher incidence matrices. In this chapter we demonstrate how an approach based on these matrices can be used to obtain improved lower bounds on covering numbers $C_{\lambda}(v, k, t)$. Our results generalise both the results of Ray-Chaudhuri and Wilson (1975) and the more recent results of Horsley (2017) which established lower bounds for $C_{\lambda}(v, k, 2)$.

To avoid triviality, we often consider only $t-(v, k, \lambda)$ coverings with $2<k<v$. The bounds we prove in this chapter apply to covering numbers $C_{\lambda}(v, k, t)$ for arbitrary $\lambda$. However in our discussions, as in most of the literature concerning coverings with $t \geqslant 3$, we will concentrate on the case $\lambda=1$. The methods in this chapter should also be applicable to packings, but we do not pursue this here.

In the next section we discuss our proof strategy and prove some preliminary results. In Sections $10.3,10.5$ and 10.6 we then prove and discuss bounds that generalise Theorems 1,11 and 14 of Horsley (2017) respectively. The results in Sections 10.5 and 10.6 make use of a result of Caro and Tuza (1991) which guarantees an $m$-independent set of a certain size in a multigraph with a specified degree sequence. In Section 10.4 we exhibit infinite families of parameter sets $t-(v, k, \lambda)$ for which our results improve on the best bounds previously known.

### 10.2 Strategy and preliminary results

To prove our results we will combine ideas from Horsley (2017) with those from a proof by Wilson (1982) of the generalisation of Fisher's inequality to higher $t$. The methods in Horsley (2017) were, in turn, inspired by a proof by Bose (1949) of Fisher's inequality. Following Wilson (1982), we make use of higher incidence matrices. For a nonnegative integer $s$, the $s$-incidence matrix of an incidence structure $(V, \mathcal{B})$ is the matrix whose rows are indexed by the $s$-subsets of $V$, whose columns are indexed by the blocks in $\mathcal{B}$, and
where the entry in row $X$ and column $B$ is 1 if $X \subseteq B$ and 0 otherwise. For a set $V$ and a nonnegative integer $i$, let $\binom{V}{i}$ denote the set of all $i$-subsets of $V$.

We will make use of standard facts about positive definite matrices (see (Hogben, 2013, §9.4)). If $A$ is a square matrix whose rows and columns are indexed by the elements of a set $Z$, then a principal submatrix of $A$ is a square submatrix whose rows and columns are both indexed by the same subset $Z^{\prime}$ of $Z$. We say a real matrix is diagonally dominant if, in each of its rows, the magnitude of the diagonal entry is strictly greater than the sum of the magnitudes of the other entries in that row. It follows easily from the well-known Gershgorin circle theorem (see (Hogben, 2013, p16-6)) that real diagonally dominant matrices are positive definite. Our bounds rest on the following simple observations.

Lemma 10.1. Let $(V, \mathcal{B})$ be an incidence structure and let $A$ be the s-incidence matrix of $(V, \mathcal{B})$ for some positive integer $s$. Then
(i) $A A^{T}$ is the symmetric matrix whose row and columns are indexed by $\binom{V}{s}$ and where the entry in row $X$ and column $Y$ is $b(X \cup Y)$; and
(ii) $|\mathcal{B}| \geqslant \operatorname{rank}\left(A A^{T}\right)$.

Proof. Part (i) follows from the definition of matrix multiplication. Because $A$ has only $|\mathcal{B}|$ columns, $\operatorname{rank}(A) \leqslant|\mathcal{B}|$. Thus $|\mathcal{B}| \geqslant \operatorname{rank}(A) \geqslant \operatorname{rank}\left(A A^{T}\right)$, proving part (ii).

By Lemma 10.1 we can bound the number of blocks in a covering by bounding $\operatorname{rank}\left(A A^{T}\right)$. Our strategy to bound this rank is as follows. We first write $A A^{T}=P+M$ where $P$ is positive semidefinite. We then find a diagonally dominant, and hence positive definite, principal submatrix $M^{\prime}$ of $M$. Because every principal submatrix of $P$ is positive semidefinite, the submatrix of $A A^{T}$ with row and column indices corresponding to those of $M^{\prime}$ is positive definite and hence full rank. Thus the rank of $A A^{T}$ is at least the order of $M^{\prime}$.

We choose $P$ so that the entry in row $X$ and column $Y$ for $X \neq Y$ is $b_{|X \cup Y|}$, where $b_{s+1}, \ldots, b_{2 s}$ are positive integers chosen so that each $i$-subset of $V$ is in at least $b_{i}$ blocks in $\mathcal{B}$ for $i \in\{s+1, \ldots, 2 s\}$. The entries on the lead diagonal of $P$ are chosen to be small as possible, given that $P$ must be positive semidefinite. We establish that $P$ is indeed positive semidefinite using an approach from Wilson (1982) in which $P$ is written as a nonnegative linear combination of Gram matrices.

We will require the following simple identity for binomial coefficients.

Lemma 10.2. Let $i$ and $\ell$ be nonegative integers with $i \leqslant \ell$. Then

$$
\sum_{j=i}^{\ell}(-1)^{i+j}\binom{\ell}{j}\binom{j}{i}= \begin{cases}0, & \text { if } i<\ell ; \\ 1, & \text { if } i=\ell .\end{cases}
$$

Proof. The multinomial theorem implies that the coefficient of $x^{i}$ in the expansion of $(x-1+1)^{\ell}$ is

$$
\sum_{j^{\prime}=0}^{\ell-i}\binom{\ell}{i+j^{\prime}}\binom{i+j^{\prime}}{i}(-1)^{j^{\prime}}=\sum_{j=i}^{\ell}(-1)^{i+j}\binom{\ell}{j}\binom{j}{i},
$$

where the equality is obtained by substituting $j=i+j^{\prime}$. So because $(x-1+1)^{\ell}=x^{\ell}$, the result now follows by equating the coefficients of $x^{i}$.

The next lemma establishes that if $A$ is the higher incidence matrix of a $t-(v, k, \lambda)$ covering, then $A A^{T}$ has a specific form that we can exploit. Subsequent results in this chapter will often explicitly assume the hypotheses of Lemma 10.3 and use its notation.

Lemma 10.3. Let $t, v, k, \lambda$ and $s$ be positive integers such that $t<k<v$ and $s \leqslant\left\lfloor\frac{t}{2}\right\rfloor$. Let $b_{2 s}, b_{2 s-1}, \ldots, b_{s}$ be positive integers such that
(i) $L_{\lambda}(v-2 s, k-2 s, t-2 s) \leqslant b_{2 s} \leqslant C_{\lambda}(v-2 s, k-2 s, t-2 s)$;
(ii) $\left\lceil\frac{v-i}{k-i} b_{i+1}\right\rceil \leqslant b_{i} \leqslant C_{\lambda}(v-i, k-i, t-i)$ for $i=2 s-1,2 s-2, \ldots, s$; and
(iii) $a_{j} \geqslant 0$ for $j \in\{0, \ldots, s\}$, where $a_{j}=\sum_{i=0}^{j}(-1)^{i+j}\binom{j}{i} b_{2 s-i}$.

If $(V, \mathcal{B})$ is a $t-(v, k, \lambda)$ covering and $A$ is the s-incidence matrix of $(V, \mathcal{B})$, then $b(Z) \geqslant b_{|Z|}$ for any $Z \subseteq V$ with $|Z| \in\{s, \ldots, 2 s\}$ and $A A^{T}=P+M$ for matrices $P=\left(p_{X Y}\right)$ and $M=\left(m_{X Y}\right)$ such that

$$
p_{X Y}=\left\{\begin{array}{ll}
b_{|X \cup Y|} & \text { if } X \neq Y \\
b_{s}-a_{s} & \text { if } X=Y
\end{array} \quad m_{X Y}=\left\{\begin{array}{ll}
b(X \cup Y)-b_{|X \cup Y|} & \text { if } X \neq Y \\
a_{s}+b(X)-b_{s} & \text { if } X=Y
\end{array} .\right.\right.
$$

Furthermore, the following hold.
(a) $P=\sum_{j=0}^{s-1} a_{j} Q_{j}^{T} Q_{j}$, where $Q_{j}$ is the $j$-incidence matrix of the incidence structure $\left(V,\binom{V}{s}\right)$. Hence $P$ is positive semidefinite.
(b) For any $X \in\binom{V}{s}$,

$$
\left.\sum_{Y \in\binom{V}{s} \backslash\{X\}} m_{X Y}=\sum_{Y \in\binom{V}{s} \backslash\{X\}}\left(b(X \cup Y)-b_{|X \cup Y|}\right)=\left(b(X)-b_{s}\right)\binom{k}{s}-1\right)+d
$$

where $d=b_{s}\left(\binom{k}{s}-1\right)-\sum_{i=0}^{s-1}\binom{s}{i}\binom{v-s}{s-i} b_{2 s-i}$ is a nonnegative integer.

Proof. Let $Z \subseteq V$ with $|Z| \in\{s, \ldots, 2 s\}$. That $b(Z) \geqslant b_{|Z|}$ follows because $b_{|Z|} \leqslant$ $C_{\lambda}(v-|Z|, k-|Z|, t-|Z|)$ by (i) and (ii) and $C_{\lambda}(v-|Z|, k-|Z|, t-|Z|) \leqslant b(Z)$ by (10.1). That $A A^{T}=P+M$ follows immediately from Lemma 10.1 (i) and the definitions of $P$ and $M$. Let $\mathcal{V}=\binom{V}{s}$ and $\mathcal{V}_{0}=\left\{X \in \mathcal{V}: b(X)=b_{s}\right\}$.

We prove (a). Observe that for $j \in\{0, \ldots, s\}, Q_{j}^{T} Q_{j}$ is the matrix whose rows and columns are indexed by $\binom{V}{s}$ and whose $(X, Y)$ entry is $\binom{|X \cap Y|}{j}$ for all $X, Y \in\binom{V}{s}$. In particular, $Q_{s}^{T} Q_{s}=I$. Let

$$
Q^{\prime}=\sum_{j=0}^{s} a_{j} Q_{j}^{T} Q_{j}=a_{s} I+\sum_{j=0}^{s-1} a_{j} Q_{j}^{T} Q_{j} .
$$

It suffices to show that $Q^{\prime}=a_{s} I+P$.
Let $X, Y \in\binom{V}{s}$, let $\ell=|X \cap Y|$, and note that $\ell \leqslant s$. For $j \in\{0, \ldots, s\}$, the $(X, Y)$ entry of $Q_{j}^{T} Q_{j}$ is $\binom{\ell}{j}$. Thus the $(X, Y)$ entry of $Q^{\prime}$ is

$$
\sum_{j=0}^{s} a_{j}\binom{\ell}{j}=\sum_{j=0}^{s} \sum_{i=0}^{j}(-1)^{i+j}\binom{\ell}{j}\binom{j}{i} b_{2 s-i}=\sum_{i=0}^{s} \sum_{j=i}^{s}(-1)^{i+j}\binom{\ell}{j}\binom{j}{i} b_{2 s-i} .
$$

So it follows from Lemma 10.2 that the $(X, Y)$ entry of $Q^{\prime}$ is $b_{2 s-\ell}=b_{|X \cup Y|}$. Thus $Q^{\prime}=a_{s} I+P$.

Now we prove (b). For each $X \in \mathcal{V}$,

$$
\sum_{Y \in \mathcal{V} \backslash\{X\}} b(X \cup Y)=b(X)\left(\binom{k}{s}-1\right)
$$

because each block that contains $X$ contributes $\binom{k}{s}-1$ to this sum. Also for each $X \in \mathcal{V}$,

$$
\sum_{Y \in \mathcal{V} \backslash\{X\}} b_{|X \cup Y|}=\sum_{i=0}^{s-1}\binom{s}{i}\binom{v-s}{s-i} b_{2 s-i}
$$

because, for each $i \in\{0, \ldots, s-1\},|\{Y:|X \cap Y|=i\}|=\binom{s}{i}\binom{v-s}{s-i}$. Together, these facts imply that (b) holds provided $d$ is nonnegative. By (ii), $b_{i+1} \leqslant \frac{k-i}{v-i} b_{i}$ for $i=2 s-1,2 s-$ $2, \ldots, s$ and so it can be seen that $b_{2 s-i} \leqslant\left(\binom{k-s}{s-i} /\binom{v-s}{s-i}\right) b_{s}$ for $i=s-1, s-2, \ldots, 0$. Thus,

$$
\sum_{i=0}^{s-1}\binom{s}{i}\binom{v-s}{s-i} b_{2 s-i} \leqslant b_{s} \sum_{i=0}^{s-1}\binom{s}{i}\binom{k-s}{s-i}=b_{s}\left(\binom{k}{s}-1\right),
$$

and it follows that $d \geqslant 0$.
Remark 10.4. In many cases condition (ii) of Lemma 10.3 implies condition (iii). Specifically, we claim that if condition (ii) is satisfied then $a_{j} \geqslant 0$ for $j \in\left\{0, \ldots, \min \left(\left\lfloor\frac{v}{k}\right\rfloor, s\right)\right\}$.

This means that we can ignore condition (iii) whenever $v \geqslant s k$. Certainly, $a_{0}=b_{2 s} \geqslant 1$. To see that the rest of our claim is true, fix $j \in\left\{1, \ldots, \min \left(\left\lfloor\frac{v}{k}\right\rfloor, s\right)\right\}$, and let $\delta=2$ if $j$ is even and $\delta=1$ if $j$ is odd. Then, pairing consecutive terms in the definition of $a_{j}$, we see that

$$
a_{j} \geqslant \sum_{i \in\{\delta, \delta+2, \ldots, j\}}\left(\binom{j}{i} b_{2 s-i}-\binom{j}{i-1} b_{2 s-i+1}\right) .
$$

For $i \in\{\delta, \delta+2, \ldots, j\}$, using condition (ii),

$$
\binom{j}{i}=\frac{j-i+1}{i}\binom{j}{i-1} \geqslant \frac{1}{j}\binom{j}{i-1} \quad \text { and } \quad b_{2 s-i} \geqslant\left\lceil\frac{v-2 s+i}{k-2 s+i} b_{2 s-i+1}\right\rceil \geqslant \frac{v}{k} b_{2 s-i+1} \geqslant j b_{2 s-i+1},
$$

and hence $\binom{j}{i} b_{2 s-i} \geqslant\binom{ j}{i-1} b_{2 s-i+1}$. Thus $a_{j} \geqslant 0$.
It follows from Lemma 10.3(a) that the diagonal entries $b_{s}-a_{s}$ of $P$ are at least $a_{0}=b_{2 s}>0$. Hence $b_{s}>a_{s}$. This fact will be used several times in later sections. We are now ready to prove Lemma 10.5, which forms the basis of all the lower bounds that we establish in this chapter.

Lemma 10.5. Suppose the hypotheses of Lemma 10.3 hold. If there is a subset $\mathcal{S}$ of $\binom{V}{s}$ such that, for each $X \in \mathcal{S}$,

$$
\sum_{Y \in \mathcal{S} \backslash\{X\}}\left(b(X \cup Y)-b_{|X \cup Y|}\right)<a_{s}+b(X)-b_{s},
$$

then $|\mathcal{B}| \geqslant|\mathcal{S}|$.

Proof. By Lemma 10.1(ii), it suffices to show that the principal submatrix of $A A^{T}$ whose rows and columns are indexed by $\mathcal{S}$ is positive definite and hence full rank.

By Lemma $10.3, A A^{T}$ can be written as the sum of a positive semidefinite matrix $P$ and a matrix $M$ whose $(X, Y)$ entry is the nonnegative integer $b(X \cup Y)-b_{|X \cup Y|}$ for all distinct $X, Y \in\binom{V}{s}$ and whose $(X, X)$ entry is the nonnegative integer $a_{s}+b(X)-b_{s}$ for all $X \in\binom{V}{s}$. Because every principal submatrix of $P$ is positive semidefinite, it in fact suffices to show that the principal submatrix $M^{\prime}$ of $M$ whose rows and columns are indexed by $\mathcal{S}$ is positive definite. Given the hypothesis of the lemma that

$$
\sum_{Y \in \mathcal{S} \backslash\{X\}}\left(b(X \cup Y)-b_{|X \cup Y|}\right)<a_{s}+b(X)-b_{s},
$$

$M^{\prime}$ is diagonally dominant and hence it is positive definite by the Gershgorin circle theorem (see (Hogben, 2013, p.16-6)).

### 10.3 Basic bound

Here we use Lemma 10.5 to prove the simplest and most easily stated of our results, and then discuss when it can be usefully applied.

Theorem 10.6. Suppose the hypotheses of Lemma 10.3 hold and that $d<a_{s}$. Then

$$
C_{\lambda}(v, k, t) \geqslant\left\lceil\frac{\binom{v}{s}\left(b_{s}+1\right)}{\binom{k}{s}+1}\right\rceil \text {. }
$$

Proof. Let $(V, \mathcal{B})$ be a $t-(v, k, \lambda)$ covering. Let $\mathcal{V}=\binom{V}{s}$ and $\mathcal{V}_{0}=\left\{X \in \mathcal{V}: b(X)=b_{s}\right\}$. Because $d<a_{s}$, it follows from Lemma 10.3 (b) that we can apply Lemma 10.5 with $\mathcal{S}=\mathcal{V}_{0}$ and hence conclude that $|\mathcal{B}| \geqslant\left|\mathcal{V}_{0}\right|$.

Since each block in $\mathcal{B}$ covers $\binom{k}{s}$ sets in $\mathcal{V}$, we have that $\left.\sum_{X \in \mathcal{V}} b(X)=|\mathcal{B}| \begin{array}{l}k \\ s\end{array}\right)$. Thus

$$
\left|\left\{X \in \mathcal{V}: b(X)>b_{s}\right\}\right| \leqslant|\mathcal{B}|\binom{k}{s}-\binom{v}{s} b_{s}
$$

because $b(X) \geqslant b_{s}$ for each $X \in \mathcal{V}$. It follows that $|\mathcal{B}| \geqslant\left|\mathcal{V}_{0}\right| \geqslant\binom{ v}{s}-\left(|\mathcal{B}|\binom{k}{s}-\binom{v}{s} b_{s}\right)$. A simple calculation now establishes that

$$
|\mathcal{B}| \geqslant \frac{\binom{v}{s}\left(b_{s}+1\right)}{\binom{k}{s}+1}
$$

It is useless to apply Theorem 10.6 with $b_{s}$ chosen to be less than the best known lower bound for $C_{\lambda}(v-s, k-s, t-s)$, because the bound of Theorem 10.6 is always inferior to the bound given by $s$ iterated applications of 10.2 ) to $b_{s}+1$ (note this latter bound is at least $\left.\left\lceil b_{s}\binom{v}{s} /\binom{k}{s}\right\rceil\right)$. Furthermore, from the definitions of $d$ and $a_{s}$ we have that

$$
\begin{equation*}
a_{s}-d=\left(\sum_{i=0}^{s-1}\binom{s}{i}\left(\binom{v-s}{s-i}+(-1)^{s-i}\right) b_{2 s-i}\right)-\left(\binom{k}{s}-2\right) b_{s}, \tag{10.4}
\end{equation*}
$$

which is increasing in $b_{2 s-i}$ for each $i \in\{0, \ldots, s-1\}$. Thus, in the absence of condition (iii) of Lemma 10.3, it can be seen that when attempting to apply Theorem 10.6 we only need consider choosing $b_{i}$ to be the best known lower bound on $C_{\lambda}(v-i, k-i, t-i)$ for $i \in\{s, \ldots, 2 s\}$. Throughout the rest of the chapter, we shall refer to this as the natural choice for the $b_{i}$. Condition (iii) complicates the picture somewhat, but in view of Remark 10.4 this is only of concern when $v \leqslant(s-1) k$ (note that $a_{s}>d \geqslant 0$ by our hypotheses and Lemma 10.3). In many cases the best known lower bounds are all given by the Schönheim bound and in these cases the natural choice of the $b_{i}$ amounts to taking $b_{i}=L_{\lambda}(v-i, k-i, t-i)$ for $i \in\{s, \ldots, 2 s\}$.

For each of the subsequent lower bounds we establish in this chapter (see Theorems 10.15 and 10.18), we will also show that we only need consider the natural choice for $b_{s}$. With this choice fixed, the natural choice for the remaining $b_{i}$ will minimise $d$ and maximise $a_{s}-d$, by the definition of $d$ and 10.4 ). Considering this and Remark 10.4, we believe that taking the natural choice for the $b_{i}$ in our theorems will almost always produce the best results.

For the Theorem 10.6 bound to exceed the bound obtained by $s$ iterated applications of (10.2) to $b_{s}$, it must be the case that $b_{s}<\binom{k}{s}$ (again note the latter bound is at least $\left.\left\lceil b_{s}\binom{v}{s} /\binom{k}{s}\right\rceil\right)$. Furthermore, the other lower bounds we establish in this chapter will explicitly require $b_{s}<\binom{k}{s}$. We have $b_{s}<\binom{k}{s}$ only when $v<\left(\frac{k^{t}}{s!\lambda}\right)^{1 /(t-s)}$ because $\binom{k}{s} \leqslant \frac{k^{s}}{s!}$ and $b_{s} \geqslant L_{\lambda}(v-s, k-s, t-s) \geqslant \lambda\binom{v-s}{t-s} /\binom{k-s}{t-s}>\lambda\left(\frac{v}{k}\right)^{t-s}$. So none of the lower bounds of this chapter are of use when $v \geqslant\left(\frac{k^{t}}{s!\lambda}\right)^{1 /(t-s)}$.

Theorem 10.6 implies Ray-Chaudhuri and Wilson (1975) generalisation of Fisher's inequality. If there exists a $t-(v, k, \lambda)$ design $(V, \mathcal{B})$ with $v \geqslant k+s$ for some positive integer $s \leqslant\left\lfloor\frac{t}{2}\right\rfloor$, then applying Theorem 10.6 with $b_{i}=L_{\lambda}(v-i, k-i, t-i)=\lambda\binom{v-i}{t-i} /\binom{k-i}{t-i}$ for $i \in$ $\{s, \ldots, 2 s\}$ we have $C_{\lambda}(v, k, t) \geqslant\binom{ v}{s}\left(b_{s}+1\right) /\left(\binom{k}{s}+1\right)$ (the hypotheses are satisfied because $d=0$ and $a_{j}=\lambda\binom{v-2 s}{k-2 s+j} /\binom{v-t}{k-t}$ for $\left.j \in\{0, \ldots, s\}\right)$. But, because $(V, \mathcal{B})$ is a design, it has exactly $\binom{v}{s} b_{s} /\binom{k}{s}$ blocks. So we can conclude that $\binom{v}{s} b_{s} /\binom{k}{s} \geqslant\binom{ v}{s}\left(b_{s}+1\right) /\left(\binom{k}{s}+1\right)$ which implies $b_{s} \geqslant\binom{ k}{s}$ and hence that $(V, \mathcal{B})$ has at least $\binom{v}{s}$ blocks.

### 10.4 Infinite families of improvements

In this section we first give, in Lemma 10.7, an infinite family of parameter sets for which applying Theorem 10.6 with $s=2$ yields an improvement over the Schönheim bound. Then we exhibit, in Theorem 10.10, an infinite family of parameter sets for which applying Theorem 10.6 with $s=1$ establishes exact covering numbers. In this section we will often use the simple observation that, for given $t, k$ and $\lambda, C_{\lambda}(v, k, t) \leqslant C_{\lambda}\left(v^{\prime}, k, t\right)$ when $v \leqslant v^{\prime}$.

Lemma 10.7. Let $m \geqslant 6$ be an integer, and let $v=m^{2}(m-2)+4$ and $k=m(m-1)+2$. An application of Theorem 10.6 with $s=2$ establishes that $C(v, k, 5) \geqslant L(v, k, 5)+m(m-$ 4) -10 .

Proof. Let $\ell_{i}=L(v-i, k-i, t-i)$ for $i=4,3,2$. We can successively calculate

$$
\begin{aligned}
& \ell_{4}=\left\lceil\frac{v-4}{k-4}\right\rceil=\left\lceil m-1+\frac{m-2}{m(m-1)-2}\right\rceil=m \\
& \ell_{3}=\left\lceil\frac{v-3}{k-3} \ell_{4}\right\rceil=m(m-1) \\
& \ell_{2}=\left\lceil\frac{v-2}{k-2} \ell_{3}\right\rceil=m^{2}(m-2)+2 .
\end{aligned}
$$

We will apply Theorem 10.6 with $s=2$ and $b_{i}=\ell_{i}$ for $i=4,3,2$. Routine calculations show that, in the terminology of Lemma 10.3, $a_{0}=m, a_{1}=m(m-2)$, $a_{2}=m^{3}-4 m^{2}+3 m+2$, and $d=0$. Using this, and recalling that $m \geqslant 6$, it can be seen that the hypotheses of Theorem 10.6 are satisfied and hence

$$
C(v, k, 5) \geqslant\left\lceil\frac{v(v-1)}{k(k-1)+2}\left(\ell_{2}+1\right)\right\rceil .
$$

This implies that $C(v, k, 5) \geqslant m^{5}-4 m^{4}+21 m^{2}-14 m-55$.
On the other hand,

$$
L(v, k, 5)=\left\lceil\frac{v}{k}\left\lceil\frac{v-1}{k-1} \ell_{2}\right\rceil\right\rceil
$$

and for $m \geqslant 14$ we can calculate that this is equal to $m^{5}-4 m^{4}+20 m^{2}-10 m-45$. Thus it can be seen that the lemma holds for $m \geqslant 14$, and it is routine to check it holds for $6 \leqslant m \leqslant 13$.

Further routine calculations establish that, for $v$ and $k$ as in Lemma 10.7, neither the result of Mills and Mullin (1992) nor the results of this chapter (including those in Sections 10.5 and 10.6) give improvements over the Schönheim bound for the parameter sets $C(v-1, k-1,4), C(v-2, k-2,3)$ or $C(v-3, k-3,2)$. We believe that, in general, no bound better than the Schönheim bound was previously known for this family of parameter sets. Since $d=0$ in our application of Theorem 10.6, we could make a slight further improvement to this result by instead applying Theorem 10.18(a) below.

We now move on to show that Theorem 10.6 with $s=1$ can be applied to establish that certain coverings constructed from affine planes are optimal, and thus obtain a family of exact covering numbers.

Let $q$ be a prime power. It is well known (see Gordon et al. (1995), for example) that if we take $V$ to be the $q^{t}$ points of the affine geometry $A G(t, q)$ and $\mathcal{B}$ to be the set of its $(t-1)$-flats, then $(V, \mathcal{B})$ is a $t-\left(q^{t}, q^{t-1}, 1\right)$ covering with $q\left(\frac{q^{t}-1}{q-1}\right)$ blocks. Further, it is straightforward to calculate that $L\left(q^{t}, q^{t-1}, t\right)=q\left(\frac{q^{t}-1}{q-1}\right)$ and hence $C\left(q^{t}, q^{t-1}, t\right)=q\left(\frac{q^{t}-1}{q-1}\right)$. The following lemma is based on a well-known "blow up" construction for coverings.

Lemma 10.8. Let $m, t$ and $q$ be positive integers such that $q$ is a prime power. Then $C\left(v, m q^{t-1}, t\right) \leqslant q\left(\frac{q^{t}-1}{q-1}\right)$ for each $v \leqslant m q^{t}$.

Proof. Let $(U, \mathcal{A})$ be the $t-\left(q^{t}, q^{t-1}, 1\right)$ covering with $q\left(\frac{q^{t}-1}{q-1}\right)$ blocks obtained from the $(t-1)$-flats of $A G(t, q)$. Let $M$ be a set of $m$ elements, let $V=U \times M$ and let $\mathcal{B}=$ $\{A \times M: A \in \mathcal{A}\}$. Then $(V, \mathcal{B})$ is an $\left(m q^{t}, m q^{t-1}, 1\right)$-covering with $q\left(\frac{q^{t}-1}{q-1}\right)$ blocks. The result now follows because $C(v-1, k, t) \leqslant C(v, k, t)$ for any parameter set $(v, k, t)$.

Next we determine the value of the Schönheim bound in the cases we are concerned with.

Lemma 10.9. Let $v, m, q$ and $t$ be positive integers such that $q$ is a prime power, $m \geqslant 2 q+2,2 \leqslant t<m q^{t-1}$, and $m q^{t}-2 q+3 \leqslant v \leqslant m q^{t}$. Let $\ell_{t}=1$ and let $\ell_{i}=L\left(v-i, m q^{t-1}-i, t-i\right)$ for $i=t-1, t-2, \ldots, 0$. Then
(i) $\ell_{i}=\frac{q^{t-i+1}-1}{q-1}$ for $i=t-1, t-2, \ldots, 0$;
(ii) $\ell_{1}= \begin{cases}\frac{q^{t}-1}{q-1} & \text { if } m q^{t}-q+2 \leqslant v \leqslant m q^{t} \\ q\left(\frac{q^{t-1}-1}{q-1}\right) & \text { if } m q^{t}-2 q+3 \leqslant v \leqslant m q^{t}-q+1 \text {; }\end{cases}$
(iii) $\ell_{0}= \begin{cases}q\left(\frac{q^{t}-1}{q-1}\right) & \text { if } m q^{t}-q+2 \leqslant v \leqslant m q^{t} \\ q^{2}\left(\frac{q^{t-1}-1}{q-1}\right) & \text { if } m q^{t}-2 q+3 \leqslant v \leqslant m q^{t}-q+1 .\end{cases}$

Proof. Let $c$ be the integer such that $v=m q^{t}-q+1+c$. By definition, for $i=$ $t-1, t-2, \ldots, 0$,

$$
\begin{equation*}
\ell_{i}=\left\lceil\frac{\left(m q^{t}-q+1+c-i\right) \ell_{i+1}}{m q^{t-1}-i}\right\rceil=q \ell_{i+1}+\left\lceil\frac{((i-1)(q-1)+c) \ell_{i+1}}{m q^{t-1}-i}\right\rceil . \tag{10.5}
\end{equation*}
$$

Since $c \in\{-q+2, \ldots, q-1\}$, 10.5) implies that $\ell_{i}=q \ell_{i+1}+1$ for $i \geqslant 2$, provided $\ell_{i+1} \leqslant \frac{m q^{t-1}-i}{i(q-1)}$. Using this fact, it is easy to prove (i) by induction on $i$. In particular, we have $\ell_{2}=\frac{q^{t-1}-1}{q-1}$, and applying (10.5) once more establishes (ii). Applying (10.5) one final time using (ii) and the hypothesis $m \geqslant 2 q+2$ establishes (iii).

Together, Lemmas 10.8 and 10.9 establish the known result that, under the hypotheses of Lemma 10.9. $C\left(v, m q^{t-1}, t\right)=q\left(\frac{q^{t}-1}{q-1}\right)$ for $v \in\left\{m q^{t}-q+2, \ldots, m q^{t}\right\}$. By applying Theorem 10.6 with $s=1$ we can strengthen this result to cover some cases where $v \leqslant m q^{t}-q+1$.

Theorem 10.10. Let $m, q$ and $t$ be positive integers such that $q$ is a prime power, $m \geqslant 2 q+2$ and $2 \leqslant t<m q^{t-1}$. Then $C\left(v, m q^{t-1}, t\right)=q\left(\frac{q^{t}-1}{q-1}\right)$ for each integer $v$ such that

$$
m q^{t}-q+1-z \leqslant v \leqslant m q^{t} \quad \text { where } \quad z=\min \left(q-2,\left\lfloor\frac{m(q-1) q^{t-1}}{q^{t}-1}\right\rfloor-2 q+1\right) .
$$

Proof. Note that $z \geqslant 0$ because $m \geqslant 2 q+2$. Let $v^{\prime}=m q^{t}-q+1-z$. It suffices to show that $C\left(v^{\prime}, m q^{t-1}, t\right) \geqslant q\left(\frac{q^{t}-1}{q-1}\right)$, because then, for each integer $v$ such that $v^{\prime} \leqslant v \leqslant m q^{t}$, we have

$$
q\left(\frac{q^{t}-1}{q-1}\right) \leqslant C\left(v^{\prime}, m q^{t-1}, t\right) \leqslant C\left(v, m q^{t-1}, t\right) \leqslant C\left(m q^{t}, m q^{t-1}, t\right) \leqslant q\left(\frac{q^{t}-1}{q-1}\right)
$$

where the final inequality follows from Lemma 10.8 .
For $i \in\{0,1,2\}$, let $\ell_{i}=L\left(v^{\prime}-i, m q^{t-1}-i, t-i\right)$. By Lemma 10.9 , $\ell_{1}=q\left(\frac{q^{t-1}-1}{q-1}\right)$ and $\ell_{2}=\frac{q^{t-1}-1}{q-1}$. To bound $C\left(v^{\prime}, m q^{t-1}, t\right)$ below, we will apply Theorem 10.6 with $s=1$, $b_{1}=\ell_{1}$ and $b_{2}=\ell_{2}$. Obviously this choice satisfies hypotheses (i) and (ii) of Lemma 10.3 . Because $v^{\prime} \geqslant m q^{t}-2 q+3$, a simple calculation establishes that $\ell_{1}\left(m q^{t-1}-2\right)<\ell_{2}\left(v^{\prime}-2\right)$ and thus $d<a_{1}$ (because $d \geqslant 0$, this also implies that $a_{1} \geqslant 0$ and that hypothesis (iii) of Lemma 10.3 holds). So, by Theorem 10.6 , we have

$$
C(v, k, t) \geqslant\left\lceil\frac{v^{\prime}\left(\ell_{1}+1\right)}{m q^{t-1}+1}\right\rceil=q\left(\ell_{1}+1\right)-\left\lfloor\frac{(2 q+z-1)\left(\ell_{1}+1\right)}{m q^{t-1}+1}\right\rfloor .
$$

A routine calculation shows that the second upper bound on $z$ in our hypotheses is equivalent to $(2 q+z-1)\left(\ell_{1}+1\right) \leqslant m q^{t-1}$ and hence $C(v, k, t) \geqslant q\left(\ell_{1}+1\right)$. Observing that $q\left(\ell_{1}+1\right)=q\left(\frac{q^{t}-1}{q-1}\right)$ completes the proof.

Corollary 10.11. Let $m, q$ and $t$ be positive integers such that $q$ is a prime power, $m \geqslant 3 q$ and $2 \leqslant t<m q^{t-1}$. Then $C\left(v, m q^{t-1}, t\right)=q\left(\frac{q^{t}-1}{q-1}\right)$ for each integer $v$ such that $m q^{t}-2 q+3 \leqslant v \leqslant m q^{t}$.

Proof. This follows by observing that, in Theorem 10.10, $z=q-2$ if $m \geqslant 3 q$.

### 10.5 Bounds for the case $d \geqslant a_{s}$

Using the terminology of Lemma 10.3, Theorem 10.6 applies only when $d<a_{s}$. In this section we will establish a bound that can be applied when $d \geqslant a_{s}$. For a multigraph $G$ and a subset $S$ of $V(G)$, let $G[S]$ denote the sub-multigraph of $G$ induced by $S$. In
this section and the next, we will make use of the notion of an $n$-independent set in a multigraph $G$, which is defined as a subset $S$ of $V(G)$ such that $G[S]$ has maximum degree strictly less than $n$. Setting $n=1$ recovers the usual notion of an independent set. Let $\mu_{G}(x y)$ denote the number of edges between vertices $x$ and $y$ in a multigraph $G$.

If $M$ is the matrix defined in Lemma 10.3 and $G$ is the multigraph whose adjacency matrix agrees with $M$ in its off-diagonal entries, then an $n$-independent set in $G$ corresponds to a principal submatrix of $M$ in which the off-diagonal entries in each row sum to less than $n$. This allows us to use results that guarantee an $n$-independent set in a multigraph to find the diagonally dominant principal submatrix of $M$ that we require. In particular we will use the following result of Caro and Tuza (1991).

Theorem 10.12 (Caro and Tuza (1991)). Let $n$ be a positive integer and let $G$ be a multigraph. There is an n-independent set in $G$ of size at least $\left\lceil\sum_{u \in V(G)} f_{n}\left(\operatorname{deg}_{G}(u)\right)\right\rceil$ where

$$
f_{n}(x)= \begin{cases}1-\frac{x}{2 n}, & \text { if } x \leqslant n ; \\ \frac{n+1}{2(x+1)}, & \text { if } x \geqslant n .\end{cases}
$$

We next prove a technical lemma that enables us to deduce bounds of a specific form that we denote by $C B_{(v, k, \lambda ; s)}(\alpha, \beta)$. We will state the bounds in this section and the next in terms of this notation. Observe that the bound of Theorem 10.6 is $C B_{(v, k, \lambda ; s)}(1,0)$.

Lemma 10.13. Let $s$ and $b_{s}$ be positive integers and let $\alpha$ and $\beta$ be nonnegative real numbers such that $\alpha \geqslant 2 \beta$. Suppose that any $t-(v, k, \lambda)$ covering $(V, \mathcal{B})$ has $b(X) \geqslant b_{s}$ for each $X \in\binom{V}{s}$, and $|\mathcal{B}| \geqslant \alpha\left|\mathcal{V}_{0}\right|+\beta\left|\mathcal{V}_{1}\right|$ where $\mathcal{V}_{i}=\left\{X \in\binom{V}{s}: b(X)=b_{s}+i\right\}$ for $i \in\{0,1\}$. Then

$$
C_{\lambda}(v, k, t) \geqslant\left\lceil C B_{(v, k, \lambda ; s)}(\alpha, \beta)\right\rceil \quad \text { where } \quad C B_{(v, k, \lambda ; s)}(\alpha, \beta)=\frac{b_{s}(\alpha-\beta)\binom{v}{s}+\alpha\binom{v}{s}}{(\alpha-\beta)\binom{k}{s}+1} \text {. }
$$

Proof. Let $(V, \mathcal{B})$ be a $t-(v, k, \lambda)$ covering. Let $\mathcal{V}=\binom{V}{s}, x=|\mathcal{B}|\binom{k}{s}-b_{s}\binom{v}{s}$ and $v_{i}=\left|\mathcal{V}_{i}\right|$ for $i \in\{0,1\}$. Note that $v_{1}+2\left(\binom{v}{s}-v_{0}-v_{1}\right) \leqslant x$ because $b(X)=b_{s}+i$ for each $X \in \mathcal{V}_{i}$ for $i \in\{0,1\}, b(X) \geqslant b_{s}+2$ for each $X \in \mathcal{V} \backslash\left(\mathcal{V}_{0} \cup \mathcal{V}_{1}\right)$, and $\sum_{X \in \mathcal{V}} b(X)=|\mathcal{B}|\binom{k}{s}$. It follows that $v_{0} \geqslant \frac{1}{2}\left(2\binom{v}{s}-v_{1}-x\right)$ and so from our hypotheses we have

$$
|\mathcal{B}| \geqslant \frac{1}{2} \alpha\left(2\binom{v}{s}-v_{1}-x\right)+\beta v_{1}=\alpha\binom{v}{s}-\frac{1}{2} \alpha x-\frac{1}{2}(\alpha-2 \beta) v_{1} .
$$

Thus, because $\alpha \geqslant 2 \beta$, it follows from $v_{1} \leqslant\left|\mathcal{V} \backslash \mathcal{V}_{0}\right| \leqslant x$ that

$$
|\mathcal{B}| \geqslant \alpha\binom{v}{s}-\frac{1}{2} \alpha x-\frac{1}{2}(\alpha-2 \beta) x=\alpha\binom{v}{s}-(\alpha-\beta) x .
$$

Since $x=|\mathcal{B}|\binom{k}{s}-b_{s}\binom{v}{s}$, we can deduce $|\mathcal{B}| \geqslant C B_{(v, k, \lambda ; s)}(\alpha, \beta)$.
Remark 10.14. A routine calculation shows that if $b_{s}+1>\beta\binom{k}{s}$, then the bound $\left\lceil C B_{(v, k, \lambda ; s)}(\alpha, \beta)\right\rceil$ is inferior to the bound given by $s$ iterated applications of (10.2) to $b_{s}+1$.

Theorem 10.15. Suppose the hypotheses of Lemma 10.3 hold, that $b_{s}<\binom{k}{s}$, and that $d \geqslant a_{s} \geqslant 1$. Then

$$
C_{\lambda}(v, k, t) \geqslant\left\lceil C B_{(v, k, \lambda ; s)}\left(\frac{a_{s}+1}{2(d+1)}, \frac{a_{s}+1}{2\left(d+\binom{k}{s}\right)}\right)\right\rceil .
$$

Proof. Let $(V, \mathcal{B})$ be a $t-(v, k, \lambda)$ covering. Let $\mathcal{V}_{i}=\left\{X \in\binom{V}{s}: b(X)=b_{s}+i\right\}$ for $i \in$ $\{0,1\}$. Let $G$ be the multigraph with vertex set $\binom{V}{s}$ such that $\mu_{G}(X Y)=b(X \cup Y)-b_{|X \cup Y|}$ for each pair of distinct vertices $X$ and $Y$.

By the definition of $G$, for a positive integer $n$, an $n$-independent set $\mathcal{S}$ in the multigraph $G$ is a subset of $\binom{V}{s}$ with the property that, for all $X \in \mathcal{S}$,

$$
\sum_{Y \in \mathcal{S} \backslash\{X\}}\left(b(X \cup Y)-b_{|X \cup Y|}\right)<n .
$$

Consequently, if $n \leqslant a_{s}$, then $\mathcal{S}$ satisfies the hypotheses of Lemma 10.5 and $|\mathcal{B}| \geqslant|\mathcal{S}|$. So, by Lemma 10.13 , it suffices to show that $G$ has an $a_{s}$-independent set of size at least

$$
\frac{a_{s}+1}{2 d+2}\left|\mathcal{V}_{0}\right|+\frac{a_{s}+1}{2\left(d+\binom{k}{s}\right.}\left|\mathcal{V}_{1}\right| .
$$

By Lemma $10.3(\mathrm{~b}), \operatorname{deg}_{G}(X)=d$ for all $X \in \mathcal{V}_{0}$ and $\operatorname{deg}_{G}(X)=d+\binom{k}{s}-1$ for all $X \in \mathcal{V}_{1}$. Thus, because $d \geqslant a_{s}, G$ has an $a_{s}$-independent set of the required size by Theorem 10.12 .

We only need consider the natural choice of $b_{s}$ in Theorem 10.15. This follows by Remark 10.14 because

$$
\frac{\left(a_{s}+1\right)\binom{k}{s}}{2\left(d+\binom{k}{s}\right)}<\frac{a_{s}+1}{2}<a_{s}+1<b_{s}+1
$$

### 10.6 Improved bounds for the case $d<a_{s}$

In this section we will show that, by using techniques similar to those of the last section in the case $d<a_{s}$, we can sometimes improve on Theorem 10.6. We require a slight variant of Lemma 10.5

Lemma 10.16. Suppose the hypotheses of Lemma 10.3 hold and there exists a subset $\mathcal{S}$ of $\binom{V}{s}$ and positive real numbers $\left(c_{X}\right)_{X \in \mathcal{S}}$ such that, for each $X \in \mathcal{S}$,

$$
\sum_{Y \in \mathcal{S} \backslash\{X\}} c_{Y}\left(b(X \cup Y)-b_{|X \cup Y|}\right)<c_{X}\left(a_{s}+b(X)-b_{s}\right),
$$

then $|\mathcal{B}| \geqslant|\mathcal{S}|$.
Proof. The proof of Lemma 10.5 applies, except that our hypotheses here imply via the Gershgorin circle theorem (see (Hogben, 2013, p.16-6)) that the matrix $M^{\prime \prime}$ rather than $M^{\prime}$ is positive definite, where $M^{\prime \prime}$ is obtained from $M^{\prime}$ by multiplying the entries in column $X$ by $c_{X}$ for each $X \in \mathcal{S}$. However, it is easy to see (using Sylvester's criterion (Hogben, 2013, p.9-7), for example) that $M^{\prime}$ is positive definite if and only if $M^{\prime \prime}$ is.

In Section 10.5 we employed multigraphs, but in this section we will work in a more general setting of edge-weighted graphs. An edge-weighted graph $G$ is a complete (simple) graph in which each edge has been assigned a nonnegative real weight. We denote the weight of an edge $u w$ in such a graph $G$ by $\mathrm{wt}_{G}(u w)$ and we define the weight of a vertex $u$ of $G$ as $\mathrm{wt}_{G}(u)=\sum_{w \in V(G) \backslash\{u\}} \mathrm{wt}_{G}(u w)$. For $S \subseteq V(G)$, let $G[S]$ denote the edgeweighted subgraph of $G$ induced by $S$. We generalise our notion of an $n$-independent set by saying, for a positive integer $n$, that a subset $S$ of the vertices of an edge-weighted graph $G$ is $n$-independent in $G$ if $\operatorname{wt}_{G[S]}(u)<n$ for each $u \in S$.

We will require a technical result which guarantees the existence of an $n$-independent set of a certain size in an edge-weighted graph of a specific form. This result was effectively proved in Horsley (2017).

Lemma 10.17. Let $n$, $d$ and $d^{\prime}$ be nonnegative integers such that $d<n<d^{\prime}-d$, and let $G$ be a multigraph on some vertex set $\mathcal{V}_{0} \cup \mathcal{V}_{1}$ such that $\operatorname{deg}_{G}(X)=d$ for $X \in \mathcal{V}_{0}$ and $\operatorname{deg}_{G}(X)=d^{\prime}$ for $X \in \mathcal{V}_{1}$. Let $c$ be a real number such that $c>\frac{d}{n}$ and let $G^{*}$ be the edge-weighted graph on vertex set $\mathcal{V}_{0} \cup \mathcal{V}_{1}$ such that, for all distinct $X, Y \in \mathcal{V}_{0} \cup \mathcal{V}_{1}$,

$$
\mathrm{wt}_{G^{*}}(X Y)= \begin{cases}0, & \text { if } X, Y \in \mathcal{V}_{0} \\ \mu_{G}(X Y), & \text { if } X, Y \in \mathcal{V}_{1} \\ c \mu_{G}(X Y), & \text { otherwise }\end{cases}
$$

Let $\alpha$ and $\beta$ be real numbers such that one of the following holds.
(a) $(\alpha, \beta)=\left(1-\frac{d^{2}}{2 n(n+1)}, \frac{n+2}{2\left(d^{\prime}+1\right)}\right)$.
(b) $(\alpha, \beta)=\left(1,1-\frac{d d^{\prime}}{n(n+1)}\right), d \geqslant \frac{n}{2}$ and $d d^{\prime}<n(n+1)$.
(c) $(\alpha, \beta)=\left(1, \sqrt{\frac{d(n+2)}{(n+1)(n-d)}}-\frac{d\left(d^{\prime}+1\right)}{2(n+1)(n-d)}\right), d<\frac{n}{2}$, and $d\left(d^{\prime}+1\right)^{2}<4(n+1)(n+2)(n-d)$.

Then $\alpha \geqslant 2 \beta>0$ and, if $c$ is sufficiently close to $\frac{d}{n}, G^{*}$ has an $(n+1)$-independent set $\mathcal{S}$ such that $\mathcal{V}_{0} \subseteq \mathcal{S}$ and $|\mathcal{S}| \geqslant \alpha\left|\mathcal{V}_{0}\right|+\beta\left|\mathcal{V}_{1}\right|$.

Proof. When (a) holds we obviously have $\beta>0$ and

$$
\alpha-2 \beta=\frac{\left(d^{\prime}-n-d-1\right)\left(2 n(n+1)-d^{2}\right)+(n-d)\left(2 d(n+1)+d^{2}\right)}{2 n(n+1)\left(d^{\prime}+1\right)}
$$

is nonnegative because $d^{\prime}>n+d$ and $n>d$. When ( b ) holds we have $\beta>0$ because $d d^{\prime}<n(n+1)$ and

$$
\alpha-2 \beta=\frac{2 d d^{\prime}-n(n+1)}{n(n+1)}
$$

is nonnegative because $d^{\prime}>n+d$ and $d \geqslant \frac{n}{2}$. When (c) holds we have $\beta>0$ because $d\left(d^{\prime}+1\right)^{2}<4(n+1)(n+2)(n-d)$ and $\frac{d\left(d^{\prime}+1\right)}{(n+1)(n-d)} \geqslant \frac{d(n+2)}{(n+1)(n-d)}$ because $d^{\prime}>n$. Thus, since $2 \sqrt{x}-x \leqslant 1$ for each nonnegative real number $x$, we have $\alpha \geqslant 2 \beta$.

In the course of the proof of (Horsley, 2017, Theorem 14), the remainder of this result is proved for the case $d^{\prime}=d+k-1$. It is a routine exercise to show that the proof given there applies here for any $d^{\prime}>n+d$.

We can now establish our improvements on Theorem 10.6.
Theorem 10.18. Suppose the hypotheses of Lemma 10.3 hold, that $b_{s}<\binom{k}{s}$, and that $d<a_{s}$. Let $d^{\prime}=d+\binom{k}{s}-1$. Then $C_{\lambda}(v, k, t) \geqslant\left\lceil C B_{(v, k, \lambda ; s)}(\alpha, \beta)\right\rceil$ when one of the following holds.
(a) $(\alpha, \beta)=\left(1-\frac{d^{2}}{2 a_{s}\left(a_{s}+1\right)}, \frac{a_{s}+2}{2\left(d^{\prime}+1\right)}\right)$.
(b) $(\alpha, \beta)=\left(1,1-\frac{d d^{\prime}}{a_{s}\left(a_{s}+1\right)}\right), d \geqslant \frac{a_{s}}{2}$ and $d d^{\prime}<a_{s}\left(a_{s}+1\right)$.
(c) $(\alpha, \beta)=\left(1, \sqrt{\frac{d\left(a_{s}+2\right)}{\left(a_{s}+1\right)\left(a_{s}-d\right)}}-\frac{d\left(d^{\prime}+1\right)}{2\left(a_{s}+1\right)\left(a_{s}-d\right)}\right), d<\frac{a_{s}}{2}$ and $d\left(d^{\prime}+1\right)^{2}<4\left(a_{s}+1\right)\left(a_{s}+\right.$ $2)\left(a_{s}-d\right)$.

Proof. Let $(V, \mathcal{B})$ be a $t-(v, k, \lambda)$ covering. Let $\mathcal{V}_{i}=\left\{X \in\binom{V}{s}: b(X)=b_{s}+i\right\}$ for $i \in$ $\{0,1\}$. Let $G$ be the multigraph with vertex set $\binom{V}{s}$ such that $\mu_{G}(X Y)=b(X \cup Y)-b_{|X \cup Y|}$ for each pair of distinct vertices $X$ and $Y$. Note that, by Lemma 10.3, $\operatorname{deg}_{G}(X)=d$ for each $X \in \mathcal{V}_{0}$ and $\operatorname{deg}_{G}(X)=d^{\prime}$ for each $X \in \mathcal{V}_{1}$. Also, $d<a_{s}<d^{\prime}-d$ because
$d^{\prime}-d=\binom{k}{s}-1$ and $a_{s}<b_{s}<\binom{k}{s}$. Thus, by Lemma 10.17, there is a real number $c>\frac{d}{a_{s}}$ such that the edge-weighted graph $G^{*}$ obtained from $G\left[\mathcal{V}_{0} \cup \mathcal{V}_{1}\right]$ as in Lemma 10.17 has an $\left(a_{s}+1\right)$-independent set $\mathcal{S}$ such that $\mathcal{V}_{0} \subseteq \mathcal{S}$ and $|\mathcal{S}| \geqslant \alpha\left|\mathcal{V}_{0}\right|+\beta\left|\mathcal{V}_{1}\right|$. We show that we can apply Lemma 10.16 to $\mathcal{S}$ choosing $c_{X}=c$ for $X \in \mathcal{S} \cap \mathcal{V}_{0}$ and $c_{X}=1$ for $X \in \mathcal{S} \cap \mathcal{V}_{1}$. By Lemma 10.13 this will suffice to complete the proof.

If $X \in \mathcal{S} \cap \mathcal{V}_{0}$, then $c_{X}=c, b(X)=b_{s}$, and

$$
\sum_{Y \in \mathcal{S} \backslash\{X\}} c_{Y}\left(b(X \cup Y)-b_{|X \cup Y|}\right) \leqslant d<c a_{s}=c_{X}\left(a_{s}+b(X)-b_{s}\right)
$$

where the first inequality follows from Lemma 10.3 (b). If $X \in \mathcal{S} \cap \mathcal{V}_{1}$, then $c_{X}=1$, $b(X)=b_{s}+1$, and

$$
\sum_{Y \in \mathcal{S} \backslash\{X\}} c_{Y}\left(b(X \cup Y)-b_{|X \cup Y|}\right)=\operatorname{wt}_{G^{*}[\mathcal{S}\}}(X)<a_{s}+1=c_{X}\left(a_{s}+b(X)-b_{s}\right)
$$

where the first equality follows from the definition of $G^{*}$ and our choice of $c_{Y}$ for $Y \in \mathcal{S}$ and the inequality follows from the fact that $\mathcal{S}$ is an $\left(a_{s}+1\right)$-independent set in $G^{*}$.

Again, we only need consider the natural choice of $b_{s}$ in Theorem 10.18. To establish this it suffices, by Remark 10.14 and the fact that $b_{s}>a_{s}$, to show that $a_{s}+2-\beta\binom{k}{s}$ is positive. When (a) holds this is the case because

$$
\frac{\left(a_{s}+2\right)\binom{k}{s}}{2\left(d^{\prime}+1\right)} \leqslant \frac{a_{s}+2}{2}<a_{s}+2
$$

When (b) or (c) holds, $a_{s}+2-\beta\binom{k}{s}$ is a quadratic in $\binom{k}{s}$ (note that $d^{\prime}=d+\binom{k}{s}-1$ ) and we can compute its global minimum in terms of $a_{s}$ and $d$. When (b) holds this minimum is equal to

$$
\frac{1}{4 d a_{s}\left(a_{s}+1\right)}\left(\left(2 d-a_{s}\right)\left(a_{s}^{3}+2 a_{s}^{2}+a d+a_{s}\right)+d\left(2 a_{s}^{3}-d^{3}+7 a_{s}^{2}+4 a_{s}\right)+d^{2}\left(2 a_{s}^{2}+2 d-1\right)\right)
$$

which is positive since $\frac{a_{s}}{2} \leqslant d<a$. When (c) holds this minimum is equal to

$$
\begin{aligned}
\frac{1}{8\left(a_{s}+1\right)\left(a_{s}-d\right)}\left(4 d \sqrt{d\left(a_{s}+1\right)\left(a_{s}+2\right)\left(a_{s}-d\right)}\right. & +\left(a_{s}-2 d\right)\left(2 a_{s}^{2}+6 a_{s}+12\right) \\
& \left.+\left(2 a_{s}^{3}-d^{3}+16 d\right)+2 a_{s}\left(3 a_{s}-2\right)\right)
\end{aligned}
$$

which is positive since $0 \leqslant d<\frac{a_{s}}{2}$.
There are situations in which each of the Theorem 10.18 bounds is superior to both of the others. In the special case when $d=0$, Theorem 10.18(a) is the best of our bounds.

### 10.7 Improvements for small parameter sets

We conclude with some tables which detail small parameter sets for which the results in this chapter produce an improvement over the previously best known lower bound on $C(v, k, t)$. For $t=2$ similar tables appear in Horsley (2017), so we concentrate here on the case $t \geqslant 3$. Our methodology in producing these tables is as follows.

To determine whether we see an improvement for $C\left(v^{\prime}, k^{\prime}, t^{\prime}\right)$ we successively evaluate a "best known" bound $b_{(v, k, t)}$ for $C(v, k, t)$ for $(v, k, t)=\left(v^{\prime}-t^{\prime}+1, k^{\prime}-t^{\prime}+1,1\right),\left(v^{\prime}-\right.$ $\left.t^{\prime}+2, k^{\prime}-t^{\prime}+2,2\right), \ldots,\left(v^{\prime}, k^{\prime}, t^{\prime}\right)$. This "best known" bound incorporates the following.

- $C(v, k, 1)=\left\lceil\frac{v}{k}\right\rceil$.
- $C(v, k, t) \geqslant\left\lceil\frac{v}{k} b_{(v-1, k-1, t-1)}\right\rceil$ by (10.2).
- The Mills and Mullin result stated in (10.3).
- Results for a fixed number of blocks from Mills (1979); Greig et al. (2006); Todorov (1985); Todorov and Tonchev (1982). These include results for $t=2$, for $t=3$, and for general $t$. (The $t \in\{2,3\}$ results are summarised in Gordon and Stinson (2007).)
- Theorems 2.1, 3.1 and 4.4 of Todorov (1989).
- The lower bound of de Caen (1983).
- The lower bounds listed for $t \leqslant 8, v \leqslant 99, k \leqslant 25$ at the La Jolla Covering Repository Gordon (n.d.).
- Theorems $10.6,10.15$ and 10.18 of this chapter, applied with $s \in\left\{1, \ldots,\left\lfloor\frac{t}{2}\right\rfloor\right\}$ and with $b_{i}$ chosen as $b_{(v-i, k-i, t-i)}$ for $i \in\{s, \ldots, 2 s\}$ (note that these theorems with $s=1$ specialise to the results in Horsley (2017)).

If the bound provided for $C\left(v^{\prime}, k^{\prime}, t^{\prime}\right)$ by one of the theorems of this chapter (using a particular choice of $s$ ) strictly exceeds the bound provided by any of the other results, then we include $v^{\prime}$ in the appropriate location in the tables. If, moreover, the bound provided for $C\left(v^{\prime}, k^{\prime}, t^{\prime}\right)$ by Theorem 10.15 or Theorem 10.18 strictly exceeds the bound provided by Theorem 10.6, then the table entry is set in italic or bold font, respectively. All improvements for $k \leqslant 40$ when $t=3$, when $t \in\{4,5\}$ and when $t \in\{6,7,8\}$ are given
in Tables 10.1, 10.2, and 10.3 respectively (recall from the discussion after Theorem 10.6 that we obtain no improvements for sufficiently large $v$ ). Of course the listed improvements will, via (10.2), imply many further improvements for higher values of $t$, but we do not include these subsequent improvements in our tables.

Table 10.1: $v$ 's with an improved lower bound on $C(v, k, t)$ when $t=3$

| $k$ | $s=1$ |
| :---: | :---: |
| 9 | 19 |
| 10 | 21,22 |
| 12 | 26 |
| 13 | 29 |
| 15 | 33,42,45 |
| 16 | 35,36,45,46,48,49 |
| 17 | 33,48,49,51,52,53 |
| 18 | 35,40,51,59 |
| 19 | 37,42,43,54,55,58,62 |
| 20 | 39,44,57,61,62,66 |
| 21 | 41,47,60,61,64,65,66,69 |
| 22 | 43,49,50,63,64,73, 88,89 |
| 23 | $45,51,66,71,76,87,88,89,92,93,95, \mathbf{9 6 , 9 7}$ |
| 24 | $47,53,54,69,74,75,80,91,92,93,96,97,99,101$ |
| 25 | $49,56,57,72,73,77,78,79,83,95,96,97,100,101$ |
| 26 | 51,58,75,87,100,101,104,105,106 |
| 27 | $53,60,61,78,84,90,103, \mathbf{1 0 4 , 1 0 5}, 108,109,110,114,115$ |
| 28 | $55,62,63,64,81, \mathbf{8 2}, 87,88,94,107,108, \mathbf{1 0 9}, 112,113,114,117,118,119$ |
| 29 | $57,64,65,84,85,90,91,92,97,111,112,113,116,117,118,121,122,123,124$ |
| 30 | $59,67,68,87,101,115,116,117,120,121,122,126,127,128$ |
| 31 | $61,69,70,71,90, \mathbf{9 1}, 97,104,119, \mathbf{1 2 0}, 121,124,125,126,127,130,131, \mathbf{1 3 2 , 1 3 3}$ |
| 32 | $63,71,72,93,100, \mathbf{1 0 1}, 107,108,123, \mathbf{1 2 4 , 1 2 5}, 129,130,131,135,136,137,160,161$ |
| 33 | $\begin{aligned} & 65,73,74,75,96,97,103, \mathbf{1 0 4}, 105,111,127,128, \mathbf{1 2 9}, 133,134,135,139,140,141, \\ & 158, \mathbf{1 5 9}, \mathbf{1 6 0}, \mathbf{1 6 1}, 165,166,168,169, \mathbf{1 7 0 , 1 7 1} \end{aligned}$ |
| 34 | $\begin{aligned} & 67,76,77,78,99,100,106,114,115,131,132, \mathbf{1 3 3}, 137,138,139,143,144,145, \mathbf{1 4 6} \\ & 163,164,165,166,170,171,173,174, \mathbf{1 7 5}, \mathbf{1 7 6}, \mathbf{1 7 7} \end{aligned}$ |
| 35 | $69,78,79,102,109,110,117,118,135,136,137,141,142,143,148,149,150,168,169$, $170,171,175,176,179, \mathbf{1 8 0}, \mathbf{1 8 1}, \mathbf{1 8 2}$ |
| 36 | $\begin{aligned} & 71,80,81,82, \mathbf{1 0 5}, 113,114,122,139,140,141,145,146,147, \mathbf{1 4 8}, 152,153, \mathbf{1 5 4}, 155 \\ & 174,175,176,180,181,184, \mathbf{1 8 6 , 1 8 7} \end{aligned}$ |
| 37 | $73,82,83,84,85,108,109,116,117,118,124,125,143,144,145,150,151,152,157$, $158,159,178,179,180,181,183,185,186,187,189, \mathbf{1 9 2}, \mathbf{1 9 3}, 195,196$ |
| 38 | $\begin{aligned} & 75,85,86, \mathbf{1 1 1}, 119,128,129,147, \mathbf{1 4 8}, 149,154,155, \mathbf{1 5 6}, 161,162,163,183,184,185, \\ & \mathbf{1 8 6}, 189,190, \mathbf{1 9 1}, 192, \mathbf{1 9 7}, 198,201 \end{aligned}$ |
| 39 | $77,87,88,89,114,122,123,132,151, \mathbf{1 5 2}, 153,158,159, \mathbf{1 6 0}, 165,166,167, \mathbf{1 6 8}, 188$, 189,190,191,194,195,196,197,201,202,203,206 |
| 40 | $79,89,90,91, \mathbf{9 2}, 117,118,125,126,127,134,135,136,155,156,157,162,163,164$, $170, \mathbf{1 7 1}, \mathbf{1 7 2}, 193,194,195,196,199,200,201,202,205,206,207,208,209,212$ |

Table 10.2: $v$ 's with an improved lower bound on $C(v, k, t)$ when $t=4,5$

|  | $t=4$ | $t=5$ |  |
| :---: | :---: | :---: | :---: |
| $k$ | $s=1$ | $s=1$ | $s=2$ |
| 9 |  |  | 17 |
| 11 |  |  | 29 |
| 14 |  |  | 47 |
| 15 |  |  | 42 |
| 16 | 33 |  | 55 |
| 17 | 30,35 |  | 59 |
| 18 | 32,37 |  | 66 |
| 19 | 34,39 |  | 70 |
| 20 | 39,41 |  |  |
| 21 | 37,41,43 |  | 75,93 |
| 22 | 39,43,45,46 | 36 | 79,98 |
| 23 | 41,45,48,52 |  | 87,123 |
| 24 | 43,47,50 |  |  |
| 25 | 37,45,49,52,59 | 41 | 113,135,141 |
| 26 | 51,54 |  | 118 |
| 27 | 47,48,53 | 44 | 127,147 |
| 28 | 50,55,64,66,68,70 | 46,52 | 132,153 |
| 29 | 43,52,57,61,69 | 54 |  |
| 30 | 54,59,63,73,75,76 | 49,54,56 | 138,147,161,192 |
| 31 | 54,56,61,65,71,73,74,80 | 51,56 | 143,171,199,206 |
| 32 | 56,57,63,67,74,78,81 | 65 | 148,177,206,213 |
| 33 | 49,59,65,69,76,78,79,80,81,85,88 | 54,67 | 158 |
| 34 | 61,67,71,81,86 | 56,61,69 | 216 |
| 35 | 61,63,69,73,81,83,84,85,86,90,93 | 63,66,71 | 227,231,235,259 |
| 36 | 63,65,71,75,76,83,86,91,92,93,96,97 | 59,65,68,73 | 201 |
| 37 | 55,65,66,67,73,78,88,89,90,91 | 61,67,70,75 | 207,275 |
| 38 | 68,75,80,88,91,93,96,97,101,105 | 77 | 218,248,283 |
| 39 | $68,70,77,82,90,93,95,96,99,104$ | 64,70,79 | 224,255,264,287,299 |
| 40 | 70,72,79,84,95,96,98,101,102,103,106,107,113,114 | 66,72,81 | 230,299,307 |

Table 10.3: $v$ 's with an improved lower bound on $C(v, k, t)$ when $t=6,7,8$

|  | $t=6$ |  |  | $t=7$ |  |  | $t=8$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $s=1$ | $s=2$ | $s=3$ | $s=1$ | $s=2$ | $s=3$ | $s=1$ | $s=2$ | $s=3$ |
| 9 |  |  | 25 |  |  |  |  |  |  |
| 12 |  | 23 |  |  |  |  |  |  |  |
| 16 |  | 29 |  |  |  |  |  |  |  |
| 17 |  | 33,38 |  |  | 31 |  |  |  |  |
| 18 |  | 43 |  |  |  |  |  |  |  |
| 19 |  |  |  |  |  | 75 |  |  |  |
| 20 |  |  |  |  | 39 |  |  |  |  |
| 21 | 30 | 57 |  |  |  |  |  |  |  |
| 22 | 33 |  |  |  |  |  |  |  |  |
| 23 |  | 58 |  |  | 51,53 |  |  |  |  |
| 24 | 36 |  |  | 33 |  |  |  |  |  |
| 25 |  | 58 |  |  |  | 125 |  |  |  |
| 26 | 36,39 |  |  |  |  |  |  |  |  |
| 27 |  | 63,75 |  |  |  |  |  |  | 97 |
| 28 |  | 68,78 |  |  | 68 | 166 |  |  |  |
| 29 |  | 83,94 |  | 40 | 68 |  |  |  |  |
| 30 |  | 86 |  |  | 57 |  |  |  |  |
| 31 | 43,49 | 89 |  |  |  |  | 41 |  |  |
| 32 |  | 82 |  |  | 61,77 | 221 |  |  |  |
| 33 | 52,55 | 117,127 |  | 45 | 65,82,85 |  |  | 63 |  |
| 34 | 47 |  |  |  | 86,92 |  | 45 |  |  |
| 35 | 55,58 | 91,143 |  |  |  |  |  |  |  |
| 36 | 50,57,60 | 124 |  |  | 102,105,107 |  |  | 71 |  |
| 37 |  | 122,139,156 |  |  |  |  | 49 |  | 170,181 |
| 38 | 60,63 | 108,122,136,143 |  | 52 | 102 |  | 52 |  |  |
| 39 | 54,65 | 111 |  | 58 |  |  |  |  |  |
| 40 | 61,63 | 114,179 |  |  |  |  | 53 | 96 |  |

## Chapter 11

## Pseudo Generalized Youden Designs

This chapter is based on the following work:
Das et al. (2018): Das, Ashish; Horsley, Daniel; Singh, Rakhi. Pseudo Generalized Youden
Designs. J. Combin. Des 26 (2018), no. 9, 439-454

### 11.1 Introduction

This chapter deals with designs on some set of treatments. Unless we specify otherwise we will always take this set of treatments to be the set $\{1, \ldots, v\}$ where $v$ is a positive integer called the order of the design.

A balanced block design (BBD) with order $v$, block size $k$ and index $\lambda$ consists of a multiset $\mathcal{B}$ of blocks such that

- each block is a multiset of $k$ treatments from $\{1, \ldots, v\}$;
- each treatment appears in blocks an equal number of times in total, and each treatment appears in each block $\lfloor k / v\rfloor$ times or $\lfloor k / v\rfloor+1$ times;
- each pair of distinct treatments is covered a total of exactly $\lambda$ times by blocks, where the number of times a block $B$ covers a pair $\{i, j\}$ is given by the product of the number of times $i$ appears in $B$ and the number of times $j$ appears in $B$.

A balanced incomplete block design (BIBD) is simply a BBD whose block size is less than its order. The incidence matrix of a BBD with $b$ blocks is a $v \times b$ matrix whose $(i, \ell)$ entry is the number of times that treatment $i$ appears in the $\ell$ th block of the design. A BBD can
be equivalently defined by demanding that the matrix $N N^{T}$ be completely symmetric, where $N$ is the incidence matrix of the design and completely symmetric means that all of the diagonal entries are equal and all of the off-diagonal entries are equal. It is easily seen that for any BBD with block size $k>v$ and incidence matrix $N$ there is a BIBD with incidence matrix $N-\lfloor k / v\rfloor J$, where $J$ is an all-ones matrix, and that the converse also holds.

In this chapter we are principally concerned with row-column designs which are rectangular arrays, each cell of which contains a treatment from $\{1, \ldots, v\}$. Three varieties of row-column designs are of particular significance here.

Youden square designs. Also known as Youden rectangles, these are classical objects in design theory. A Youden rectangle can be defined as a $k \times v$ row-column design such that each treatment appears once in each row of the design and the columns of the design form the blocks of a BIBD.

Generalized Youden designs (GYDs). These were introduced by Kiefer (1958) (although he originally called them generalized Youden squares). A GYD is a $k \times b$ row-column design such that the rows of the design form the blocks of a BBD and, separately, the columns of the design do likewise. Results on the existence and construction of GYDs can be found in Kiefer (1975b), Ruiz and Seiden (1974), Seiden and Wu (1978), Ash (1981) and Kunert and Sailer (2007). We give an example of a GYD with $v=6, k=10, b=15$ obtained in Ash (1981).

| 10 | GYD for $v=6, k=10, b=15$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 | 3 | 4 | 2 |
| 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 1 |
| 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 4 | 1 | 5 |
| 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 1 | 6 | 4 |
| 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 6 | 5 | 3 |
| 6 | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 5 | 2 | 6 |
| 3 | 5 | 1 | 6 | 5 | 4 | 3 | 2 | 1 | 6 | 4 | 2 | 1 | 5 | 3 |
| 6 | 3 | 2 | 1 | 2 | 5 | 1 | 4 | 5 | 4 | 6 | 3 | 5 | 4 | 2 |
| 2 | 1 | 5 | 4 | 6 | 1 | 4 | 3 | 6 | 3 | 2 | 5 | 6 | 2 | 1 |
| 1 | 2 | 4 | 2 | 1 | 3 | 6 | 5 | 4 | 5 | 3 | 6 | 3 | 6 | 4 |

Pseudo Youden designs (PYDs). These were introduced by Cheng (1981b). A PYD is a $k \times k$ row-column design such that the rows and columns of the design, taken together as blocks, form a BBD. The existence and properties of PYDs have been investigated in Cheng (1981b), Cheng (1981a), Ash (1981), McSorley and Phillips
(2007) and Nilson (2011). We give an example of a PYD with $v=9, k=6$ provided in Cheng (1981b). This PYD can also be obtained through Theorem 11.9 of the current chapter.

| PYD for $v=9, k=6$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 7 | 8 | 6 | 9 | 5 |
| 3 | 1 | 2 | 8 | 7 | 9 |
| 2 | 5 | 1 | 3 | 6 | 4 |
| 9 | 3 | 6 | 2 | 5 | 8 |
| 7 | 6 | 9 | 4 | 1 | 3 |
| 5 | 8 | 4 | 7 | 2 | 1 |

These three kinds of row-column designs share the properties that they are optimal in various statistically-desirable senses under the most common set of assumptions for evaluating experimental designs. More formally, under the usual additive and homoscedastic fixed effects two-way heterogeneity model, they are $A$ - and $E$-optimal and, when $v \neq 4$, they are also $D$-optimal. (The optimality is among all $k \times b$ row-column designs on $v$ treatments that allow estimation of all treatment contrasts.) We refer the reader to Shah and Sinha (1989) for an introduction to these concepts along with the appropriate definitions. Kiefer established this optimality for GYDs in Kiefer (1975b), and Cheng (1981b) observed that his proof can be generalized to the case of PYDs. It is crucial to this proof that a particular matrix associated with the relevant design, called the information matrix or $C$-matrix of the design, is completely symmetric. The information matrix for a row-column design is given by

$$
\begin{equation*}
C=R-b^{-1} M M^{T}-k^{-1} N N^{T}+(k b)^{-1} r r^{\prime}, \tag{11.1}
\end{equation*}
$$

where

- $R=\operatorname{diag}\left(r_{1}, r_{2}, \ldots, r_{v}\right)$ and $r=\left(r_{1}, r_{2}, \ldots, r_{v}\right)^{\prime}$ where $r_{i}$ is the number of times that treatment $i$ occurs in the design;
- $M$ is the $v \times k$ treatment-row incidence matrix of the design whose $(i, \ell)$ entry is the number of times treatment $i$ appears in $\ell$ th row of the design;
- $N$ is the $v \times b$ treatment-column incidence matrix of the design whose $(i, \ell)$ entry is the number of times treatment $i$ appears in $\ell$ th column of the design.

Note that the different coefficients of $M M^{T}$ and $N N^{T}$ in (11.1) mean that if we allowed a $k \times b$ design for $b \neq k$ in the definition of PYD, then the information matrix would no
longer necessarily be completely symmetric and the design would not be guaranteed to be optimal.

Here we introduce pseudo generalized Youden designs, which generalize both GYDs and PYDs. A pseudo generalized Youden design (PGYD) is a $k \times b$ row-column design such that
(A1) each treatment appears exactly $k b / v$ times in total;
(A2) each treatment appears $\lfloor b / v\rfloor$ or $\lfloor b / v\rfloor+1$ times in each row, and $\lfloor k / v\rfloor$ or $\lfloor k / v\rfloor+1$ times in each column;
(A3) $k M M^{T}+b N N^{T}$ is completely symmetric, where $M$ is the treatment-row incidence matrix and $N$ is the treatment-column incidence matrix.

In statistical terminology, a PGYD is a row-column design satisfying (A1) and (A2) and where the $k$ rows and $b$ columns, considered together as blocks, form a variance balanced design. For an introduction to variance-balanced block designs with different block sizes, one can refer to Hedayat and Stufken (1989) and references therein.

In view of our comments on the incidence matrix of BBDs it can be seen that every GYD is a PGYD and every PYD is a PGYD. We will show, however, that there are parameter sets $(v, k, b)$ for which a PGYD exists, but neither a GYD nor a PYD does. For some examples of PGYDs, which are non-GYD and non-PYD, one can refer to appendix F. Using the techniques of Kiefer (1975b), it can be seen that PGYDs share the optimality properties of GYDs and PYDs that we discussed. This fact means that, from the perspective of experimental design, our definition of PGYDs is more natural and useful than simply allowing $k \neq b$ in the PYD definition.

In Section 11.2, we obtain necessary conditions, in terms of $v, k$ and $b$, for the existence of a PGYD. In Section 11.3, we construct families of PGYDs using patchwork methods based on affine planes. Using our necessary conditions, we also provide an exhaustive list of admissible parameter sets satisfying $v \leqslant 25, k \leqslant 50, b \leqslant 50$. For each, we establish that a PGYD exists, except for one where we demonstrate non-existence.

### 11.2 Necessary conditions for existence of PGYDs

We first show that condition (A3) of the PGYD definition can be rephrased more combinatorially, in terms of the blocks consisting of the treatments that appear more often in a particular row or column.

Definition 11.1. Let $\mathcal{D}$ be a $k \times b$ row-column design on $v \geqslant 2$ treatments that obeys (A1) and (A2). In what follows, let $k=k^{\prime} v+k^{\prime \prime}$ and $b=b^{\prime} v+b^{\prime \prime}$ where $k^{\prime}=\lfloor k / v\rfloor$, $b^{\prime}=\lfloor b / v\rfloor$ and $k^{\prime \prime}$ and $b^{\prime \prime}$ are non-negative integers. For $u \in\{1, \ldots, k\}$ let $\mathcal{R}_{u}$ be the set of treatments that occur $b^{\prime}+1$ times in row $u$ and for $w \in\{1, \ldots, b\}$ let $\mathcal{C}_{w}$ be the set of treatments that occur $k^{\prime}+1$ times in column $w$. For any two treatments $i, j$ in $\{1, \ldots, v\}$, we define

$$
\begin{aligned}
& \delta_{i j}=\left|\left\{u:\{i, j\} \subseteq \mathcal{R}_{u}\right\}\right| ; \text { and } \\
& \lambda_{i j}=\left|\left\{w:\{i, j\} \subseteq \mathcal{C}_{w}\right\}\right|
\end{aligned}
$$

Let the collection $\left\{\mathcal{R}_{1}, \ldots, \mathcal{R}_{k}\right\}$ be denoted by $\mathcal{D}_{R}$ and the collection $\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{b}\right\}$ be denoted by $\mathcal{D}_{C}$.

Theorem 11.2. Let $\mathcal{D}$ be $a k \times b$ row-column design on $v \geqslant 2$ treatments that obeys (A1) and (A2). Then $\mathcal{D}$ is a PGYD if and only if $k \delta_{i j}+b \lambda_{i j}$ is identical for any two distinct treatments $i$ and $j$.

Proof. Let $M$ and $N$ be the treatment-row and treatment-column incidence matrices of $\mathcal{D}$, respectively. We first consider the diagonal entries of $k M M^{T}+b N N^{T}$. Because each treatment occurs $b^{\prime}+1$ times in exactly $r-k b^{\prime}$ rows and exactly $b^{\prime}$ times in the rest, it can be seen that the diagonal elements of $M M^{T}$ are all equal. Similarly, each treatment occurs $k^{\prime}+1$ times in exactly $r-b k^{\prime}$ columns and exactly $k^{\prime}$ times in the rest, and the diagonal elements of $N N^{T}$ are all equal. Thus the diagonal elements of $k M M^{T}+b N N^{T}$ are all equal.

We now consider the off-diagonal entries of $k M M^{T}+b N N^{T}$. Let $i$ and $j$ be distinct treatments and let $\nu_{z}=\left|\left\{u:\left|\{i, j\} \cap \mathcal{R}_{u}\right|=z\right\}\right|$ for $z \in\{0,1,2\}$. The $(i, j)$ entry in $M M^{T}$ is

$$
\left(b^{\prime}\right)^{2} \nu_{0}+b^{\prime}\left(b^{\prime}+1\right) \nu_{1}+\left(b^{\prime}+1\right)^{2} \nu_{2}=k\left(b^{\prime}\right)^{2}+b^{\prime} \nu_{1}+\left(2 b^{\prime}+1\right) \nu_{2}
$$

where the equality follows because $\nu_{0}=k-\nu_{1}-\nu_{2}$. Because there are exactly $r-k b^{\prime}$ rows in which $i$ occurs $b^{\prime}+1$ times and $r-k b^{\prime}$ rows in which $j$ occurs $b^{\prime}+1$ times,
$\nu_{1}=2\left(r-k b^{\prime}-\nu_{2}\right)$. Also, $\nu_{2}=\delta_{i j}$. Thus, the $(i, j)$ entry in $M M^{T}$ is

$$
2 b^{\prime} r-k\left(b^{\prime}\right)^{2}+\delta_{i j} .
$$

Similarly, it can be established that the $(i, j)$ entry in $N N^{T}$ is

$$
2 k^{\prime} r-b\left(k^{\prime}\right)^{2}+\lambda_{i j}
$$

Thus it can be seen that the off-diagonal elements of $k M M^{T}+b N N^{T}$ are all equal if and only if $k \delta_{i j}+b \lambda_{i j}$ is identical for any two distinct treatments $i$ and $j$.

We can view Theorem 11.2 in terms of edge decompositions of complete multigraphs. The condition of Theorem 11.2 is equivalent to requiring that the collection consisting of $k$-fold complete multigraphs on vertex sets $\mathcal{D}_{R}$ and of $b$-fold complete multigraphs on vertex sets $\mathcal{D}_{C}$ forms a decomposition of an $x$-fold complete multigraph on vertex set $\{1, \ldots, v\}$ for some positive integer $x$.

Our next result provides necessary conditions for the existence of a PGYD.

Theorem 11.3. If there exists $a k \times b P G Y D$ on $v \geqslant 2$ treatments, then the following hold.
(1) $k+b \geqslant v$.
(2) $\frac{k\left(r-k b^{\prime}\right)\left(b^{\prime \prime}-1\right)+b\left(r-b k^{\prime}\right)\left(k^{\prime \prime}-1\right)}{v-1}=t$ is an integer.
(3) There exist $p \geqslant 1$ pairs of non-negative integers $\left(m_{1}, n_{1}\right), \ldots,\left(m_{p}, n_{p}\right)$ such that, for $\ell=1, \ldots, p$,
(i) $k m_{\ell}+b n_{\ell}=t$
(ii) $2 r-2 k b^{\prime}-k \leqslant m_{\ell} \leqslant r-k b^{\prime}$ and $2 r-2 b k^{\prime}-b \leqslant n_{\ell} \leqslant r-b k^{\prime}$.
(4) There exist non-negative integers $z_{1}, \ldots, z_{p}$ such that
(i) $\sum_{\ell=1}^{p} z_{\ell}=\binom{v}{2}$,
(ii) $\sum_{\ell=1}^{p} z_{\ell} m_{\ell}=k\binom{b^{\prime \prime}}{2}$,
(iii) $\sum_{\ell=1}^{p} z_{\ell} n_{\ell}=b\binom{k^{\prime \prime}}{2}$.

Proof. Suppose there exists $k \times b$ PGYD $\mathcal{D}$ on $v \geqslant 2$ treatments. We provide the proofs for each of the conditions (1) - (4) below.

Condition (1): Let $M$ and $N$ be the treatment-row and treatment-column incidence matrices of $\mathcal{D}$, respectively. Elementary linear algebra establishes that $\operatorname{rank}([M \vdots N]) \geqslant$ $\operatorname{rank}\left(k M M^{T}+b N N^{T}\right)$. Since $[M \vdots N]$ is $v \times(k+b)$, it has rank at most $k+b$. Following Dey (1975), since $k M M^{T}+b N N^{T}$ is $v \times v$ and completely symmetric, it has rank $v$. Condition (1) follows. This condition is in fact a necessary condition for the existence of the corresponding variance balanced design with block sizes $k$ and $b$.

Condition (2): This follows from the requirement that $k \delta_{i j}+b \lambda_{i j}$ in Theorem 11.2 is an integer. Let $t=k \delta_{i j}+b \lambda_{i j}$. To find its value, we note that the total number of pairs of treatments in blocks of $\mathcal{D}_{R}$ and $\mathcal{D}_{C}$ are respectively,

$$
\begin{equation*}
\sum_{i<j} \delta_{i j}=k\binom{b^{\prime \prime}}{2} \text { and } \sum_{i<j} \lambda_{i j}=b\binom{k^{\prime \prime}}{2} . \tag{11.2}
\end{equation*}
$$

This is so because in $\mathcal{D}_{R}$ there are $k$ blocks and each block is of size $b^{\prime \prime}$, and in $\mathcal{D}_{C}$ there are $b$ blocks and each block is of size $k^{\prime \prime}$. Therefore, summing over all $\binom{v}{2}$ treatment pairs, we get $\sum_{i<j}\left(k \delta_{i j}+b \lambda_{i j}\right)=\sum_{i<j} t$, which using (11.2) gives

$$
t=\frac{k^{2}\binom{b^{\prime \prime}}{2}+b^{2}\binom{k^{\prime \prime}}{2}}{\binom{v}{2}}=\frac{k\left(r-k b^{\prime}\right)\left(b^{\prime \prime}-1\right)+b\left(r-b k^{\prime}\right)\left(k^{\prime \prime}-1\right)}{v-1} .
$$

Condition (3): Index the distinct pairs in $\left\{\left(\delta_{i j}, \lambda_{i j}\right): 1 \leqslant i<j \leqslant v\right\}$ as $\left(m_{1}, n_{1}\right), \ldots,\left(m_{p}, n_{p}\right)$. Using Condition (2) above, $k m_{\ell}+b n_{\ell}=t$ for $\ell=1, \ldots, p$. From the proof of Theorem 11.2, since $\nu_{2}=\delta_{i j}, \nu_{1}=2\left(r-k b^{\prime}-\nu_{2}\right)=2\left(r-k b^{\prime}-\delta_{i j}\right)$ and $\nu_{0}=k-\nu_{1}-\nu_{2}=k-2 r+2 k b^{\prime}+\delta_{i j}$ must be non-negative, we have $2 r-2 k b^{\prime}-k \leqslant m_{\ell} \leqslant r-k b^{\prime}$ for $\ell=1, \ldots, p$. Similarly, we have $2 r-2 b k^{\prime}-b \leqslant n_{\ell} \leqslant r-b k^{\prime}$ for $\ell=1, \ldots, p$.

Condition (4): Let $z_{\ell}=\left|\left\{(i, j):\left(\delta_{i j}, \lambda_{i j}\right)=\left(m_{\ell}, n_{\ell}\right), 1 \leqslant i<j \leqslant v\right\}\right|, \ell=1, \ldots, p$. It is clear that $\sum_{\ell=1}^{p} z_{\ell}=\binom{v}{2}$. Also, from 11.2,

$$
\sum_{\ell=1}^{p} z_{\ell} m_{\ell}=k\binom{b^{\prime \prime}}{2} \text { and } \sum_{\ell=1}^{p} z_{\ell} n_{\ell}=b\binom{k^{\prime \prime}}{2} .
$$

A $k \times b$ row-column design with $v$ treatments is called regular if $k \equiv 0(\bmod v)$ or $b \equiv 0(\bmod v)$; otherwise it is said to be non-regular. Accordingly, a PGYD with parameters $v, k=k^{\prime} v+k^{\prime \prime}, b=b^{\prime} v+b^{\prime \prime}$ is regular exactly when $k^{\prime \prime}=0$ or $b^{\prime \prime}=0$. A
regular PGYD reduces to a regular GYD, the existence of which depends solely on the existence of a corresponding BIBD Agrawal (1966). Thus, we restrict ourselves to nonregular PGYDs for which $v$ divides neither $k$ nor $b$ (that is, $k^{\prime \prime} \neq 0$ and $b^{\prime \prime} \neq 0$ ). Also, without loss of generality, henceforth assume $k \leqslant b$. In view of the proof of Theorem 11.3 we can give additional necessary conditions for the existence of a PGYD that is not a GYD.

Corollary 11.4. Necessary conditions for the existence of $a k \times b$ non-GYD PGYD with $v$ treatments, in addition to necessary conditions (1) and (2) in Theorem 11.3 are,
(3') $p \geq 2$, in the condition (3), and
(4') at least two of the $z_{\ell}$ 's are non-zero, in the condition (4).

Theorem 11.3 also specialises to give well-known necessary conditions for the existence of a GYD.

Corollary 11.5. Necessary conditions for the existence of $a k \times b$ non-regular GYD with $v$ treatments are,
$\left(1^{\prime}\right) k \geqslant v$ and $b \geqslant v$, and
(2') $k\binom{b^{\prime \prime}}{2} /\binom{v}{2}$ and $b\binom{k^{\prime \prime}}{2} /\binom{v}{2}$ are integers.
The rows of a GYD form a BBD with $k$ blocks and the columns form a BBD with $b$ blocks. Thus, (1') follows from Dey's generalization of Fisher's inequality Dey (1975). Also, (2') follows directly from the condition (4) of Theorem 11.3 since for a GYD exactly one of the $z_{\ell}$ 's should be non-zero.

Remark 11.6. In addition to the necessary conditions for a non-regular GYD as given in Corollary 11.5, additional parametric conditions for the existence of the corresponding BIBDs, as given in Theorem 10.3.1 and Thoerem 16.1.3 of Hall (1998), must also hold.

### 11.3 Construction of PGYDs

The constructions presented in this section are patchwork methods which go back to Kiefer (1975a). These constructions rely heavily on affine planes. For our purposes an affine plane of order $q$ is a BIBD with $q^{2}$ treatments and $q(q+1)$ blocks of size $q$, where
any two treatments appear together in exactly one block. The blocks of such a design can be partitioned into $q+1$ parallel classes each containing $q$ blocks such that any two blocks from the same parallel class are disjoint and any two blocks from different parallel classes intersect in exactly one point. We will use this property frequently. An affine plane of order $q$ is known to exist whenever $q$ is a prime power. We will also sometimes consider complements of affine planes. For a block $B$ of an affine plane on treatment set $V$, let $B^{c}=V \backslash B$ and for a parallel class $\mathcal{P}$ of such a plane, let $\mathcal{P}^{c}=\left\{B^{c}: B \in \mathcal{P}\right\}$.

Lemma 11.7. Let $m$, $n$ and $v$ be positive integers with $n \equiv 0(\bmod v)$, let $\{1, \ldots, v\}$ be a set of $v$ treatments, and let $S_{1}, \ldots, S_{n}$ be m-subsets of $\{1, \ldots, v\}$. If every treatment occurs exactly $m n / v$ times in the collection $\left\{S_{1}, \ldots, S_{n}\right\}$, then there is an $m \times n$ matrix A such that the set of treatments in the wth column of $A$ is $S_{w}$ and each treatment occurs $n / v$ times in each row of $A$.

Proof. Let $G$ be the bipartite graph with parts $\left\{c_{1}, \ldots, c_{n}\right\}$ and $\{1, \ldots, v\}$ such that the set of vertices adjacent to $c_{w}$ is $S_{w}$ for $w \in\{1, \ldots, n\}$. Then $\operatorname{deg}_{G}\left(c_{w}\right)=m$ for $w \in\{1, \ldots, n\}$ and, by our hypothesis, $\operatorname{deg}_{G}(i)=m n / v$ for each $i \in\{1, \ldots, v\}$. By a result of de Werra (1971) the edges of $G$ can be colored with $m$ colours, say $1, \ldots, m$, such that each vertex in $\left\{c_{1}, \ldots, c_{n}\right\}$ is incident with exactly one edge of each color, and each vertex in $\{1, \ldots, v\}$ is incident with exactly $n / v$ edges of each color.

Form $A$ by placing in the $(u, w)$ position the unique element $i$ of $\{1, \ldots, v\}$ such that the edge $c_{w} i$ of $G$ is assigned color $u$. That the set of treatments in the $w$ th column of $A$ is $S_{w}$ follows from the definition of $G$. That each treatment occurs $n / v$ times in each row of $A$ follows from the fact that each vertex in $\{1, \ldots, v\}$ is incident with exactly $n / v$ edges of each color.

This lemma can also be proved using the literature on systems of distinct representatives (see (Ford and Fulkerson, 1958, Theorem 1), for example).

Lemma 11.8. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{q-1}$ and $\mathcal{Q}_{1}, \ldots, \mathcal{Q}_{q-1}$ be parallel classes (not necessarily distinct) of an affine plane of order $q$ such that $\mathcal{P}_{x} \neq \mathcal{Q}_{y}$ for $x, y \in\{1, \ldots, q-1\}$.
(i) For any $x, y \in\{1, \ldots, q-1\}$ there is a $q \times q$ matrix $A$ such that the sets of treatments in the rows of $A$ are the elements of $\mathcal{P}_{x}$ and the sets of treatments in the columns of $A$ are the elements of $\mathcal{Q}_{y}$.
(ii) For any $x \in\{1, \ldots, q-1\}$ there is a $q \times\left(q^{2}-q\right)$ matrix $A$ such that the sets of treatments in the rows of $A$ are the elements of $\mathcal{P}_{x}^{c}$ and the sets of treatments in the columns of $A$ are the elements of $\mathcal{Q}_{1}, \ldots, \mathcal{Q}_{q-1}$.
(iii) There is a $\left(q^{2}-q\right) \times\left(q^{2}-q\right)$ matrix $A$ such that the sets of treatments in the rows of $A$ are the elements of $\mathcal{P}_{1}^{c}, \ldots, \mathcal{P}_{q-1}^{c}$ and the sets of treatments in the columns of $A$ are the elements of $\mathcal{Q}_{1}^{c}, \ldots, \mathcal{Q}_{q-1}^{c}$.

Proof. For $x, y \in\{1, \ldots, q-1\}$, let $\mathcal{P}_{x}=\left\{P_{x, 1}, \ldots, P_{x, q}\right\}$ and let $\mathcal{Q}_{y}=\left\{Q_{y, 1}, \ldots, Q_{y, q}\right\}$.
Case (i): We will show that there exists a $q \times q$ matrix $A$ such that the set of treatments in the $u$ th row of $A$ is $P_{x, u}$ and the set of treatments in the $w$ th column of $A$ is $Q_{y, w}$. Because $x \neq y,\left|P_{x, u} \cap Q_{y, w}\right|=1$ for all $u, w \in\{1, \ldots, q\}$. So $A$ can be obtained by placing the unique element of $P_{x, u} \cap Q_{y, w}$ in the $(u, w)$ position.

Case (ii): As in the proof of (i) there is, for each $y \in\{1, \ldots, q-1\}$, a $q \times q$ matrix $A_{y}$ such that the set of treatments in the $u$ th row of $A_{y}$ is $P_{x, u+y}$ and the set of treatments in the $w$ th column of $A_{y}$ is $Q_{y, w}$ (where the subscripts are considered modulo $q$ ). We take

$$
A=\left[\begin{array}{llll}
A_{1} & A_{2} & \cdots & A_{q-1}
\end{array}\right] .
$$

The set of treatments in the $u$ th row of $A$ is $P_{x, u}^{c}$.
Case (iii): As in the proof of (i) there is, for each $x, y \in\{1, \ldots, q-1\}$, a $q \times q$ matrix $A_{x, y}$ such that the set of treatments in the $u$ th row of $A_{x, y}$ is $P_{x, u+y}$ and the set of treatments in the $w$ th column of $A_{x, y}$ is $Q_{y, w+x}$ (where the subscripts are considered modulo $q$ ). We take

$$
A=\left[\begin{array}{cccc}
A_{1,1} & A_{1,2} & \cdots & A_{1, q-1} \\
A_{2,1} & A_{2,2} & \cdots & A_{2, q-1} \\
\vdots & \vdots & \ddots & \vdots \\
A_{q-1,1} & A_{q-1,2} & \cdots & A_{q-1 . q-1}
\end{array}\right]
$$

The set of treatments in the $u$ th row of $A$ is $P_{x, u^{\prime}}^{c}$ where $u=(x-1) q+u^{\prime}$ and $u^{\prime} \in\{1, \ldots, q\}$. Similarly the set of treatments in the $w$ th column of $A$ is $Q_{y, w^{\prime}}^{c}$ where $w=(y-1) q+w^{\prime}$ and $w^{\prime} \in\{1, \ldots, q\}$.

The following theorem gives us four families of PGYDs based on the residues of $k$ and $b$ modulo $q^{2}$.

Theorem 11.9. Let $q$ be a prime power. There exists $a k \times b$ PGYD with $v=q^{2}$ treatments if
(i) $k \equiv \pm q\left(\bmod q^{2}\right)$;
(ii) $b \equiv \pm q\left(\bmod q^{2}\right)$;
(iii) $k=k^{*} q(q+1)+\frac{b}{\operatorname{gcd}(b, k)} q(q+1-n)$ and $b=b^{*} q(q+1)+\frac{k}{\operatorname{gcd}(b, k)} n q$ for some $n \in\{0, \ldots, q\}$ and non-negative integers $k^{*}$ and $b^{*}$.

Proof. From (i) and (ii) we have $k=k^{\prime} q^{2}+k^{\prime \prime}$ and $b=b^{\prime} q^{2}+b^{\prime \prime}$ where $k^{\prime \prime}, b^{\prime \prime} \in\left\{q, q^{2}-q\right\}$ and $k^{\prime}$ and $b^{\prime}$ are non-negative integers. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{q+1}$ be the parallel classes of an affine plane of order $q$. Let $g=\operatorname{gcd}(b, k)$.

Let $x_{1}, \ldots, x_{k / q}$ be the unique non-decreasing sequence of indices from $\{1, \ldots, q+1\}$ such that each index in $\{1,2, \ldots, n\}$ occurs $k^{*}$ times in the sequence and each index in $\{n+1, \ldots, q+1\}$ occurs $k^{*}+b / g$ times in the sequence. For $u \in\{1, \ldots, k / q\}$, let $\mathcal{R}_{u}=\mathcal{P}_{x_{u}}$ if $b^{\prime \prime}=q$ and $\mathcal{R}_{u}=\mathcal{P}_{x_{u}}^{c}$ if $b^{\prime \prime}=q^{2}-q$. Let $y_{1}, \ldots, y_{b / q}$ be the unique nonincreasing sequence of indices from $\{1, \ldots, q+1\}$ such that each index in $\{1,2, \ldots, n\}$ occurs $b^{*}+k / g$ times in the sequence and each index in $\{n+1, \ldots, q+1\}$ occurs $b^{*}$ times in the sequence. For $w \in\{1, \ldots, b / q\}$, let $\mathcal{C}_{w}=\mathcal{P}_{y_{w}}$ if $k^{\prime \prime}=q$ and $\mathcal{C}_{w}=\mathcal{P}_{y_{w}}^{c}$ if $k^{\prime \prime}=q^{2}-q$.

We will form the required design as

$$
\left[\begin{array}{ll}
W & X \\
Y & Z
\end{array}\right]
$$

where

- $W$ is a $\left(k-k^{\prime \prime}\right) \times\left(b-b^{\prime \prime}\right)$ matrix such that each treatment occurs the same number of times in each row of $W$ and the same number of times in each column of $W$.
- $X$ is a $\left(k-k^{\prime \prime}\right) \times b^{\prime \prime}$ matrix such that the sets of treatments in the rows of $X$ are the elements of $\mathcal{R}_{1}, \ldots, \mathcal{R}_{\left(k-k^{\prime \prime}\right) / q}$ and each treatment occurs $k^{\prime}$ times in each column of $X$.
- $Y$ is a $k^{\prime \prime} \times\left(b-b^{\prime \prime}\right)$ matrix such that the sets of treatments in the columns of $Y$ are the elements of $\mathcal{C}_{1}, \ldots, \mathcal{C}_{\left(b-b^{\prime \prime}\right) / q}$ and each treatment occurs $b^{\prime}$ times in each row of $Y$.
- $Z$ is a $k^{\prime \prime} \times b^{\prime \prime}$ matrix such that the sets of treatments in the rows of $Z$ are the elements of $\mathcal{R}_{\left(k-k^{\prime \prime}\right) / q+1}, \ldots, \mathcal{R}_{k / q}$ and the sets of treatments in the columns of $Z$ are the elements of $\mathcal{C}_{\left(b-b^{\prime \prime}\right) / q+1}, \ldots, \mathcal{C}_{b / q}$.

We will first show that such a design is a PGYD and then show that we can construct matrices $W, X, Y$ and $Z$ with the required properties.

It is clear that such a design obeys (A1) and (A2). So to show the design is a PGYD it suffices, by Theorem 11.2, to show that $k \delta_{i j}+b \lambda_{i j}$ is identical for each pair of distinct treatments $(i, j)$. Let $(i, j)$ be a pair of distinct treatments. Define

$$
\gamma_{i j}= \begin{cases}1, & \text { if } i \text { and } j \text { occur together in a block in } \mathcal{P}_{1} \cup \cdots \cup \mathcal{P}_{n} \\ 0, & \text { if } i \text { and } j \text { occur together in a block in } \mathcal{P}_{n+1} \cup \cdots \cup \mathcal{P}_{q+1}\end{cases}
$$

Note that $i$ and $j$ occur together in $1-\gamma_{i j}$ blocks in $\mathcal{P}_{n+1} \cup \cdots \cup \mathcal{P}_{q+1}$. Note also that $i$ and $j$ occur together in $q-1$ blocks of $\mathcal{P}_{\alpha}^{c}$ if $i$ and $j$ occur together in a block of $\mathcal{P}_{\alpha}$ and $i$ and $j$ occur together in $q-2$ blocks of $\mathcal{P}_{\alpha}^{c}$ otherwise. Then from our construction we can calculate that $\lambda_{i j}$ and $\delta_{i j}$ are as given below.

$$
\begin{gathered}
\lambda_{i j}= \begin{cases}b^{*}+\frac{k}{g} \gamma_{i j}, & \text { if } k^{\prime \prime}=q ; \\
b^{*}\left(q^{2}-q-1\right)+\frac{k}{g}\left(n(q-2)+\gamma_{i j}\right), & \text { if } k^{\prime \prime}=q^{2}-q .\end{cases} \\
\delta_{i j}= \begin{cases}k^{*}+\frac{b}{g}\left(1-\gamma_{i j}\right), & \text { if } b^{\prime \prime}=q ; \\
k^{*}\left(q^{2}-q-1\right)+\frac{b}{g}\left((q+1-n)(q-2)+\left(1-\gamma_{i j}\right)\right), & \text { if } b^{\prime \prime}=q^{2}-q .\end{cases}
\end{gathered}
$$

Considering four cases according to the values of $k^{\prime \prime}$ and $b^{\prime \prime}$, it is easy to check that the value of $k \delta_{i j}+b \lambda_{i j}$ is independent of $\gamma_{i j}$. Hence $k \delta_{i j}+b \lambda_{i j}$ is identical for each pair of distinct treatments $(i, j)$ and the design is a PGYD.

We now show that we can construct matrices $W, X, Y$ and $Z$ with the required properties. It is easy to form $W$ by tiling $q^{2} \times q^{2}$ latin squares. Because each treatment appears once in each parallel class and appears $q-2$ times in the complement of each parallel class, and because $b-b^{\prime \prime} \equiv 0\left(\bmod q^{2}\right)$, Lemma 11.7 can be used to construct a matrix $Y$ with the required properties. Similarly, by applying Lemma 11.7 and taking a transpose, a matrix $X$ with the required properties can be constructed. Finally, Lemma 11.8 yields a matrix $Z$ with the required properties provided that the sets $\left\{x_{\left(k-k^{\prime \prime}\right) / q+1}, \ldots, x_{k / q}\right\}$ and $\left\{y_{\left(b-b^{\prime \prime}\right) / q+1}, \ldots, y_{b / q}\right\}$ are disjoint. We complete the proof by establishing this claim.

When $k^{\prime \prime}=b^{\prime \prime}=q,\left\{y_{b / q}\right\}=\{1\}$ and $\left\{x_{k / q}\right\}=\{q+1\}$. When $b^{\prime \prime}=q$ and $k^{\prime \prime}=q^{2}-q$, $\left\{y_{b / q}\right\}=\{1\}$ and $\left\{x_{\left(k-k^{\prime \prime}\right) / q+1}, \ldots, x_{k / q}\right\} \subseteq\{3, \ldots, q+1\}$. When $b^{\prime \prime}=q^{2}-q$ and $k^{\prime \prime}=q$,
$\left\{x_{k / q}\right\}=\{q+1\}$ and $\left\{y_{\left(b-b^{\prime \prime}\right) / q+1}, \ldots, y_{b / q}\right\} \subseteq\{1, \ldots, q-1\}$. In each of these cases the claim is true, so we may assume that $b^{\prime \prime}=k^{\prime \prime}=q^{2}-q$ and $q \neq 2$. We consider two cases according to whether $b=k$.

Suppose first that $k \neq b$. We are assuming $k \leqslant b$ without loss of generality, so $k<b$. Then

$$
g=q \operatorname{gcd}\left(b^{\prime} q+q-1, k^{\prime} q+q-1\right)=q \operatorname{gcd}\left(b^{\prime} q+q-1,\left(b^{\prime}-k^{\prime}\right) q\right) \leqslant q\left(b^{\prime}-k^{\prime}\right) \leqslant b^{\prime} q,
$$

where the last equality follows because $\left(b^{\prime}-k^{\prime}\right) q=\left(b^{\prime} q+q-1\right)-\left(k^{\prime} q+q-1\right)$ and the first inequality follows because $\operatorname{gcd}\left(b^{\prime} q+q-1, q\right)=1$. So we have $b / g \geqslant\left(b^{\prime} q^{2}+q^{2}-q\right) /\left(b^{\prime} q\right)>q$. Thus $\left\{x_{\left(k-k^{\prime \prime}\right) / q+1}, \ldots, x_{k / q}\right\}=\{q+1\}$. Obviously $\left\{y_{\left(b-b^{\prime \prime}\right) / q+1}, \ldots, y_{b / q}\right\} \subseteq\{1, \ldots, q-1\}$, and the claim follows.

Now suppose that $k=b$. Then it follows from (iii) that $k=b=b^{*} q(q+1)+n q$ where $n \in\{0,(q+1) / 2\}$. So, because $b \equiv-q\left(\bmod q^{2}\right), b^{*} \equiv q-n-1(\bmod q)$. Thus, it must be the case that $n=0$ and $b^{*} \geqslant 2$ or that $n=(q+1) / 2$ and $b^{*} \geqslant 1$ or that $n=(q+1) / 2$, $b^{*}=0$ and $q=3$. In each of these cases it can be verified that $\left\{y_{\left(b-b^{\prime \prime}\right) / q+1}, \ldots, y_{b / q}\right\} \subseteq$ $\{1, \ldots,\lfloor(q+1) / 2\rfloor\}$ and $\left\{x_{\left(k-k^{\prime \prime}\right) / q+1}, \ldots, x_{k / q}\right\} \subseteq\{\lceil(q+3) / 2\rceil, \ldots, q+1\}$.

Theorem 11.9 produces a PYD when $k=b$. In this case it must be that $n=0$ or $n=(q+1) / 2$. Cheng's construction in Theorem 2.2 of Cheng (1981b) necessarily requires that $b \equiv q\left(\bmod q^{2}\right)$ and produces designs for parameter sets covered by Theorem 11.9 . However, Theorem 11.9 also produces PYDs for parameter sets not covered by Theorem 2.2 of Cheng (1981b). In particular, it does so when $b \equiv-q\left(\bmod q^{2}\right)$, as stated in the following corollary.

Corollary 11.10. Let $q$ be a prime power and $a$ be a positive integer. Then an $\left(a q^{2}-\right.$ $q) \times\left(a q^{2}-q\right) P Y D$ with $q^{2}$ treatments exists
(i) when $q$ is odd and $a \equiv-1\left(\bmod \frac{q+1}{2}\right)$; and
(ii) when $q$ is even and $a \equiv-1(\bmod q+1)$.

Remark 11.11. Theorem 11.9 gives a GYD when $n=0$ and Corollary 11.10 gives a GYD when $a \equiv-1(\bmod q+1)$.

It appears harder to analyze when Theorem 11.9 can be applied with $n \neq 0$ and $b \neq k$ so as to produce a PGYD which is not a GYD or PYD. Instead we present Table 11.1
which, for $q \leqslant 8$, lists the parameter sets of such designs obeying $k \leqslant b \leqslant v^{2}$ (there are no such parameter sets for $q \in\{2,3,8\}$ ). For $q=9$ such a listing would be too lengthy and we instead list those obeying $k \leqslant b \leqslant v^{2} / 3$. It appears we obtain a wider variety of parameter sets when $q$ is a perfect square.

Table 11.1: Parameter sets of non-GYD non-PYD PGYDs given by Theorem 11.9 for $q \leqslant 8$ and $k \leqslant b \leqslant v^{2}$ and for $q=9$ and $k \leqslant b \leqslant v^{2} / 3$

| $k$ | $b$ | $n$ | $k$ | $b$ | $n$ | $k$ | $b$ | $n$ | $k$ | $b$ | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | 36 | 4 | 405 | 495 | 3 | 924 | 1428 | 4 | 234 | 1872 | 8 |
| 28 | 196 | 4 |  |  |  | 924 | 2100 | 4 | 396 | 2178 | 6 |
| 36 | 108 | 2 |  |  |  | 1428 | 2100 | 4 | 819 | 1287 | 9 |
| 44 | 132 | 3 |  |  |  | 1820 | 2100 | 4 | 819 | 1953 | 9 |
| 52 | 156 | 4 |  |  |  |  |  |  | 882 | 1386 | 2 |
| 68 | 204 | 1 |  |  |  |  |  | 1224 | 1368 | 6 |  |
| 76 | 228 | 2 |  |  |  |  | 1368 | 2016 | 6 |  |  |
| 84 | 132 | 4 |  |  |  |  |  | 1386 | 2178 | 6 |  |
| 84 | 252 | 3 |  |  |  |  |  | 1449 | 1953 | 9 |  |
| 108 | 204 | 4 |  |  |  |  |  | 1872 | 2016 | 8 |  |
| 156 | 228 | 4 |  |  |  |  |  |  |  |  |  |
| 196 | 252 | 4 |  |  |  |  |  |  |  |  |  |

We now present a simple method of obtaining a non-GYD PYD from a PYD that is a GYD and has a particular additional property.

Theorem 11.12. Let $\mathcal{D}$ be a $k \times k G Y D$ with $v$ treatments, of the form

$$
\left[\begin{array}{ll}
W & X \\
Y & Z
\end{array}\right]
$$

where $W$ is $v k^{\prime} \times v k^{\prime}$ and is formed by tiling latin squares of order $v, Z$ is $k^{\prime \prime} \times k^{\prime \prime}$, and each treatment occurs $k^{\prime}$ times in each column of $X$ and $k^{\prime}$ times in each row of $Y$. If there is a pair of treatments that occur together in the columns of $Z$ a different number of times from in the rows of $Z$, then the design $\mathcal{D}^{*}$ formed from $\mathcal{D}$ by replacing $Z$ with $Z^{T}$ is a PYD that is not a GYD.

Proof. Using the logic of Theorem 11.2, it follows that in the GYD $\mathcal{D}$ each pair of distinct treatments $(i, j)$ appears $\mu$ times in the rows of $\left[X^{T} \vdots Z^{T}\right]^{T}$ and $\mu$ times in the columns of $[Y \vdots Z]$ for some positive integer $\mu$.

Let $(i, j)$ be a pair of distinct treatments. Say $(i, j)$ appears $\delta_{i j}^{Z}$ times in the rows of $Z$ and $\lambda_{i j}^{Z}$ times in the columns of $Z$. So $(i, j)$ appears $\left(\mu-\delta_{i j}^{Z}\right)$ times in the rows of $X$ and $\left(\mu-\lambda_{i j}^{Z}\right)$ times in the columns of $Y$. Then $\mathcal{D}^{*}$ has the form

$$
\left[\begin{array}{cc}
W & X \\
Y & Z^{T}
\end{array}\right]
$$

and $(i, j)$ appears $\mu-\delta_{i j}^{Z}+\lambda_{i j}^{Z}$ times in the rows of $\left[X^{T} \vdots Z\right]^{T}$ and $\mu-\lambda_{i j}^{Z}+\delta_{i j}^{Z}$ times in the columns of $\left[Y \vdots Z^{T}\right]$. So, in $\mathcal{D}^{*}, k \lambda_{i j}+k \delta_{i j}=k\left(\mu-\lambda_{i j}^{Z}+\delta_{i j}^{Z}+\mu-\delta_{i j}^{Z}+\lambda_{i j}^{Z}\right)=2 k \mu$.

Thus, in $\mathcal{D}^{*}, k \lambda_{i j}+k \delta_{i j}$ is identical for any pair $(i, j)$ of distinct treatments, and $\mathcal{D}^{*}$ is a PYD by Theorem 11.2. However, by our hypotheses, there is some pair $(i, j)$ of distinct treatments that appears $\delta_{i j}^{Z}$ times in the rows of $Z$ and $\lambda_{i j}^{Z}$ times in the columns of $Z$ where $\delta_{i j}^{Z} \neq \lambda_{i j}^{Z}$. So, using our arguments above, $\lambda_{i j} \neq \delta_{i j}$ in $\mathcal{D}^{*}$ because $\mu-\delta_{i j}^{Z}+\lambda_{i j}^{Z} \neq \mu-\lambda_{i j}^{Z}+\delta_{i j}^{Z}$. Therefore, $\mathcal{D}^{*}$ is not a GYD.

Remark 11.13. Any GYD with $k=b$ constructed according to the proof of Theorem 11.9 will satisfy the conditions of Theorem 11.12. To see this, note that in the proof of Theorem 11.9, $1 \in\left\{y_{\left(k-k^{\prime \prime}\right) / q+1}, \ldots, y_{k / q}\right\}$ but $1 \notin\left\{x_{\left(b-b^{\prime \prime}\right) / q+1}, \ldots, x_{b / q}\right\}$. It follows that any pair of treatments that appears in a block in $\mathcal{P}_{1}$ will appear more often in the columns of $Z$ than in the rows of $Z$.

Ash (1981) gave constructions of GYDs for all parameter sets satisfying $v \leqslant 25, k \leqslant$ $b \leqslant 50$ and the conditions of Corollary 11.5 with two exceptions. For $(v, k, b)=$ $(15,21,35)$ a GYD is known not to exist by Remark 11.6. For $(v, k, b)=(25,40,40)$ it is not known whether a GYD exists, but Ash provides a PYD. Consequently a PGYD exists trivially for all of Ash's parameter sets except $(15,21,35)$, and in these cases we turn our attention to whether there exists a non-GYD PGYD. Table 11.2 lists these parameter sets together with whether a non-GYD PGYD is known to exist or not exist. The parameters in Table 11.2 where a non-GYD PGYD exists can be obtained from Theorem 11.9 and Theorem 11.12 (see Remark 11.13 ), except for $(8,14,28),(8,28,28),(9,24,48)$ and $(10,36,45)$. However, a non-GYD PGYD for $(8,28,28)$ can be obtained by applying Theorem 11.12 to the GYD for $(8,28,28)$ provided in Ash (1981) and a non-GYD PGYD for $(9,24,48)$ is provided in the appendix $F$. The special statuses of $(15,21,35)$ and $(25,40,40)$ are marked in Table 11.2 by an asterisk $\left(^{*}\right)$ and an exclamation (!), respectively.

There are seven parameter sets in the range $v \leqslant 25, k \leqslant b \leqslant 50$ that satisfy the conditions of Theorem 11.2 but not those of Corollary 11.5. For all of these a PGYD
exists. These parameter sets are listed in Table 11.3 together with the condition of Corollary 11.5 they violate and references to constructions of corresponding PGYDs. Other than two non-GYD PGYDs for $(8,20,50)$ and $(18,12,48)$ provided in the appendix F. the constructions for the non-GYD PGYDs follow from Theorem 11.9 .

Table 11.2: Existence of non-GYD PGYDs for parameter sets satisfying $v \leqslant 25, k \leqslant b \leqslant$ 50 and the conditions of Corollary 11.5

| $v$ | $k$ | $b$ | Non-GYD PGYD? |  | $v$ | $k$ | $b$ | Non-GYD PG | GYD? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 6 | 6 | Yes: Theorem | 11.12 | 8 | 28 | 28 | Yes: Theorem | 11.12 |
| 4 | 6 | 18 | No: Corollary | 11.4 ( $3^{\prime}$ ) | 8 | 28 | 42 | No: Corollary | 11.4 (4) |
| 4 | 6 | 30 | No: Corollary | 11.4 ( $3^{\prime}$ ) | 9 | 12 | 12 | Yes: Theorem | 11.12 |
| 4 | 6 | 42 | No: Corollary | 11.4 (3') | 9 | 12 | 24 | No: Corollary | 11.4 (4) |
| 4 | 18 | 18 | Yes: Theorem | 11.12 | 9 | 12 | 48 | No: Corollary | 11.4 (3') |
| 4 | 18 | 30 | No: Corollary | 11.4 (4') | 9 | 24 | 24 | Yes: Theorem | 11.12 |
| 4 | 18 | 42 | No: Corollary | 11.4 (3') | 9 | 24 | 48 | Yes: appendix | F |
| 4 | 30 | 30 | Yes: Theorem | 11.12 | 9 | 48 | 48 | Yes: Theorem | 11.12 |
| 4 | 30 | 42 | No: Corollary | 11.4 (4') | 10 | 15 | 36 | No: Corollary | 11.4 (3) |
| 4 | 42 | 42 | Yes: Theorem | 11.12 | 10 | 18 | 45 | No: Corollary | 11.4 (3') |
| 6 | 10 | 15 | No: Corollary | 11.4 (3') | 10 | 36 | 45 | Unknown |  |
| 6 | 10 | 45 | No: Corollary | 11.4 (3') | 12 | 33 | 44 | No: Corollary | 11.4 (3') |
| 6 | 15 | 20 | No: Corollary | 11.4 (4') | $15^{*}$ | 21 | 35 | No: Corollary | 11.4 ( $4^{\prime}$ ) |
| 6 | 15 | 40 | No: Corollary | 11.4 (3') | 15 | 35 | 42 | No: Corollary | 11.4 (3') |
| 6 | 15 | 50 | No: Corollary | 11.4 ( $3^{\prime}$ ) | 16 | 20 | 20 | Yes: Theorem | 11.12 |
| 6 | 20 | 45 | No: Corollary | 11.4 ( $3^{\prime}$ ) | 21 | 30 | 35 | No: Corollary | 11.4 (4) |
| 6 | 40 | 45 | No: Corollary | 11.4 (3') | 25 | 30 | 30 | Yes: Theorem | 11.12 |
| 6 | 45 | 50 | No: Corollary | 11.4 (4') | 25 ! | 40 | 40 | Yes: Ash |  |
| 8 | 14 | 28 | Unknown |  |  |  |  |  |  |

Table 11.3: Existence of non-GYD PGYDs for parameter sets satisfying $v \leqslant 25, k \leqslant b \leqslant$ 50 but failing the conditions of Corollary 11.5

| $v$ | $k$ | $b$ | GYD? |  | Non-GYD PGYD? |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 20 | 50 | No: Corollary | 11.5 ( $2^{\prime}$ ) | Yes: appendix |  |  |
| 9 | 6 | 6 | No: Corollary | 11.5 (1') | Yes: Cheng, | heorem | 11.9 |
| 9 | 30 | 30 | No: Corollary | 11.5 (2') | Yes: Cheng, | Theorem | 11.9 |
| 9 | 42 | 42 | No: Corollary | 11.5 (2') | Yes: Theorem | 11 |  |
| 16 | 12 | 36 | No: Corollary | 11.5 (1') | Yes: Theoerm | 11.9 |  |
| 18 | 12 | 48 | No: Corollary | 11.5 ( $1^{\prime}$ ) | Yes: appendix |  |  |
| 25 | 45 | 45 | No: Corollary | 11.5 ( $2^{\prime}$ ) | Yes: Theorem | 11.9 |  |

## Chapter 12

## Summary and future work

In this thesis, we have worked on solving important problems in the areas of optimal design theory, discrete choice experiments, supersaturated designs, coverings and Youden designs. In what follows, we provide concluding remarks and discuss possible future work in these areas.

### 12.1 Summary

### 12.1.1 Discrete Choice Experiments

Discrete choice experiments have gained importance over the last few years because of their use in studying people's preferences in a wide range of industries such as marketing, transportation economics, health economics, environmental economics and public economics. The responses in these studies are usually discrete or qualitative choices. Being a relatively new area of study from a statistical perspective, there are a lot of open problems in the area. Several authors have worked in this area and fantastic surveys are available by Street-Burgess and Großmann-Schwabe (Street and Burgess, 2007, Großmann and Schwabe, 2015). One of the biggest challenges is to keep the number of choice sets as small as possible while still being able to achieve the best possible results. For a major part of this thesis, we have worked on choice experiments. Throughout the thesis, we have worked on solving this problem of reducing the number of choice sets under various choice experiment setups including the estimation of either main-effects or main-effects plus two-factor interaction effects. We now give a chapter-wise summary for the work
done in this thesis.

### 12.1.1.1 Chapter 2

For two-level paired choice experiments, we have obtained a simple form of the information matrix of a choice design for estimating the main effects, and provided $D$ - and $M S$-optimal paired choice designs with distinct choice sets under the main effects model for any number of choice sets. The $D$ - and $M S$-optimal two-level paired choice designs found in this chapter provide solutions in situations where, for every $N \not \equiv 0(\bmod 4)$, the information matrix of an optimal exact design is different from the information matrix of the optimal approximate design, for which the corresponding exact optimal design was not previously available. This work complements previous work giving optimal exact designs only for $N \equiv 0(\bmod 4)$. Thus experimenters can now use optimal designs for any number of choice sets $N$. It is also shown that the optimal designs under the main effects model are also optimal under the broader main effects model. From a statistical perspective we have established that one should prefer optimal paired choice designs to choice designs with $m=3$ or $m=5$. This also assists in achieving the desired quality of response through reduced choice set size.

### 12.1.1.2 Chapter 3

Traditionally, while using designs for discrete choice experiments, every respondent is shown the same collection of choice pairs (that is, the choice design). Also, as the attributes and/or the number of levels under each attribute increases, the number of choice pairs in an optimal paired choice design increases rapidly. Moreover, in the literature under the utility-neutral setup, random subsets of the theoretically obtained optimal designs are often allocated to respondents. The question therefore is whether one can do better than a random allocation of subsets. To address these concerns, in the linear paired comparison model (or, equivalently the multinomial logit model), we first incorporate the fixed respondent effects (also referred to as the block effects) and then obtain optimal designs for the parameters of interest. Our approach is simple and theoretically tractable, unlike other approaches which are algorithmic in nature. We present several constructions of optimal block designs for estimating main effects or main plus two-factor interaction effects. Our results show when and how an optimal design for the model without blocks
can be split into blocks so as to retain the optimality properties under the block model.

### 12.1.1.3 Chapter 4

In this chapter, for paired choice designs, two new construction methods are also proposed for the estimation of the main effects. These designs require about $30-50 \%$ fewer choice pairs than the existing designs and at the same time have reasonably high $D$-efficiencies for the estimation of the main effects. Since, for $v=2,3$, the number of choice pairs involved is not very large, it may be preferable to use optimal designs for such cases. However, as the number of levels increases, the number of choice pairs in an optimal design increases rapidly, and thus, it is preferable to use efficient designs with fewer choice pairs. The significant gain through the reduced number of choice pairs compensates for the marginal loss in $D$-efficiency.

### 12.1.1.4 Chapter 5

In this chapter, for paired choice designs with all factors having 3 levels, we have obtained a sharper lower bound to the $A$ - and $D$-values for estimating the main effects under the utility-neutral multinomial logit model in the cases where number of choice pairs $N$ is not necessarily a multiple of 3 . New $A$ - and $D$-optimal (and efficient) designs are also provided. The $D$-optimal designs under effects coding are also $A$ - and $D$-optimal under orthonormal contrasts. However, under effects coding, $A$-optimal designs are usually not $D$-optimal, even if $N$ is a multiple of three; for example the design $a_{(2,6)}$. The example $a_{(2,6)}$ illustrates the need for more work to understand whether one should recommend $A$-optimal designs for orthonormal contrasts or one should recommend $A$-optimal designs under effects coding.

### 12.1.1.5 Chapter 6

Considering three-level paired choice designs for estimating all the main effects and twofactor interaction effects under the utility-neutral multinomial logit model, we have provided a general technique involving generators to reduce the number of choice pairs in a $D$-optimal design. Generators are identified allowing significant reduction in the total number of choice pairs for $D$-optimal designs. We have also given several examples of generators for the practical $k$ 's.

### 12.1.1.6 Chapter 7

For two-level choice experiments with $k$ factors, we consider a model involving the main plus all two-factor interaction effects with our interest lying in the estimation of the main effects and a specified set of two-factor interaction effects. The two-factor interaction effects of interest are either (i) one factor interacting with each of the remaining $n-$ 1 factors or (ii) each of the two factors interacting with each of the remaining $n-2$ factors. There are no general results on the optimal choice designs for estimating main plus specified two-factor interaction effects in the choice design literature, though Street and Burgess (2007) highlighted the problem by giving a few examples. One could argue that the optimal designs available for estimating main effects and all two-factor interactions could be used for this specific problem because of a lack of theoretical results. However, when one increases the number of parameters of interest (especially 2-factor interactions), theoretically obtained optimal designs usually have a large number of choice sets. Under our model, we have provided theoretical results characterizing optimal designs for any $m$. However, we provide optimal design constructions for more practical values of $m$, i.e., $m=3$ and $m=4$. The case for $m=2$ still remains a relevant open problem unless one uses large designs that are optimal for estimating main and all two-factor interactions as obtained by Street and Burgess (2007). As a way forward, one can possibly extend this work to factors with asymmetric levels. One could also consider other sets of specified two-factor interaction effects as indicated in Dey and Suen (2002).

### 12.1.1.7 Chapter 8

The author-groups Street-Burgess and Huber-Zwerina have adopted different approaches and used seemingly different information matrices under the multinomial logit model. The information matrix plays a crucial role for finding optimal designs in both approaches. Since the expressions for the relevant matrices look very different and it is not obvious how the two approaches are related, this has given rise to some confusion in the literature. We resolved this confusion by showing, in general, how the information matrices under the two approaches are related. There had also been some confusion regarding the inference parameters expressed as linear functions of the utility parameter vector $\tau$. We theoretically established a unified approach to discrete choice experiments and introduce the general inference problem in terms of a simple linear function of $\tau$. This allowed us
to show that the commonly used effects coding under the $A$-criterion for the non-singular full-rank inference problem inherently attaches unequal importance to the elementary contrasts of attribute levels. On the contrary, we see that the orthonormal coding leads to attaching equal importance to the elementary contrasts of attribute levels. However, for a singular full-rank inference problem involving the full set of effects-coded parameters, we showed that the orthonormal coding provides an equivalent approach to obtain $A$-optimal designs.

### 12.1.2 Supersaturated Designs

In supersaturated designs, the $E\left(s^{2}\right)$ optimality criterion was proposed by Booth and Cox (1962). Jones and Majumdar (2014) proposed the $U E\left(s^{2}\right)$ optimality criterion. In this thesis (Chapter 9), we have compared the advantages of the two criteria and proposed methods for compromising between the two. Minimizing $U E_{d}\left(s^{2}\right)$ alone produces a large class of $U E\left(s^{2}\right)$-optimal designs that require secondary criteria to discriminate. An arbitrary $U E\left(s^{2}\right)$-optimal design may have poor projection properties. We have proposed secondary criteria to identify good $U E\left(s^{2}\right)$-optimal designs. A smaller value of $S S$ along with minimum $Q$ are common features of many $U E\left(s^{2}\right)$-optimal designs with good projection properties. Although no simple surrogate criterion is expected to always produce the best design, we have seen that minimizing $S S$ followed by minimizing $Q$ is an effective way of getting $U E\left(s^{2}\right)$-optimal designs with good projection properties. We have also provided easy constructions of superior $U E\left(s^{2}\right)$-optimal designs that are almost as efficient as $E\left(s^{2}\right)$-optimal designs. Alongside, we have also identified several families of designs that are both $E\left(s^{2}\right)$ - and $U E\left(s^{2}\right)$-optimal.

### 12.1.3 Coverings

We have seen the definition of a coverings in Chapter 10. To recall, for positive integers $t$, $v, k$ and $\lambda$ with $t<k<v$, a $t-(v, k, \lambda)$ covering is an incidence structure $(V, \mathcal{B})$ such that $|V|=v,|B|=k$ for all $B \in \mathcal{B}$, and each $t$-subset of $V$ is contained in at least $\lambda$ blocks in $\mathcal{B}$. The covering number $C_{\lambda}(v, k, t)$ is the minimum number of blocks in any $t-(v, k, \lambda)$ covering. In the area of coverings, it is of crucial importance to find a lower bound on the covering number. We have obtained an improved lower bound for $t$-coverings and
we have also obtained infinite families of coverings attaining our lower bounds (Horsley and Singh, 2018). For these families, our lower bound is an improvement over the best available lower bounds. We also found an infinite family where our bound is tight, that is, there exists a $t-(v, k, \lambda)$ covering attaining our bound.

### 12.1.4 Pseudo generalized Youden designs

In Chapter 11, we have seen that in the area of row column designs, Kiefer (1958) introduced generalized Youden designs (GYDs) for eliminating heterogeneity in two directions. A GYD is a row-column design whose $k$ rows form a balanced block design (BBD) and whose $b$ columns do likewise. Later Cheng (1981b) introduced pseudo Youden designs (PYDs) in which $k=b$ and where the $k$ rows and the $b$ columns, considered together as blocks, form a BBD. In our work (Das et al. 2018) (Chapter 11), we have introduced and investigated pseudo generalized Youden designs (PGYDs) which generalise both GYDs and PYDs. We have obtained necessary conditions for the existence of a PGYD and have constructed families of PGYDs based on affine planes. We have also provided an exhaustive list of parameter sets satisfying $v \leqslant 25, k \leqslant 50, b \leqslant 50$ for which a PGYD exists.

### 12.2 Future work

Discrete choice experiments are studied under a generalized linear model where the responses are non-normal and therefore, the designs are dependent on the unknown parameters of the fitted model. In this thesis, we have mostly obtained theoretically $D$-optimal designs under the indifference assumption wherein designs are not dependent on the unknown parameters. This has been done to obtain theoretical results in the area. However, another important and interesting sub-area of research in choice experiments forgoes this indifference assumption. This is usually done with the help of Bayesian experiments. My future research will not only involve generalizing the results in this thesis to other well known optimality criteria but will also include obtaining Bayesian optimal designs for many of the practical situations inspired by the work carried out by Peter Goos, Roselinde Kessels, etc. (Kessels et al. 2006; Kessels, Goos and Vandebroek, 2008). A few open problems are also mentioned in Section 12.1.1.4, 12.1.1.6, and 12.1.1.7.

In the area of supersaturated designs, we will work on finding a lower bound for the $S S$ criterion we defined for $U E\left(s^{2}\right)$ - optimal designs (Chapter 9), and on constructing designs achieving this lower bound. We have already been working on this front and we will soon be able to present it in a manuscript form. Further works in this area will also be discussed in the said manuscript.

In the area of coverings, we have worked on improving the lower bounds for $t$ coverings using lessons learned from the lower bounds for 2-coverings. Whether these methods can be extended to generalized covering designs is an area for future work. There are several other problems posed in Bailey et al. (2011) on generalized covering designs. Therefore, in future work, we would like to generalize the results in this thesis to generalized covering designs and solve some of the problems posed in the paper.

In future research on PGYDs, we may try to obtain PGYDs for the parameter sets (given in Chapter 11) for which a non-GYD PGYD is unknown, for example for parameters $v=8, k=14, b=28$. This will help in closing the gaps of the unavailable designs for a larger range of parameter sets. We can also try to construct tables as in Chapter 11 for a larger range of $v$ so as to understand the missing designs and to obtain a general construction for the same, if possible.

## Appendix A

## Additional Material for Chapter 3

This appendix provides some additional details for the Chapter 3.
Design for Example $3.3 k=3, v_{1}=2, v_{2}=3, v_{3}=4, b=1, N=s=72$.

| $(000,111)$ | $(000,222)$ | $(000,333)$ | $(100,211)$ | $(100,322)$ | $(100,033)$ | $(020,131)$ | $(020,313)$ | $(120,302)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(001,112)$ | $(001,223)$ | $(001,330)$ | $(101,212)$ | $(101,323)$ | $(101,030)$ | $(021,132)$ | $(021,310)$ | $(121,303)$ |
| $(002,113)$ | $(002,220)$ | $(002,331)$ | $(102,213)$ | $(102,320)$ | $(102,031)$ | $(022,133)$ | $(022,311)$ | $(122,300)$ |
| $(003,110)$ | $(003,221)$ | $(003,332)$ | $(103,210)$ | $(103,321)$ | $(103,032)$ | $(023,130)$ | $(023,312)$ | $(123,301)$ |
| $(010,121)$ | $(010,232)$ | $(010,303)$ | $(110,221)$ | $(110,332)$ | $(110,003)$ | $(020,202)$ | $(120,231)$ | $(120,013)$ |
| $(011,122)$ | $(011,233)$ | $(011,300)$ | $(111,222)$ | $(111,333)$ | $(111,000)$ | $(021,203)$ | $(121,232)$ | $(121,010)$ |
| $(012,123)$ | $(012,230)$ | $(012,301)$ | $(112,223)$ | $(112,330)$ | $(112,001)$ | $(022,200)$ | $(122,233)$ | $(122,011)$ |
| $(013,120)$ | $(013,231)$ | $(013,302)$ | $(113,220)$ | $(113,331)$ | $(113,002)$ | $(023,201)$ | $(123,230)$ | $(123,012)$ |

Lemma A.1. A necessary and sufficient condition for $\tilde{C}_{M}=C_{M}$ to hold is that for each block and each attribute, the frequency distribution of the levels of the attribute are same for the two options.

Proof. Let $P_{M j}=\left(\left(P_{j}\right)_{1}^{\prime} \cdots\left(P_{j}\right)_{t}^{\prime} \cdots\left(P_{j}\right)_{b}^{\prime}\right)^{\prime}$ where $\left(P_{j}\right)_{t}$ represents $P_{M j}$ for the $t$ th block. Then the condition $W^{\prime} P_{M}=0$ is equivalent to the condition $1^{\prime}\left(P_{1}\right)_{t}=1^{\prime}\left(P_{2}\right)_{t}, t=1, \ldots, b$. Let $\left(P_{j}\right)_{t}=\left(\left(P_{j}\right)_{t}^{1} \cdots\left(P_{j}\right)_{t}^{w} \cdots\left(P_{j}\right)_{t}^{k}\right)$ where $\left(P_{j}\right)_{t}^{w}$ is of order $s \times\left(v_{w}-1\right)$ and represents $\left(P_{j}\right)_{t}$ for the $w$ th attribute. Therefore for $t=1, \ldots, b$, if $1^{\prime}\left(P_{1}\right)_{t}=1^{\prime}\left(P_{2}\right)_{t}$, then $1^{\prime}\left(P_{1}\right)_{t}^{w}=$ $1^{\prime}\left(P_{2}\right)_{t}^{w}$ for every $w$ and $t$. Now, since the $i$ th column of $\left(P_{j}\right)_{t}^{w}$ provides frequency of level $i$ and level $v_{w}$ in the $w$ th attribute of the $j$ th option in the $t$ th block, therefore, $1^{\prime}\left(P_{1}\right)_{t}^{w}=1^{\prime}\left(P_{2}\right)_{t}^{w}$ implies that the frequency of each of the levels of attribute $w$ is same in the two options among the $s$ choice pairs in block $t$.

The converse follows by noting that if for each block and each attribute, the frequency distribution of the levels of the attribute are same for the two options, then $1^{\prime}\left(P_{1}\right)_{t}=$
$1^{\prime}\left(P_{2}\right)_{t}$ for every $t$.

Proof of Theorem 3.1. The proof follows as a special case of Lemma A.1.

Proof of Theorem 3.2. Under the linear paired comparison model, a design $d$ optimally estimates the main effects if $C_{M}=\operatorname{diag}\left(C_{(1)}, \ldots, C_{(k)}\right)$ (see Großmann and Schwabe (2015)) where $C_{(i)}=z_{i}\left(I_{v_{i}-1}+J_{v_{i}-1}\right)$ with $z_{i}=2 N /\left(v_{i}-1\right), i=1, \ldots, k$. This implies that $C_{M}$ normalized by number of pairs would attain an optimal structure if $C_{(i)}=$ $z_{i}\left(I_{v_{i}-1}+J_{v_{i}-1}\right)$ with $z_{i}=2 /\left(v_{i}-1\right), i=1, \ldots, k$.

Since the $O A+G$ method of construction entails adding generators to the orthogonal array of strength $t,(t \geq 2)$, the off-diagonal elements of $P_{M}^{\prime} P_{M}$ corresponding to two different attributes is zero since under each level of the first attribute, all the levels of the second attribute occur equally often. Also, since in an orthogonal array, under each column (attribute) the levels are equally replicated, to establish that each $C_{(i)}$ attains an optimal structure of the form $z_{i}\left(I_{v_{i}-1}+J_{v_{i}-1}\right)$, it is enough to show that normalized $P_{M}^{\prime} P_{M}$ corresponding to a paired choice design with one attribute, say at $v$ levels, attains the structure $z\left(I_{v-1}+J_{v-1}\right)$, where $z=2 /(v-1)$.

Without loss of generality, we consider only $v$ choice pairs for a typical attribute since under each column, the $n$ rows of the orthogonal array involves $v$ symbols each replicated $n / v$ times. While using the generator $g_{j}$, let $P_{1}^{0}, P_{2}^{j}$ be the $v \times(v-1)$ effects-coded matrix for the main effects for the first and second options, respectively, corresponding to any one attribute at $v$ levels. When $h>1$, note that $P_{M}$ is the collection of different matrices generated out of the corresponding $\left\{P_{1}^{0}, P_{2}^{j}\right\}, j=1 \ldots, h$ of choice pairs. For notational simplicity, we denote $P_{1}^{0}$ by $P_{0}$ and $P_{2}^{j}$ by $P_{j}, j=1, \ldots, v-1$. Also, note that $1^{\prime} P_{j}=0$ and $\sum_{j=0}^{v-1} P_{j}=0$.

Consider the information matrix $P_{M}^{\prime} P_{M}$ normalized for $v$ even. $v(v-1) P_{M}^{\prime} P_{M}=$ $\sum_{j=1}^{v-1}\left(P_{0}-P_{j}\right)^{\prime}\left(P_{0}-P_{j}\right)=\sum_{j=1}^{v-1}\left(P_{0}^{\prime} P_{0}+P_{j}^{\prime} P_{j}-P_{0}^{\prime} P_{j}-P_{j}^{\prime} P_{0}\right)=\sum_{j=1}^{v-1}\left\{2\left(I_{v-1}+J_{v-1}\right)\right\}-$ $P_{0}^{\prime}\left(\sum_{j=1}^{v-1} P_{j}\right)-\left(\sum_{j=1}^{v-1} P_{j}^{\prime}\right) P_{0}=\left\{2(v-1)\left(I_{v-1}+J_{v-1}\right)\right\}-P_{0}^{\prime}\left(-P_{0}\right)-\left(-P_{0}^{\prime}\right) P_{0}=2\{(v-$ 1) $\left.\left(I_{v-1}+J_{v-1}\right)\right\}+2 P_{0}^{\prime} P_{0}=2 v\left(I_{v-1}+J_{v-1}\right)$. Thus, for $v$ even, $h=v-1$ generators of the type $g_{j}=1, \ldots, v-1$ leads to the optimal structure of normalized $P_{M}^{\prime} P_{M}$.

For $v$ odd, we note that, if say, $m$ th row of $P_{0}$ corresponds to the level $i$, then the $m$ th row of $P_{v-j}$ corresponds to the level $i-j(\bmod v)$. Similarly, if say, $l$ th row of $P_{j}$ corresponds to the level $i$, then the $l$ th row of $P_{0}$ corresponds to the level $i-j$
$(\bmod v)$. This makes the $l$ th row of $P_{j}$ and $P_{0}$ same as the $m$ th row of $P_{0}$ and $P_{v-j}$ for every two rows $l \neq m=1, \ldots, v$. Therefore, for $v$ odd, $P_{j}^{\prime} P_{0}=P_{0}^{\prime} P_{v-j}$. Now, $v(v-1) / 2 P_{M}^{\prime} P_{M}=\sum_{j=1}^{(v-1) / 2}\left(P_{0}-P_{j}\right)^{\prime}\left(P_{0}-P_{j}\right)=\sum_{j=1}^{(v-1) / 2}\left(P_{0}^{\prime} P_{0}+P_{j}^{\prime} P_{j}-P_{0}^{\prime} P_{j}-P_{j}^{\prime} P_{0}\right)=$ $\sum_{j=1}^{(v-1) / 2}\left\{2\left(I_{v-1}+J_{v-1}\right)\right\}-\sum_{j=1}^{(v-1) / 2}\left(P_{0}^{\prime} P_{j}+P_{j}^{\prime} P_{0}\right)=(v-1)\left(I_{v-1}+J_{v-1}\right)-\sum_{j=1}^{(v-1) / 2}\left(P_{0}^{\prime} P_{j}+\right.$ $\left.P_{0}^{\prime} P_{v-j}\right)=(v-1)\left(I_{v-1}+J_{v-1}\right)-P_{0}^{\prime} \sum_{j=1}^{(v-1) / 2}\left(P_{j}+P_{v-j}\right)=(v-1)\left(I_{v-1}+J_{v-1}\right)-P_{0}^{\prime} \sum_{j=1}^{v-1} P_{j}=$ $(v-1)\left(I_{v-1}+J_{v-1}\right)-P_{0}^{\prime}\left(-P_{0}\right)=v\left(I_{v-1}+J_{v-1}\right)$. Thus, for $v$ odd, $h=(v-1) / 2$ generators of the type $g_{j}=1, \ldots,(v-1) / 2$ leads to the optimal structure of normalized $P_{M}^{\prime} P_{M}$.

Proof of Theorem 3.5. For a given $O A\left(n_{1}, k+1, v_{1} \times \cdots \times v_{k} \times \delta, 2\right)$, corresponding to the $k$ attributes at levels $v_{i}, i=1, \ldots, k$, let $d_{1}$ be the design constructed through $O A+G$ method using $h=\operatorname{lcm}\left(v_{1}, \ldots, v_{k}\right)$ generators. Then $d_{1}$ with parameters $k, v_{1}, \ldots, v_{k}$, $b=1, s=h n_{1}$ is an optimal paired choice design. From $d_{1}$, the choice pairs obtained through each of the $h$ generators constitute a block of size $n_{1}$. This is true since $n_{1}$ rows of a block form the orthogonal array in the first option and, with labels re-coded through the generator, in the second option and hence the conditions in Theorem 3.1 are satisfied.

Finally, we use the $\delta$ symbols of the $(k+1)$ th column of the orthogonal array for further blocking giving a paired choice block design $d_{2}$ with parameters $k, v_{1}, \ldots, v_{k}$, $b=h \delta, s=n_{1} / \delta$. This is true since for every attribute in each of the blocks so formed, each of the $v_{i}$ levels occurs equally often under $i$ th attribute and hence by Theorem 3.1, $d_{2}$ is optimal in $\mathcal{D}_{k, b, s}$.

Proofs for Theorem 3.7 and Theorem 3.9 require a result from Dey (2009) that is given below.

Lemma A. 2 (Dey (2009)). Consider $v(v-1) / 2$ combinations involving $v$ levels taken two at a time. Then, for $v$ odd, the combinations can be grouped into $(v-1) / 2$ replicates each comprising $v$ combinations. The groups are $\{(i, v-2-i),(i+1, v-1-i), \ldots,(i+$ $v-1, v-2-(i-(v-1)))\}$ and the levels are reduced modulo $v ; i=0, \ldots,(v-3) / 2$.

Proof of Theorem 3.7. Theorem 3 of Graßhoff et al. (2004) states that from $m(\geq k)$ rows of a Hadamard matrix $H_{m}$ of order $m$, an optimal paired choice design $d_{3}$ with parameters $k, v, b=1, s=m v(v-1) / 2$ is constructed using the $v(v-1) / 2$ combinations of $v$ levels taken two at a time. From every row of $\left\{H_{m},-H_{m}\right\}, v(v-1) / 2$ choice pairs are obtained by replacing ' 1 ' in the row by the first column of the combinations and ' -1 ' in the row by the second column of the combinations. If $v$ is odd, then $(v-1) / 2$ is an
integer and the $v(v-1) / 2$ combinations can be arranged in rows such that each of the two columns have every level appearing equally often. Such an arrangement is always possible and follows from systems of distinct representatives. Therefore, corresponding to each of the rows of $\left\{H_{m},-H_{m}\right\}$, using $v(v-1) / 2$ choice pairs as a block, a paired choice block design with parameters $k, v, b=m, s=v(v-1) / 2$ is obtained which, following Theorem 3.1 is optimal. Now for $v$ odd, from Dey (2009), $v(v-1) / 2$ combinations involving $v$ levels taken two at a time can be grouped into $(v-1) / 2$ replicates each comprising $v$ combinations. Therefore, the blocks generated by each row of $H_{m}$ can be further broken into $(v-1) / 2$ blocks each of size $v$, which gives us $d_{4}$.

Proof of Theorem 3.9. Construction 3.2 of Demirkale, Donovan and Street (2013) uses an $O A\left(n_{2}, k+1, v^{k} \times v_{k+1}, 2\right)$ with $v_{k+1}=n_{2} / v$ and forms $v_{k+1}$ parallel sets each having $v$ rows. Then, an optimal paired choice design with parameters $k, v, b=1, s=v_{k+1}\binom{v}{2}$ is constructed using the $v(v-1) / 2$ combinations of $v$ numbers $\{1, \ldots, v\}$ taken two at a time. Let $\{i, j\}$ be a typical row. Then, for each such row of size two, corresponding rows $i$ and $j$ from each of the $v_{k+1}$ parallel sets are chosen to form the choice pairs of the optimal paired choice design $d_{6}$. Again as earlier, for $v$ odd, the $v(v-1) / 2$ combinations can be arranged in rows such that each of the two columns have every number appearing equally often. Considering the $v(v-1) / 2$ choice pairs, obtained from a parallel set, as a block, we get the paired choice block design with parameters $k, v, b=v_{k+1}, s=v(v-1) / 2$ which is optimal in $\mathcal{D}_{k, b, s}$. Further proof follows on the same lines as the proof of Theorem 3.7 by treating the pairs generated by each parallel set as blocks.

Proof of Theorem 3.10. Theorem 4 of Graßhoff et al. (2004) uses an $O A\left(n_{3}, k+1, m_{1} \times\right.$ $\left.\cdots \times m_{k} \times \delta, 2\right)$ with $m_{i}=v_{i}\left(v_{i}-1\right) / 2$ for some odd $v_{i}$ to construct an optimal paired choice design $d_{7}$ with parameters $k, v_{i}, \ldots, v_{k}, b=1, s=n_{3}$. This method involves a oneone mapping between $m_{i}$ levels of orthogonal array to the $v_{i}\left(v_{i}-1\right) / 2$ combinations on $v_{i}$ symbols. For a combination $\{i, j\}$ corresponding to a symbol of an orthogonal array, the first option in a pair is obtained by replacing $i$ in place of that symbol and the second option has $j$ in the corresponding position. Then, similar to construction of Theorem [3.9, using the $\delta(\geq 1)$ symbols of the $(k+1)$ th column of the orthogonal array for blocking gives us an optimal paired choice block design $d_{8}$ with parameters $k, v_{i}, \ldots, v_{k}, b=\delta, s=n_{3} / \delta$. Note that this method is applicable only for odd $v_{i}$ since for even $v_{i}$, it is not possible to
arrange $v_{i}\left(v_{i}-1\right) / 2$ combinations in a position-balanced manner.

Proof of Theorem 3.11. From Theorem 3.1, for each of the $h$ generators, a paired choice design using the $O A+G$ method of construction is optimal under the broader main effects block model if $P_{M}^{\prime} P_{I}=0$.

For a given generator, to show that $P_{M}^{\prime} P_{I}=0$, it suffices to show that the inner product of the columns of $P_{M}$ corresponding to the $m$ th main effect and the columns of $P_{I}$ corresponding to the two-factor interaction effect of $i$ th and $j$ th attribute is zero. Using an $O A\left(n_{1}, k, v_{1} \times \cdots \times v_{k}, 3\right)$ in the $O A+G$ method of construction, we establish the result through the following two cases.

Case (i) $m=i$ : In an orthogonal array of strength 2 , each of the $v_{i} v_{j}$ combinations occur equally often $n_{1} /\left(v_{i} v_{j}\right)$ times as rows. Therefore, since the paired choice design is based on the orthogonal array, for showing that $P_{M}^{\prime} P_{I}=0$, it suffices to show that $P_{M}^{\prime} P_{I}=0$ for one of the $n_{1} /\left(v_{i} v_{j}\right)$ sets of $v_{i} v_{j}$ rows of the type $(i, j) ; i=0, \ldots, v_{i}-$ $1 ; j=0, \ldots, v_{j}-1$. For such $v_{i} v_{j}$ rows, note that $P_{M y},(y=1,2)$, corresponding to the $j$ th attribute, can be partitioned into $v_{i}$ sets $P_{M y(j)}$ each of $v_{j}$ distinct rows. Then, $1^{\prime} P_{M y(j)}=0$. Let $P_{I y}$ corresponding to the $i$ th attribute fixed at level $i_{l}\left(i_{l}=0, \ldots, v_{i}-1\right)$ and the $j$ th attribute taking $v_{j}$ distinct levels be represented by $P_{I y(i, j)}$. Then, the columns of $P_{I y\left(i_{i j}\right)}$ are multiples of either $P_{M y(j)}$ or $0_{v}$. Therefore, $1^{\prime} P_{I y\left(i_{i j}\right)}=0$ for $y=1,2$.

Let $P_{M}$ corresponding to the $i$ th attribute at level $i_{l}$ be represented by $X_{i_{l}}$. Then, $X_{i_{l}}=1 x_{i_{l}}^{\prime}$ where $x_{i_{l}}^{\prime}$ is a row vector of size $v_{i}-1$. Therefore, $P_{M}^{\prime} P_{I}=\sum_{i_{l}=0}^{v_{i}-1} X_{i_{l}}^{\prime}\left(P_{I 1\left(i_{l} j\right)}-\right.$ $\left.P_{I 2\left(i_{l} j\right)}\right)=\sum_{i_{l}=0}^{v_{i}-1} x_{i_{l}}\left(1^{\prime} P_{I 1\left(i_{\imath} j\right)}-1^{\prime} P_{I 2\left(i_{i} j\right)}\right)=0$.

Case (ii) $m \neq i$ : In an orthogonal array of strength 3 , each of the $v_{i} v_{j} v_{m}$ combinations occur equally often $n_{1} /\left(v_{m} v_{i} v_{j}\right)$ times as rows. Therefore, as in Case (i), for showing that $P_{M}^{\prime} P_{I}=0$, it suffices to show that $P_{M}^{\prime} P_{I}=0$ for one of the $n_{1} /\left(v_{m} v_{i} v_{j}\right)$ sets of $v_{m} v_{i} v_{j}$ rows of the type $(m, i, j) ; m=0, \ldots, v_{m}-1 ; i=0, \ldots, v_{i}-1 ; j=0, \ldots, v_{j}-1$.

For such $v_{m} v_{i} v_{j}$ rows, note that $P_{I y},(y=1,2)$, corresponding to the $i$ th and $j$ th attribute, can be partitioned into $v_{m}$ sets $P_{I y(i j)}$ each of $v_{i} v_{j}$ distinct rows. Therefore, $1^{\prime} P_{I y(i j)}=0$ for $y=1,2$, since from Case (i), $1^{\prime} P_{I y\left(i_{i j}\right)}=0$ for the $i$ th attribute at level $i_{l}$.

Finally, since for the $m$ th attribute at level $m_{l}\left(m_{l}=0, \ldots, v_{m}-1\right)$, the $v_{i} v_{j}$ combinations under attributes $i$ and $j$ occur equally often, therefore $P_{M}^{\prime} P_{I}=\sum_{m_{l}=0}^{v_{m}-1} X_{m_{l}}^{\prime}\left(P_{I 1(i j)}-\right.$ $\left.P_{I 2(i j)}\right)=\sum_{m_{l}=0}^{v_{m}-1} x_{m_{l}}\left(1^{\prime} P_{I 1(i j)}-1^{\prime} P_{I 2(i j)}\right)=0$.

Proof of Theorem 3.14. From Lemma A.1, $W^{\prime} P_{M}=0$ if and only if for each attribute under the choice pairs having foldover in the second option of a choice pair, the level $l$ $(l=0,1)$ appears equally often in both the options in every block and thus, the frequency of the pair $(1,0)$ is same as the frequency of the pair $(0,1)$ under every attribute in each block.

Let $P_{I}=\left(Y_{1}^{\prime} \cdots Y_{t}^{\prime} \cdots Y_{b}^{\prime}\right)^{\prime}$ where $Y_{t}$ is the $s \times k(k-1) / 2$ matrix corresponding to the $t$ th block. With $\left(P_{I j}\right)_{t}$ representing $P_{I j}$ for the $t$ th block, $Y_{t}=\left(P_{I 1}\right)_{t}-\left(P_{I 2}\right)_{t}$. Then, the condition $W^{\prime} P_{I}=0$ is equivalent to the condition $1^{\prime}\left(P_{I 1}\right)_{t}=1^{\prime}\left(P_{I 2}\right)_{t}$ for every $t=1, \ldots, b$. Consider $\left(P_{I j}\right)_{t}=\left(\left(P_{I j}\right)_{t}^{12} \cdots\left(P_{I j}\right)_{t}^{l m} \cdots\left(P_{I j}\right)_{t}^{(k-1) k}\right)$ where $\left(P_{I j}\right)_{t}^{l m}$ is of order $s \times 1$ and represents $\left(P_{I j}\right)_{t}$ for the two-factor interaction between the $l$ th and the $m$ th attribute. Therefore, the necessary and sufficient condition for $1^{\prime}\left(P_{I 1}\right)_{t}=1^{\prime}\left(P_{I 2}\right)_{t}$ is that $1^{\prime}\left(P_{I 1}\right)_{t}^{l m}=1^{\prime}\left(P_{I 2}\right)_{t}^{l m}$ for every $l$ and $m$.

In the $t$ th block, for the choice pairs where either both the attributes have a foldover in the second option or both do not have a foldover in the second option, the corresponding rows in $\left(P_{I 2}\right)_{t}^{l m}$ are same as the corresponding rows in $\left(P_{I 1}\right)_{t}^{l m}$.

However, for the pairs in which one attribute has a foldover in the second option and another does not have foldover in the second option, the corresponding rows in $\left(P_{I 2}\right)_{t}^{l m}$ are negative of the corresponding rows in $\left(P_{I 1}\right)_{t}^{l m}$. In such a case, $1^{\prime}\left(P_{I 1}\right)_{t}^{l m}=1^{\prime}\left(P_{I 2}\right)_{t}^{l m}$ if and only if $1^{\prime}\left(P_{I 1}\right)_{t}^{l m}=-1^{\prime}\left(P_{I 2}\right)_{t}^{l m}=0$. Now, $1^{\prime}\left(P_{I 1}\right)_{t}^{l m}=0$ if and only if the frequency of the pairs from the set $\{(01,00),(01,11),(10,00),(10,11)\}$ is same as the frequency of the pairs from the set $\{(00,01),(00,10),(11,01),(11,10)\}$ under the $l$ th and the $m$ th attribute.

Proof of Theorem 3.15. In steps (iii)-(iv), corresponding to an element $f$ of $F$, make the first set of $2^{\alpha-1} 2^{k-\alpha-2}=2^{k-3}$ blocks having choice pairs $\left(a b, a^{\prime} b\right),\left(a b^{\prime}, a^{\prime} b^{\prime}\right),\left(a^{\prime} c, a c\right)$, $\left(a^{\prime} c^{\prime}, a c^{\prime}\right)$. Similarly, following the steps (iii)-(iv), we make an additional set of $2^{k-3}$ blocks having choice pairs $\left(a c, a^{\prime} c\right),\left(a c^{\prime}, a^{\prime} c^{\prime}\right),\left(a^{\prime} b, a b\right),\left(a^{\prime} b^{\prime}, a b^{\prime}\right)$. Note that each of the constructed blocks satisfy conditions (i) and (ii) of Theorem 3.14. This gives rise to a total of $2^{k-2}$ sets of blocks each of size 4 . The way we have constructed the choice pairs in steps (iii)-(iv), it follows that the collection of first option in the $2^{k}$ choice pairs forms a complete factorial having $2^{k}$ combinations. Furthermore, the additional set of $2^{k-3}$ blocks, in the construction, is identical to the first set of $2^{k-3}$ blocks. Accordingly, we retain only the first set of $2^{k-3}$ blocks. This gives rise to a total of $2^{k-1}$ choice pairs divided into $2^{k-3}$
blocks each of size 4. Therefore, step (v) gives an optimal paired choice block design $d_{2}^{I}$ with parameters $k, v=2, s=4, b$ where $b=2^{k-3}\binom{k}{q}$ for $k$ odd and $b=2^{k-3}\binom{k+1}{q+1}$ for $k$ even.

## Appendix B

## Additional Material for Chapter 5

This appendix contains some extra details about Chapter 5 .

Proof of Theorem 5.3. First we give a proof of $\operatorname{trace}\left(M_{d}^{-1}\right) \geq \sum_{p=1}^{k} \operatorname{trace}\left(M_{d p p}^{-1}\right)$.
Let for $k=2$, the $2 \times 2$ partitioned matrix $M$ is $M=\left[\begin{array}{ll}M_{11} & M_{12} \\ M_{21} & M_{22}\end{array}\right]$. Then $M^{-1}=$ $\left[\begin{array}{cc}\left(M_{11}-M_{12} M_{22}^{-1} M_{21}\right)^{-1} & -M_{11}^{-1} M_{12}\left(M_{22}-M_{21} M_{11}^{-1} M_{12}\right)^{-1} \\ -M_{22}^{-1} M_{21}\left(M_{11}-M_{12} M_{22}^{-1} M_{21}\right)^{-1} & \left(M_{22}-M_{21} M_{11}^{-1} M_{12}\right)^{-1}\end{array}\right]$. Since $M_{12} M_{22}^{-1} M_{21}$ is non-negative definite, $\left(M_{11}-M_{12} M_{22}^{-1} M_{21}\right) \leq M_{11}$ and therefore $\left(M_{11}-M_{12} M_{22}^{-1} M_{21}\right)^{-1} \geq$ $M_{11}^{-1}$. Similarly, $\left(M_{22}-M_{21} M_{11}^{-1} M_{12}\right)^{-1} \geq M_{22}^{-1}$. Therefore, $\operatorname{trace}\left(M^{-1}\right)=\operatorname{trace}\left(M_{11}-\right.$ $\left.M_{12} M_{22}^{-1} M_{21}\right)^{-1}+\operatorname{trace}\left(M_{22}-M_{21} M_{11}^{-1} M_{12}\right)^{-1} \geq \operatorname{trace}\left(M_{11}^{-1}\right)+\operatorname{trace}\left(M_{22}^{-1}\right)$.

Using the principle of induction, let the relationship holds for $t=k-1$ or that $\operatorname{trace}\left(M^{-1}\right) \geq \sum_{p=1}^{t} \operatorname{trace}\left(M_{p p}^{-1}\right)$.

Now, the relation for $t=k$ can be proved considering one block matrix (say, $M_{11}$ ) consisting of $k-1$ blocks and $M_{22}$ being the last block and proceeding in the similar way as for $2 \times 2$ partitioned matrices.

Finally, using Lemma 5.1, the proof follows.

Proof of Theorem 5.5. First, we give a proof of $\operatorname{det}\left(M_{d}^{-1}\right) \geq \prod_{p=1}^{k} \operatorname{det}\left(M_{d p p}^{-1}\right)$ by induction. Let for $k=2$, the $2 \times 2$ partitioned matrix $M$ is $M=\left[\begin{array}{ll}M_{11} & M_{12} \\ M_{21} & M_{22}\end{array}\right]$. Then $\operatorname{det}(M)=\operatorname{det}\left(M_{11}\right) \operatorname{det}\left(M_{22}-M_{21} M_{11}^{-1} M_{12}\right) \leq \operatorname{det}\left(M_{11}\right) \operatorname{det}\left(M_{22}\right)$ since $M_{21} M_{11}^{-1} M_{12}$ is non-negative definite. Therefore, $\operatorname{det}\left(M^{-1}\right) \geq \operatorname{det}\left(M_{11}^{-1}\right) \operatorname{det}\left(M_{22}^{-1}\right)$. Let the relationship hold for $t=k-1$ or that $\operatorname{det}\left(M^{-1}\right) \geq \prod_{p=1}^{t} \operatorname{det}\left(M_{p p}^{-1}\right)$.

Now, the relation for $t=k$ can be proved considering one block matrix (say, $M_{11}$ ) consisting of $k-1$ blocks and $M_{22}$ being the last block and proceeding in the similar way as for $2 \times 2$ partitioned matrices.

Finally, using Lemma 5.4, the proof follows.

Designs as discussed in Chapter 5

$$
a d_{(2,4)}=\left(\begin{array}{cc}
20, & 01 \\
21, & 10 \\
12, & 00 \\
02, & 11
\end{array}\right) \quad a d_{(2,5)}=\left(\begin{array}{cc}
00, & 22 \\
01, & 10 \\
02, & 11 \\
11, & 20 \\
12, & 21
\end{array}\right) \quad a_{(2,6)}=\left(\begin{array}{cc}
21, & 02 \\
20, & 11 \\
22, & 10 \\
11, & 00 \\
12, & 01 \\
01, & 10
\end{array}\right)
$$

$$
\operatorname{ad}_{(3,7)}=\left(\begin{array}{cc}
211, & 022 \\
222, & 000 \\
202, & 121 \\
220, & 112 \\
101, & 010 \\
110, & 001 \\
011, & 100
\end{array}\right) \quad d_{(2,8)}=\left(\begin{array}{cc}
21, & 00 \\
01, & 22 \\
10, & 21 \\
12, & 20 \\
20, & 11 \\
01, & 12 \\
02, & 11 \\
10, & 02
\end{array}\right)
$$

$$
a_{(2,9)}=\left(\begin{array}{cc}
22, & 01 \\
20, & 02 \\
21, & 12 \\
22, & 10 \\
11, & 00 \\
11, & 00 \\
10, & 01 \\
11, & 00 \\
01, & 10
\end{array}\right) \quad a_{(2,9)}^{+}=\left(\begin{array}{cc}
00, & 11 \\
00, & 12 \\
00, & 21 \\
01, & 12 \\
01, & 20 \\
02, & 10 \\
02, & 20 \\
10, & 21 \\
11, & 22
\end{array}\right)
$$

## Appendix C

## Additional Material for Chapter 6

This appendix contains some extra details about Chapter 6.

Proof of Theorem 6.1. The proof of Theorem 6.1 is immediate from the following Lemma C.1, C. 2 and C.3. Lemma C. 1 talks about the off-diagonal entries of the information matrix. Lemma C. 2 and C. 3 talks about the diagonal blocks for main effects matrix and the two-factor interaction effects matrix, respectively.

Lemma C.1. If a paired choice design is constructed by adding generators to orthogonal array $O A\left(n, 3^{k}, 4\right)$, then
(i) $X^{T} X$ and $Y^{T} Y$ are block diagonal matrices with blocks of size two and four, respectively;
(i) $X^{T} Y=0$.

Proof. Note that for an factor with three levels, the only possible generators are 0,1 or 2. Now, for a design with one factor sum of the rows of the main effects matrix $X$ is zero as long as 0,1 and 2 appear equally often in the first part of a paired choice design and that the generators are either $G_{1}=0, G_{1}=1$ or $G_{1}=2$. Similarly, for a design with two factors, sum of the rows of the two-factor interaction effects matrix $Y$ is zero as long as each of the 9 pairs $00,01,01,10,11,12,20,21$ and 22 appear equally often in the first part of a paired choice design and that the generators are either of the following 9 generators, $G_{1}=00, G_{1}=01, G_{1}=02, G_{1}=10, G_{1}=11, G_{1}=12, G_{1}=20, G_{1}=21$ or $G_{1}=22$.

Since a strength four orthogonal array is a strength 2 orthogonal array as well, our construction method implies that for any two factors, each of the 9 combinations appear equally often. Therefore, for each 0 in one factor of the first part of the pair, each of 0,1 and 2 appear in another factor of the first part of the pair. Then, whatever the generator maybe, the sum of three rows of $X$ for second factor is 0 . Similar thing hold for 1 and 2 in that factor of the first part of the pair. Therefore, the off-diagonal blocks corresponding to $X^{T} X$ are zero matrices. Similarly, for $Y^{T} Y$, since for each of the 9 combinations for two factors, the other two factors would have all 9 combinations appearing equally often making the sum of the rows of corresponding $Y$ as 0 . Since these will happen for any set of 4 factors of $Y$, we get off-diagonal blocks of $Y^{T} Y$ as 0 .

Case (ii) can also be proved on the similar lines by using strength 3 properties of an the staring orthogonal array.

The construction methods given in Chapter 6 are $O A+G$ methods and the starting orthogonal array is $O A\left(n, 3^{k}, 4\right)$. Therefore, from Lemma C. 1 (i), one can write $X^{T} X$ as a block diagonal matrix with $k$ blocks corresponding to each of the $k$ factors, such that $X^{T} X=\operatorname{diag}\left(\left(X^{T} X\right)_{1}, \ldots,\left(X^{T} X\right)_{\ell}, \ldots,\left(X^{T} X\right)_{k}\right)$ where $\ell$ th block $\left(X^{T} X\right)_{\ell}$ corresponds to $\ell$ th factor. Similarly, $Y^{T} Y$ is a block diagonal matrix with $\binom{k}{2}$ blocks such that $Y^{T} Y=$ $\operatorname{diag}\left(\left(Y^{T} Y\right)_{12}, \ldots,\left(Y^{T} Y\right)_{\ell m}, \ldots,\left(Y^{T} Y\right)_{(k-1) k}\right)$ where $\ell m$ th block $\left(X^{T} X\right)_{\ell m}$ corresponds to a two-factor interaction between $\ell$ th and $m$ th factors.

Lemma C.2. In an $O A+G$ method, starting from an $O A\left(n, 3^{k}, 4\right)$, let a paired choice design be constructed using $\binom{k}{t}$ distinct generators such that each of the generators has non 0s in all possible $t$ positions and 0s in remaining $k-t$ positions. Then each block in $X^{T} X$ has the structure $h_{1}(t) M_{2}$.

Proof. Firstly, note that a paired choice design using $\binom{k}{t}$ distinct generators along with an orthogonal array of size $n$ has a total of $N=n\binom{k}{t}$ choice pairs. It is easy to see that for each of the factor, $\binom{k-1}{t}$ generators are 0s and remaining generators $\binom{k}{t}-\binom{k-1}{t}=\frac{t}{k}\binom{k}{t}$ are non 0 s . Therefore, the number of contributing generators is $\frac{t}{k}\binom{k}{t}$.

It is easy to see that for $\ell$ th factor, paired choice design generated using any non 0 generator gives $X^{T} X$ corresponding to the $\ell$ th factor as $\left(X^{T} X\right)_{\ell}=n\left(I_{2}+J_{2}\right)$. To see this, for $\ell$ th factor, let $X_{1}=\left(\begin{array}{lll}X_{11}^{T} & \ldots X_{1 u}^{T}\end{array}\right)^{T}$ where $n=3 u$ and $X_{1 w}, w=1, \ldots, u$ is a $3 \times 2$ matrix with rows being some permutation of the three rows: $(10),\left(\begin{array}{l}0\end{array}\right)$ and
$\left(\begin{array}{ll}-1 & -1\end{array}\right)$. Without loss of generality we assume that $X_{1 w}=\left[\begin{array}{cc}1 & 0 \\ 0 & 1 \\ -1 & -1\end{array}\right]$. Using $g_{1 \ell}=1$, we get $X_{2 w}=\left[\begin{array}{cc}0 & 1 \\ -1 & -1 \\ 1 & 0\end{array}\right]$ and using $g_{1 \ell}=2$, we get $X_{2 w}=\left[\begin{array}{cc}-1 & -1 \\ 1 & 0 \\ 0 & 1\end{array}\right]$. It is then easy to see that for $i$ th factor $X_{w}^{T} X_{w}=3\left(I_{2}+J_{2}\right)$ where $X_{w}=X_{1 w}-X_{2 w}$. Therefore, $\left(X^{T} X\right)_{\ell}=n\left(I_{2}+J_{2}\right)$.

Hence, by counting the total number of generators and their contribution, we get that $\left(X^{T} X\right)_{\ell}=n \frac{t}{k}\binom{k}{t}\left(I_{2}+J_{2}\right)=N \frac{t}{k}\left(I_{2}+J_{2}\right)$.

Lemma C.3. In an $O A+G$ method, starting from an $O A\left(n, 3^{k}, 4\right)$, let a paired choice design be constructed using $\binom{k}{t}$ distinct generators such that each of the generators has non 0 s in all possible $t$ positions and 0s in remaining $k-t$ positions. Additionally, for any two factors, all the generators (rows) with both non 0 entry should be such that they can be clubbed in several groups of two generators of the type $\{(11,12),(11,21),(22,21),(22,12)\}$. Then, each block in $Y^{T} Y$ has the structure $h_{2}(t) M_{2} \otimes M_{2}$.

Proof. Firstly, note that a paired choice design using $\binom{k}{t}$ distinct generators along with an orthogonal array of size $n$ has a total of $N=n\binom{k}{t}$ choice pairs. It is easy to see that for any two factors $\ell$ and $m$, there are
(a) $\binom{k-2}{k-t}$ generators such that generators for both $\ell$ th and $m$ th factors are non-zero;
(b) $\binom{k-2}{t}$ generators such that generators for both $\ell$ th and $m$ th factors are zero;
(c) $\binom{k}{t}-\binom{k-2}{t}-\binom{k-2}{k-t}$ generators such that generators for $\ell$ th factor is zero and $m$ th factor is non-zero or vice-versa.

We now see the contribution from each of these types of generators to $\left(Y^{T} Y\right)_{\ell m}$. For $\ell$ th and $m$ th factor, note that since $Y_{1}$ will have effects-coding corresponding to each of the $3^{2}$ factor-level combinations occurring equally often, we can write $Y_{1}=\left(\begin{array}{l}Y_{11}^{T} \ldots Y_{1 u}^{T}\end{array}\right)^{T}$ where $n=9 u$ and $Y_{1 w}, w=1, \ldots, u$ is a $9 \times 4$ matrix with rows being some permutation of the nine rows: $\left(\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right),\left(\begin{array}{lll}0 & 1 & 0\end{array}\right),\left(\begin{array}{llll}-1 & -1 & 0 & 0\end{array}\right),\left(\begin{array}{llll}0 & 0 & 1 & 0\end{array}\right),\left(\begin{array}{llll}0 & 0 & 0\end{array}\right),\left(\begin{array}{llll}0 & 0 & -1\end{array}\right.$ -$1),\left(\begin{array}{lll}-1 & 0 & -1\end{array}\right),(0-10-1)$, and (11111 1$)$. Then, without loss of generality if we use the generators such that generators for $\ell$ th factor is zero and $m$ th factor is non-zero
or vice-versa, we get $Y_{1 w}^{T} Y_{1 w}=3\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$ for each $w$. Then, since $u=n / 9$, we get $\left(Y^{T} Y\right)_{\ell m}=\sum_{w} Y_{1 w}^{T} Y_{1 w}=\frac{n}{3}\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$. Similarly, when we use two sets of generators such that it is one among $\{(11,12),(11,21),(22,21),(22,12)\}$, the total number of pairs are then $2 n$ and since we get $Y_{1 w}^{T} Y_{1 w}=3\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$ and $u=n / 9$, we get $\left(Y^{T} Y\right)_{\ell m}=\sum_{w} Y_{1 w}^{T} Y_{1 w}=\frac{n}{3}\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$.

Now generators of type (a) contribute $\frac{n}{3}\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$ to $Y^{T} Y$, one generator of type (c) contribute $\frac{n}{3}\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$ to $Y^{T} Y$ and one generator of type (b) contributes nothing to $Y^{T} Y$.

Since there are a total of $\binom{k}{t}$ generators of type (a)-(c), we get the total contribution to $Y^{T} Y$ as $\frac{1}{2}\binom{k-2}{k-t} \frac{n}{3}\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)+\left(\binom{k}{t}-\binom{k-2}{t}-\binom{k-2}{k-t}\right) \frac{n}{3}\left(I_{2}+J_{2}\right) \otimes\left(I_{2}+J_{2}\right)$. Therefore, we get $\left(Y^{T} Y\right)_{\ell m}=h_{2}(t) M_{2} \otimes M_{2}$.

## Appendix D

## Additional Material for Chapter 8

This appendix provides some additional details for the Chapter 8 .

Proof of Theorem 8.1. It is easy to see that

$$
\Lambda=\frac{1}{N} \sum_{n=1}^{N} \Lambda_{n}=\frac{1}{N} \sum_{n=1}^{N} \sum_{1=j<j^{\prime}=m} \Delta_{n\left(j j^{\prime}\right)}\left(r, r^{\prime}\right),
$$

where

$$
\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2} \Delta_{n\left(j j^{\prime}\right)}\left(r, r^{\prime}\right)= \begin{cases}-e^{\tau_{r}} e^{\tau_{r^{\prime}}}, & r \neq r^{\prime}, r, r^{\prime}=1, \ldots, L, \\ +e^{\tau_{r}} e^{\tau_{r^{\prime}}}, & r=r^{\prime}, r=1, \ldots, L,\end{cases}
$$

As per the definition, options are lexicographically arranged in $\Lambda$ as well as $B_{H}$. Also, the row in $H_{j}$ corresponding to an option $\tau_{w}$, is given by $w$ th column of $B_{H}$. Let $B_{H}$ be as defined in the Chapter 8 .

Let $B_{H}=\left[\begin{array}{lllll}B_{1} & b_{r} & B_{2} & b_{r^{\prime}} & B_{3}\end{array}\right]$, where $B_{1}$ is of order $p \times(r-1), B_{2}$ is of order $p \times\left(r^{\prime}-r-1\right)$, and $B_{3}$ is of order $p \times\left(L-r^{\prime}\right)$. Without loss of generality, let $h_{n j}$ and $h_{n j^{\prime}}$ correspond to the $r$ th and the $r^{\prime}$ th lexicographic labels of $r$ th and $r^{\prime}$ th options respectively, with $r<r^{\prime}$. Then, $b_{r}=h_{n j}^{T}$ and $b_{r^{\prime}}=h_{n j^{\prime}}^{T}$. Here ${ }^{T}$ denotes the transposition. Therefore,

$$
\begin{aligned}
B_{H} \Lambda B_{H}^{T} & =\frac{1}{N} B_{H} \sum_{n=1}^{N}\left(\frac{1}{m^{2}} \sum_{j=1}^{m-1} \sum_{j^{\prime}=j+1}^{m} \Delta_{n\left(j j^{\prime}\right)}\left(r, r^{\prime}\right)\right) B_{H}^{T} \\
& =\frac{1}{m^{2} N} \sum_{n=1}^{N} \sum_{j=1}^{m-1} \sum_{j^{\prime}=j+1}^{m} B_{H} \Delta_{n\left(j j^{\prime}\right)}\left(r, r^{\prime}\right) B_{H}^{T} .
\end{aligned}
$$

Now, by definition,

$$
\left(\sum_{l \in S_{n}} e^{e^{\tau}}\right)^{2} \Delta_{n\left(j_{j}\right)}=e^{T r} e^{\tau r^{\tau}}\left[\begin{array}{lllll}
0_{L \times(r-1)} & w_{n j j^{\prime}}^{T} & 0_{L \times\left(r^{\prime}-r-1\right)} & -w_{n j j^{\prime}}^{T} & 0_{L \times\left(L-r^{\prime}\right)}
\end{array}\right],
$$

where $w_{n j j^{\prime}}=\left[\begin{array}{lllll}0_{1 \times(r-1)} & 1 & 0_{1 \times\left(r^{\prime}-r-1\right)} & -1 & 0_{1 \times\left(L-r^{\prime}\right)}\end{array}\right]$. Then,

$$
\begin{aligned}
B_{H} \Delta_{n\left(j j^{\prime}\right)} B_{H}^{T} & =\frac{e^{\tau_{r}} e^{\tau_{r^{\prime}}}}{\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2}}\left[\begin{array}{lllll}
0_{p \times(r-1)} & \left(h_{n j}^{T}-h_{n j^{\prime}}^{T}\right) & 0_{p \times\left(r^{\prime}-r-1\right)} & \left(h_{n j^{\prime}}^{T}-h_{n j}^{T}\right) & 0_{p \times\left(L-r^{\prime}\right)}
\end{array}\right] B_{H}^{T} \\
& =\frac{e^{\tau_{r}} e^{\tau_{r}}}{\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2}}\left(\left(h_{n j}^{T}-h_{n j^{\prime}}^{T}\right) h_{n j}-\left(h_{n j}^{T}-h_{n j^{\prime}}^{T}\right) h_{n j^{\prime}}\right)=\frac{e^{\tau_{r}} e^{\tau_{r} \tau^{\prime}}}{\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2}}\left(h_{n j}^{T}-h_{n j^{\prime}}^{T}\right)\left(h_{n j}-h_{n j^{\prime}}\right) .
\end{aligned}
$$

From the definition, we get,

$$
\begin{aligned}
B_{H} \Lambda B_{H}^{T} & =\frac{1}{N} \sum_{n=1}^{N} \frac{1}{\left(\sum_{l \in S_{n}} e^{\tau_{l}}\right)^{2}} \sum_{j=1}^{m-1} \sum_{j^{\prime}=j+1}^{m} e^{\tau_{r}} e^{\tau_{r^{\prime}}}\left(h_{n j}-h_{n j^{\prime}}\right)^{T}\left(h_{n j}-h_{n j^{\prime}}\right) \\
& =\frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m-1} \sum_{j^{\prime}=j+1}^{m} P_{n j} P_{n j^{\prime}}\left(h_{n j}-h_{n j^{\prime}}\right)^{T}\left(h_{n j}-h_{n j^{\prime}}\right) .
\end{aligned}
$$

Upon simple rearrangement and using the fact that $\sum_{j=1}^{m} P_{n j}=1$ for each $n=1, \ldots, N$, we get,

$$
\begin{aligned}
B_{H} \Lambda B_{H}^{T}= & \frac{1}{N} \sum_{n=1}^{N}\left(\sum_{j=1}^{m} h_{n j}^{T} h_{n j} P_{n j}\left(1-P_{n j}\right)-\sum_{j \neq j^{\prime}=1}^{m} h_{n j}^{T} h_{n j^{\prime}} P_{n j} P_{n j^{\prime}}\right) \\
= & \frac{1}{N} \sum_{n=1}^{N}\left(\sum_{j=1}^{m} h_{n j}^{T} h_{n j}\left(P_{n j}-2 P_{n j}^{2}\right)+\sum_{j=1}^{m} h_{n j^{\prime}}^{T} h_{n j} P_{n j}^{2}\left(\sum_{j^{\prime}=1}^{m} P_{n j^{\prime}}\right)-2 \sum_{j \neq j^{\prime}=1}^{m} h_{n j}^{T} h_{n j^{\prime}} P_{n j^{\prime}} P_{n j^{\prime}}\right. \\
& \left.+\sum_{j_{1} \neq j_{2}=1}^{m} h_{n j_{1}}^{T} h_{n j_{2}} P_{n j_{1}} P_{n j_{2}}\left(\sum_{j^{\prime}=1}^{m} P_{n j^{\prime}}\right)\right) \\
= & \frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m} P_{n j}\left(h_{n j}^{T} h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}}^{T} h_{n j} P_{n j^{\prime}}-h_{n j}^{T} \sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}+\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}}^{T} h_{n j^{\prime}} P_{n j^{\prime}}^{2}\right. \\
& \left.+\sum_{j_{1} \neq j_{2}} h_{n j_{1}}^{T} h_{n j_{2}} P_{n j_{1}} P_{n j_{2}}\right) \\
= & \frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m} P_{n j}\left(h_{n j}^{T} h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}}^{T} h_{n j} P_{n j^{\prime}}-h_{n j}^{T} \sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}+\left(\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)^{T}\left(\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)\right) \\
= & \frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m}\left(h_{n j} \sqrt{P_{n j}}-\sqrt{P_{n j}} \sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)^{T}\left(h_{n j} \sqrt{P_{n j}}-\sqrt{P_{n j}} \sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)
\end{aligned}
$$

Hence,

$$
B_{H} \Lambda B_{H}^{T}=\frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m}\left(h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right)^{T} P_{n j}\left(h_{n j}-\sum_{j^{\prime}=1}^{m} h_{n j^{\prime}} P_{n j^{\prime}}\right) .
$$

Proof of $\left(\mathbf{B}_{\mathbf{E}} \mathbf{B}_{\mathbf{E}}^{\mathbf{T}}\right)^{-\mathbf{1}} \mathbf{B}_{\mathbf{E}}=\mathbf{S G}$. From (8.4), $G$ can be written as,

$$
G=\left(\begin{array}{ccccccc}
K_{v_{1}} & \otimes & \frac{1}{\sqrt{v_{2}}} 1_{v_{2}}^{T} & \otimes & \cdots & \otimes & \frac{1}{\sqrt{v_{k}}} 1_{v_{k}}^{T} \\
\frac{1}{\sqrt{v_{2}}} 1_{v_{1}}^{T} & \otimes & K_{v_{2}} & \otimes & \cdots & \otimes & \frac{1}{\sqrt{v_{k}}} 1_{v_{k}}^{T} \\
\vdots & \otimes & \vdots & \otimes & \cdots & \otimes & \vdots \\
\frac{1}{\sqrt{v_{1}}} 1_{v_{1}}^{T} & \otimes & \frac{1}{\sqrt{v_{2}}} 1_{v_{2}}^{T} & \otimes & \cdots & \otimes & K_{v_{k}}
\end{array}\right)
$$

Also, from definition, $S$ is a rectangular block diagonal matrix given by,

$$
S=\frac{1}{\sqrt{L}}\left(\begin{array}{cccc}
D_{v_{1}} & 0_{\left(v_{1}-1\right) \times v_{2}} & \cdots & 0_{\left(v_{1}-1\right) \times v_{k}} \\
0_{\left(v_{2}-1\right) \times v_{1}} & D_{v_{2}} & \cdots & 0_{\left(v_{2}-1\right) \times v_{k}} \\
\vdots & \vdots & \vdots & \vdots \\
0_{\left(v_{k}-1\right) \times v_{1}} & 0_{\left(v_{k}-1\right) \times v_{2}} & \cdots & D_{v_{k}}
\end{array}\right) .
$$

Therefore, on multiplication,

$$
S G=\frac{1}{L}\left(\begin{array}{ccccccc}
T_{v_{1}} & \otimes & 1_{v_{2}}^{T} & \otimes & \cdots & \otimes & 1_{v_{k}}^{T}  \tag{AD.1}\\
1_{v_{1}}^{T} & \otimes & T_{v_{2}} & \otimes & \cdots & \otimes & 1_{v_{k}}^{T} \\
\vdots & \otimes & \vdots & \otimes & \cdots & \otimes & \vdots \\
1_{v_{1}}^{T} & \otimes & 1_{v_{2}}^{T} & \otimes & \cdots & \otimes & T_{v_{k}}
\end{array}\right)
$$

where $T_{v_{i}}$ is the $\left(v_{i}-1\right) \times v_{i}$ matrix of the first $v_{i}-1$ rows of $v_{i} K_{v_{i}}$. Now, it is easy to see that

$$
\left(B_{E} B_{E}^{T}\right)^{-1}=\frac{1}{L}\left(\begin{array}{cclc}
v_{1} I_{v_{1}-1}-J_{v_{1}-1} & 0 & \cdots & 0 \\
0 & v_{2} I_{v_{2}-1}-J_{v_{2}-1} & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & v_{k} I_{v_{k}-1}-J_{v_{k}-1}
\end{array}\right)
$$

and that $\left(v_{i} I_{v_{i}-1}-J_{v_{i}-1}\right) B_{e}^{(i)}=T_{v_{i}}$. Therefore,

$$
\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}=\frac{1}{L}\left(\begin{array}{ccccccc}
T_{v_{1}} & \otimes & 1_{v_{2}}^{T} & \otimes & \cdots & \otimes & 1_{v_{k}}^{T}  \tag{AD.2}\\
1_{v_{1}}^{T} & \otimes & T_{v_{2}} & \otimes & \cdots & \otimes & 1_{v_{k}}^{T} \\
\vdots & \otimes & \vdots & \otimes & \cdots & \otimes & \vdots \\
1_{v_{1}}^{T} & \otimes & 1_{v_{2}}^{T} & \otimes & \cdots & \otimes & T_{v_{k}}
\end{array}\right)
$$

Then the result follows from (AD.1) and (AD.2).
Proof of Theorem 8.5. For every $p \times L$ matrix $B_{H}$ whose rows are not necessarily orthogonal but that span the same vector space as the rows of $p \times L$ matrix $B_{O}$, there exists a non-singular matrix $Q$ of order $p$ such that

$$
\begin{equation*}
B_{H}=Q B_{O} . \tag{AD.3}
\end{equation*}
$$

Now, $B_{H}=Q B_{O}$ implies $B_{O}=Q^{-1} B_{H}$. Also, since $B_{O} B_{O}^{T}=I_{p}$, it follows that $B_{H} B_{H}^{T}=$ $Q B_{O} B_{O}^{T} Q^{T}=Q Q^{T}$. Then, from Corollary 3.1 (i),

$$
\begin{align*}
\operatorname{Var}\left(B_{H} \hat{\tau}\right) & =\operatorname{Var}\left(Q B_{O} \hat{\tau}\right) \\
& =Q \operatorname{Var}\left(B_{O} \hat{\tau}\right) Q^{T} \\
& =Q\left(B_{O} \Lambda B_{O}^{T}\right)^{-1} Q^{T} \\
& =\left\{\left(Q^{T}\right)^{-1}\left(B_{O} \Lambda B_{O}^{T}\right) Q^{-1}\right\}^{-1} \\
& =\left\{\left(Q^{T}\right)^{-1}\left(Q^{-1} B_{H} \Lambda\left(Q^{-1} B_{H}\right)^{T}\right) Q^{-1}\right\}^{-1} \\
& =\left\{\left(Q Q^{T}\right)^{-1}\left(B_{H} \Lambda B_{H}^{T}\right)\left(Q Q^{T}\right)^{-1}\right\}^{-1} \\
& =\left\{\left(B_{H} B_{H}^{T}\right)^{-1}\left(B_{H} \Lambda B_{H}^{T}\right)\left(B_{H} B_{H}^{T}\right)^{-1}\right\}^{-1} \\
& =\left(B_{H} B_{H}^{T}\right)\left(B_{H} \Lambda B_{H}^{T}\right)^{-1}\left(B_{H} B_{H}^{T}\right) . \tag{AD.4}
\end{align*}
$$

Also, from AD.4 and Theorem 3.1, it follows that,

$$
\begin{aligned}
\operatorname{Var}\left(\left(B_{H} B_{H}^{T}\right)^{-1} B_{H} \hat{\tau}\right) & =\left(B_{H} B_{H}^{T}\right)^{-1} \operatorname{Var}\left(B_{H} \hat{\tau}\right)\left(B_{H} B_{H}^{T}\right)^{-1} \\
& =\left(B_{H} \Lambda B_{H}^{T}\right)^{-1} \\
& =\operatorname{Var}\left(\hat{\beta}_{H}\right) .
\end{aligned}
$$

Proof of Theorem 8.7. Let $B_{E}=\left(B_{E(1)}^{T} B_{E(2)}^{T} \cdots B_{E(k)}^{T}\right)^{T}$, where $B_{E(i)}=\left(\otimes_{i^{\prime}=1}^{i-1} 1_{v_{i^{\prime}}}^{T}\right) \otimes$ $B_{e}^{(i)} \otimes_{i^{\prime}=i+1}^{k} 1_{v_{i^{\prime}}}^{T}$ and $B_{e}^{(i)}$ is a $\left(v_{i}-1\right) \times v_{i}$ effects coded matrix for $i$ th attribute at $v_{i}$ levels. Now, taking $B_{H}=B_{E}$ in AD.3), we have, $B_{E(i)}=Q_{i} B_{O}$, where $Q=\left(Q_{1}^{T} Q_{2}^{T} \cdots Q_{k}^{T}\right)^{T}$ is a non-singular matrix and $Q_{i}$ is of order $\left(v_{i}-1\right) \times \sum_{i=1}^{k}\left(v_{i}-1\right)$. Also note that $B_{O} B_{O}^{T}=I_{\sum_{i=1}^{k}\left(v_{i}-1\right)}, B_{E} B_{E}^{T}=\operatorname{diag}\left(B_{E(1)} B_{E(1)}^{T}, \ldots, B_{E(k)} B_{E(k)}^{T}\right)$ and $B_{E(i)} B_{E(i)}^{T}=V_{i}$,
$i=1, \ldots, k$. Therefore, for $d^{*} \in \mathcal{D}_{k, m, N}$,

$$
\begin{aligned}
\mathcal{I}_{d^{*}}\left(\beta_{E}\right) & =\mathcal{I}_{d^{*}}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \tau\right) \\
& =B_{E} \Lambda_{d^{*}} B_{E}^{T} \\
& =Q B_{O} \Lambda_{d^{*}} B_{O}^{T} Q^{T} \\
& =Q\left(\operatorname{diag}\left(\alpha_{1} I_{v_{1}-1}, \ldots, \alpha_{k} I_{v_{k}-1}\right)\right) Q^{T} \\
& =\operatorname{diag}\left(\alpha_{1} Q_{1} Q_{1}^{T}, \ldots, \alpha_{k} Q_{k} Q_{k}^{T}\right) \\
& =\operatorname{diag}\left(\alpha_{1} B_{E(1)} B_{E(1)}^{T}, \ldots, \alpha_{k} B_{E(k)} B_{E(k)}^{T}\right) \\
& =\operatorname{diag}\left(\alpha_{1} V_{1}, \ldots, \alpha_{k} V_{k}\right) .
\end{aligned}
$$

Similarly, since $\left(B_{E} B_{E}^{T}\right)^{-1}=\operatorname{diag}\left(\left(B_{E(1)} B_{E(1)}^{T}\right)^{-1}, \ldots,\left(B_{E(k)} B_{E(k)}^{T}\right)^{-1}\right)=\operatorname{diag}\left(V_{1}^{-1}, \ldots, V_{k}^{-1}\right)$, it follows that $\mathcal{I}_{d^{*}}\left(B_{E} \tau\right)=\left(B_{E} B_{E}^{T}\right)^{-1}\left(B_{E} \Lambda_{d^{*}} B_{E}^{T}\right)\left(B_{E} B_{E}^{T}\right)^{-1}=\operatorname{diag}\left(\alpha_{1} V_{1}^{-1}, \ldots, \alpha_{k} V_{k}^{-1}\right)$.

## Mathematical version and proof of Theorem 8.11 as Theorem D.1

Let $Z_{(i, u)}=\left(\begin{array}{lll}-I_{u} & 1_{u} & \left.0_{u \times\left(v_{i}-u-1\right)}\right) \text { for } u=1, \ldots, v_{i}-1 \text {. Then, the }\binom{v_{i}}{2} \times v_{i} \text { coefficient }\end{array}\right.$ matrix of all normalized elementary comparisons between the $v_{i}$ levels of the $i$ th attribute is

$$
Z_{i}=\frac{1}{\sqrt{2}}\binom{Z_{(i)}}{\bar{Z}_{(i)}}
$$

where $Z_{(i)}=\left(Z_{(i, 1)}^{T} Z_{(i, 2)}^{T} \cdots Z_{\left(i, v_{i}-2\right)}^{T}\right)^{T}$ and $\bar{Z}_{(i)}=Z_{\left(i, v_{i}-1\right)}$.
Also, define

$$
\begin{aligned}
W_{i} & =\left(\otimes_{i^{\prime}=1}^{i-1} \frac{1}{\sqrt{v_{i^{\prime}}}} 1_{v_{i^{\prime}}}^{T}\right) \otimes \frac{1}{\sqrt{2}} Z_{(i)} \otimes_{i^{\prime}=i+1}^{k} \frac{1}{\sqrt{v_{i^{\prime}}}} 1_{v_{i^{\prime}}}^{T}, \\
\bar{W}_{i} & =\left(\otimes_{i^{\prime}=1}^{i-1} \frac{1}{\sqrt{v_{i^{\prime}}}} 1_{v_{i^{\prime}}}^{T}\right) \otimes \frac{1}{\sqrt{2}} \bar{Z}_{(i)} \otimes_{i^{\prime}=i+1}^{k} \frac{1}{\sqrt{v_{i^{\prime}}}} 1_{v_{i^{\prime}}}^{T} .
\end{aligned}
$$

Note that $\bar{W}_{i}$ is the contrast matrix for comparing level labeled $v_{i}-1$ of attribute $i$ to each of the remaining $v_{i}-1$ levels labeled $0,1, \ldots, v_{i}-2$. Similarly, $W_{i}$ is the contrast matrix for pairwise comparisons of the levels labeled $0,1, \ldots, v_{i}-2$ of attribute $i$. Let $Y_{i}=\left(W_{i}^{T} \bar{W}_{i}^{T}\right)^{T}$. Then, the $t \times L$ matrix $Z=\left(Y_{1}^{T} Y_{2}^{T} \cdots Y_{k}^{T}\right)^{T}$ represents the matrix of normalized elementary comparisons between levels of each and every attribute, with $t=\left(\sum_{i=1}^{k}\binom{v_{i}}{2}\right.$.

The weighted sum of the variances of all normalized elementary comparisons is given by

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{v_{i}-1}{\binom{v_{i}}{2}} \operatorname{tr}\left[\operatorname{Var}\left(Y_{i} \hat{\tau}\right)\right]=\sum_{i=1}^{k} \frac{2}{v_{i}} \operatorname{tr}\left[\operatorname{Var}\left(Y_{i} \hat{\tau}\right)\right]=\operatorname{tr}\left[\Gamma_{O} \operatorname{Var}(Z \hat{\tau})\right], \tag{AD.5}
\end{equation*}
$$

where $\Gamma_{O}=\operatorname{diag}\left(\Gamma_{O 1}, \Gamma_{O 2}, \ldots, \Gamma_{O k}\right)$ and $\Gamma_{O i}=\left(2 / v_{i}\right) I_{\binom{v_{i}}{2}}$.
While obtaining $\operatorname{tr}\left[\Gamma_{O} \operatorname{Var}(Z \hat{\tau})\right]$ in AD .5 , for each attribute $i$, we account for the contribution of $\operatorname{Var}\left(Y_{i} \hat{\tau}\right)$ through $\frac{v_{i}-1}{\binom{v_{i} i}{2}} \operatorname{tr}\left[\operatorname{Var}\left(Y_{i} \hat{\tau}\right)\right]$. This ensures providing equal importance to each of the $k$ sets of $\binom{v_{i}}{2}$ elementary comparisons of which only $v_{i}-1$ comparisons are independent, $i=1,2, \ldots, k$.

For $A$-optimality considerations, to bring in parity between different attributes with different number of levels, we normalize each of $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$ and $B_{E}$. It is easy to see that the normalized form of $\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$ is $\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$ where $\Upsilon_{E}=\operatorname{diag}\left(\sqrt{\frac{L}{v_{1}-1}} I_{v_{1}-1}\right.$, $\left.\ldots, \sqrt{\frac{L}{v_{k}-1}} I_{v_{k}-1}\right)$. Also, $\Upsilon_{T} B_{E}$ is the normalized form of $B_{E}$ where $\Upsilon_{T}=\operatorname{diag}\left(\sqrt{\frac{v_{1}}{2 L}} I_{v_{1}-1}, \ldots\right.$, $\left.\sqrt{\frac{v_{k}}{2 L}} I_{v_{k}-1}\right)$.

Finally, we introduce the two notations $\Gamma_{E}=\operatorname{diag}\left(\Gamma_{E 1}, \Gamma_{E 2}, \ldots, \Gamma_{E k}\right)$ and $\Gamma_{W}=$ $\operatorname{diag}\left(\Gamma_{W 1}, \Gamma_{W 2}, \ldots, \Gamma_{W k}\right)$, where $\Gamma_{E i}=\frac{2}{v_{i}\left(v_{i}-1\right)} I_{\binom{v_{i}}{2}}$ and $\Gamma_{W i}=\frac{1}{\left(v_{i}-1\right)} I_{\binom{v_{i}-1}{2}}$.

Theorem D.1. Under the main effects model, (i) $\operatorname{tr}\left[\operatorname{Var}\left(B_{O} \hat{\tau}\right)\right]=\operatorname{tr}\left[\Gamma_{O} \operatorname{Var}(Z \hat{\tau})\right]$,
(ii) $\operatorname{tr}\left[\operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]=\left(\operatorname{tr}\left[\Gamma_{E} \operatorname{Var}(Z \hat{\tau})\right]+2 \sum_{i=1}^{k} \operatorname{tr}\left[\Gamma_{W i} \operatorname{Var}\left(W_{i} \hat{\tau}\right)\right]\right)$,
(iii) $\operatorname{tr}\left[\operatorname{Var}\left(\Upsilon_{T} B_{E} \hat{\tau}\right)\right]=\sum_{i=1}^{k} \operatorname{tr}\left[\operatorname{Var}\left(\overline{W_{i}} \hat{\tau}\right)\right]$.

Proof. Since the rows of $Z$ spans the same vector space as the rows of $B_{O}$, there exists a matrix $R_{o}$ of order $t \times p_{M}$ such that $Z=R_{o} B_{O}$. Now, $Z=R_{o} B_{O}$ implies $Z B_{O}^{T}=$ $R_{o} B_{O} B_{O}^{T}=R_{o}$. Therefore, $Z=Z B_{O}^{T} B_{O}$. Also, it is easy to see that $B_{O} Z^{T} \Gamma_{O} Z B_{O}^{T}=I_{p_{M}}$, where $p_{M}=\sum_{i=1}^{k}\left(v_{i}-1\right)$. Then,

$$
\begin{aligned}
\operatorname{tr}\left[\Gamma_{O} \operatorname{Var}(Z \hat{\tau})\right] & =\operatorname{tr}\left[\Gamma_{O} \operatorname{Var}\left(Z B_{O}^{T} B_{O} \hat{\tau}\right)\right] \\
& =\operatorname{tr}\left[\Gamma_{O} Z B_{O}^{T} \operatorname{Var}\left(B_{O} \hat{\tau}\right) B_{O} Z^{T}\right] \\
& =\operatorname{tr}\left[B_{O} Z^{T} \Gamma_{O} Z B_{O}^{T} \operatorname{Var}\left(B_{O} \hat{\tau}\right)\right] \\
& =\operatorname{tr}\left[\operatorname{Var}\left(B_{O} \hat{\tau}\right)\right] .
\end{aligned}
$$

There exists a matrix $R_{e}$ of order $t \times p_{M}$ such that $Z=R_{e} \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$. Now, $Z=R_{e} \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$ implies $Z B_{E}^{T}=R_{e} \Upsilon_{E}$. Also multiplying by $\Upsilon_{E}^{-1}$ on both sides,
we get $Z B_{E}^{T} \Upsilon_{E}^{-1}=R_{e}$. Therefore, $Z=Z B_{E}^{T} \Upsilon_{E}^{-1} \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$. Also, it is easy to see that $\Upsilon_{E}^{-1} B_{E} Z^{T} \Gamma_{E} Z B_{E}^{T} \Upsilon_{E}^{-1}=\operatorname{diag}\left(V_{1}, \ldots, V_{k}\right)$ where $V_{i}=\frac{1}{v_{i}}\left(I_{v_{i}-1}+J_{v_{i}-1}\right)$. Then,

$$
\begin{align*}
\operatorname{tr}\left[\Gamma_{E} \operatorname{Var}(Z \hat{\tau})\right]= & \operatorname{tr}\left[\Gamma_{E} \operatorname{Var}\left(Z B_{E}^{T} \Upsilon_{E}^{-1} \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \operatorname{tr}\left[\Gamma_{E} Z B_{E}^{T} \Upsilon_{E}^{-1} \operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right) \Upsilon_{E}^{-1} B_{E} Z^{T}\right] \\
= & \operatorname{tr}\left[\Upsilon_{E}^{-1} B_{E} Z^{T} \Gamma_{E} Z B_{E}^{T} \Upsilon_{E}^{-1} \operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \operatorname{tr}\left[\operatorname{diag}\left(V_{1}, \ldots, V_{k}\right) \operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \sum_{i=1}^{k} \operatorname{tr}\left[V_{i} \operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \sum_{i=1}^{k} \frac{1}{v_{i}}\left\{\operatorname{tr}\left[\operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]\right. \\
& \left.+\operatorname{tr}\left[J_{v_{i}-1} \operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]\right\}, \tag{AD.6}
\end{align*}
$$

where $\operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)$, of order $\left(v_{i}-1\right) \times\left(v_{i}-1\right)$, is the $i$ th diagonal sub-matrix of $\operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)$. Let $t_{i}$ be the $i$ th column of $I_{k}$. Then, it is easy to see that $\Upsilon_{E}^{-1} B_{E} W_{i}^{T} \Gamma_{W i} W_{i} B_{E}^{T} \Upsilon_{E}^{-1}=t_{i} t_{i}^{T} \otimes G_{i}$, where $G_{i}=\frac{1}{2 v_{i}}\left(\left(v_{i}-1\right) I_{v_{i}-1}-J_{v_{i}-1}\right)$. Now,

$$
\begin{align*}
\operatorname{tr}\left[\Gamma_{W i} \operatorname{Var}\left(W_{i} \hat{\tau}\right)\right]= & \operatorname{tr}\left[\Gamma_{W i} \operatorname{Var}\left(W_{i} B_{E}^{T} \Upsilon_{E}^{-1} \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \operatorname{tr}\left[\Gamma_{W i} W_{i} B_{E}^{T} \Upsilon_{E}^{-1} \operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right) \Upsilon_{E}^{-1} B_{E} W_{i}^{T}\right] \\
= & \operatorname{tr}\left[\Upsilon_{E}^{-1} B_{E} W_{i}^{T} \Gamma_{W i} W_{i} B_{E}^{T} \Upsilon_{E}^{-1} \operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \operatorname{tr}\left[\Upsilon_{E}^{-1}\left(t_{i} t_{i}^{T} \otimes G_{i}\right) \Upsilon_{E}^{-1} \operatorname{Var}\left(\Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
= & \frac{1}{2 v_{i}}\left\{\left(v_{i}-1\right) \operatorname{tr}\left[\operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]\right. \\
& \left.-\operatorname{tr}\left[J_{v_{i}-1} \operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]\right\} . \tag{AD.7}
\end{align*}
$$

Therefore,

$$
\begin{align*}
2 \sum_{i=1}^{k} \operatorname{tr}\left[\Gamma_{W i} \operatorname{Var}\left(W_{i} \hat{\tau}\right)\right]=\sum_{i=1}^{k} \frac{1}{v_{i}}\{ & \left(v_{i}-1\right) \operatorname{tr}\left[\operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] \\
& \left.-\operatorname{tr}\left[J_{v_{i}-1} \operatorname{Var}_{i}\left(\sqrt{L /\left(v_{i}-1\right)}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]\right\} \tag{AD.8}
\end{align*}
$$

From AD.6) and AD.8, we get,

$$
\operatorname{tr}\left[\Gamma_{E} \operatorname{Var}(Z \hat{\tau})\right]+2 \sum_{i=1}^{k} \operatorname{tr}\left[\Gamma_{W i} \operatorname{Var}\left(W_{i} \hat{\tau}\right)\right]=\sum_{i=1}^{k} \operatorname{tr}\left[\operatorname{Var}_{i}\left(\sqrt{\left(v_{i}-1\right) / L}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]
$$

or

$$
\operatorname{tr}\left[\Gamma_{E} \operatorname{Var}(Z \hat{\tau})\right]+2 \sum_{i=1}^{k} \operatorname{tr}\left[\Gamma_{W_{i}} \operatorname{Var}\left(W_{i} \hat{\tau}\right)\right]=\operatorname{tr}\left[\operatorname{Var}\left(\Upsilon_{E}\left(\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right] .\right.
$$

For establishing $\operatorname{tr}\left[\operatorname{Var}\left(\Upsilon_{T} B_{E} \hat{\tau}\right)\right]=\sum_{i=1}^{k} \operatorname{tr}\left[\operatorname{Var}\left(\overline{W_{i}} \hat{\tau}\right)\right]$, it is easy to see that $\Upsilon_{T} B_{E} \hat{\tau}=$ $\left(\bar{W}_{1}^{T}, \bar{W}_{2}^{T}, \ldots, \bar{W}_{k}^{T}\right)^{T} \hat{\tau}$ and therefore the result follows by taking trace of variance on either sides.

The relationship between $\operatorname{tr}\left[\operatorname{Var}\left(B_{O} \hat{\tau}\right)\right]$ and $\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(A \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E} \hat{\tau}\right)\right]$ is now established where $A=\operatorname{diag}\left(B_{e}^{(1) T}, \ldots, B_{e}^{(k) T}\right)$ is a $\left(\sum v_{i}\right) \times p_{M}$ matrix. We also define $\Gamma_{n}=$ $\operatorname{diag}\left(\Gamma_{n 1}, \Gamma_{n 2}, \ldots, \Gamma_{n k}\right)$, where $\Gamma_{n i}=\left(\left(v_{i}-1\right) / v_{i}\right) I_{v_{i}}$. Furthermore, for representational ease, let $B_{n}=A \Upsilon_{E}\left(B_{E} B_{E}^{T}\right)^{-1} B_{E}$.

Proof of Theorem 8.12. Since the rows of $B_{n}$ spans the same vector space as the rows of $B_{O}$, there exists a matrix $R_{n}$ of order $\left(\sum v_{i}\right) \times p_{M}$ such that $B_{n}=R_{n} B_{O}$. Now, $B_{n}=R_{n} B_{O}$ implies $B_{n} B_{O}^{T}=R_{n} B_{O} B_{O}^{T}=R_{n}$. Therefore, $B_{n}=B_{n} B_{O}^{T} B_{O}$. Also, it is easy to see that $B_{O} B_{n}^{T} \Gamma_{n} B_{n} B_{O}^{T}=I_{p_{M}}$, where $p_{M}=\sum_{i=1}^{k}\left(v_{i}-1\right)$. Then,

$$
\begin{aligned}
\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(B_{n} \hat{\tau}\right)\right] & =\operatorname{tr}\left[\Gamma_{n} \operatorname{Var}\left(B_{n} B_{O}^{T} B_{O} \hat{\tau}\right)\right] \\
& =\operatorname{tr}\left[\Gamma_{n} B_{n} B_{O}^{T} \operatorname{Var}\left(B_{O} \hat{\tau}\right) B_{O} B_{n}^{T}\right] \\
& =\operatorname{tr}\left[B_{O} B_{n}^{T} \Gamma_{n} B_{n} B_{O}^{T} \operatorname{Var}\left(B_{O} \hat{\tau}\right)\right] \\
& =\operatorname{tr}\left[\operatorname{Var}\left(B_{O} \hat{\tau}\right)\right] .
\end{aligned}
$$

## Appendix E

## Additional Material for Chapter 9

This appendix provides some additional details for the Chapter 9. It includes: designs discussed in Tables 9.1, 9.2, and Table 9.3 to demonstrate that $U E\left(s^{2}\right)$-optimal designs with better projection properties tend to have smaller values of $S S$ and $Q$, and a proof of Theorem 9.8

Designs for Tables 9.1, 9.2, and 9.3
(a). Designs for the case $m=14$ and $n=12$ (Table 9.1):
$d_{1}$
$d_{2}$
$d_{3}$
1111 1-1 1-1-1 11-1 1-1 $11111111111111 \quad 11111111111111$ 11 1-1-1-1 11 1-1 1-1-1 $1 \quad 1$ 1-1-1-1-1 111 1-1-1-1-1 111 1-1-1-1-1-1-1-1-1 11
 1-1 11 1-1-1-1-1-1-1 1-1 1

 -1 1-1 $11 \begin{aligned} & 1-1 \\ & 1-1-1 \\ & 1-1-1-1 \\ & 1\end{aligned} 1-1-1-1-1-1-1-1-1111111-1-111111-1-1-1-1111-1-1$ -1-1-1 1 1-1-1 1111111





$11111111111111 \quad 1111111111111111111111111111$ 1 1-1-1-1-1 11 1-1-1-1-1 1 1-1-1-1-1 1111 1-1-1-1-1 $1 \quad 11$ 1-1-1-1-1-1-1-1-1 111 -1-1 1 1-1-1 1-1-1 1 1-1-1 1 -1 1 1-1-1 1 1-1-1 1 1-1-1 1 -1-1-1 1111 1-1-1-1-1 111 -1-1-1-1 11 1-1-1-1-1 111 -1-1-1 1111 1-1-1-1-1 111 -1-1-1-1-1-1-1 1111111
 -1-1 1 1-1-1-1 1 1-1-1 1111 -1 11 1-1-1-1-1 11 1-1-1 1111 1-1-1-1-1-1-1-1 11111 1-1-1-1-1-1-1-1-1 11111 -1 1111 1-1-1-1-1 11 1-1-1 11111 1-1-1-1-1-1-1-1 $111111-1-1-1-1-1-1-1-1110-111-1-11111-1-11-1-1$ 1-1 1-1 1-1-1 1-1 1-1 1-1-1 1-1-1 1-1 1-1 1-1-1 1-1 1-1



## $d_{1}$

1-1-1-1 1-1 1 1-1-1 1 1-1-1-1 1 -1 1 1-1 $1 \begin{aligned} & 1 \\ & 1-1\end{aligned} 1$ 1-1-1-1-1-1-1-1 1-1 $111111-1-111111-1-111$ -1 1 1-1 1 1-1-1-1-1-1 $1111-11$ 1-1 1 1-1 1 1-1-1 1 1-1 1 1-1-1 $1111-1$ -1 1 1-1-1-1 1-1 1-1-1 1-1-1 1-1 111 1-1-1 1-1-1 1 1-1-1 1-1-1 -1-1-1 1-1-1-1 $111111111-1-1$ -1-1-1 1 1-1 $1 \begin{aligned} & 1-1-1 \\ & 1-1-1 \\ & 1-1\end{aligned} 11$ $\begin{array}{lllllllllll}1 & 1-1-1-1 & 1 & 1 & 1 & 1-1 & 1-1 & 1 & 1 & 1 & 1\end{array}$

## $d_{4}$

$\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array} 1$ 1 1-1-1-1-1-1 111 1-1-1-1-1 11 -1-1 1 1-1-1 1 1-1-1 1 1-1-1 11 -1-1-1-1 $11112-1-1-1-11111$ 1-1 1-1 1-1-1-1 1-1 1-1 1-1 1-1 1-1-1 1 1-1 $1 \begin{aligned} & 1-1 \\ & 1-1-1 \\ & 1-1\end{aligned} 111-1$ -1 1 1-1-1 1-1-1-1 1 1-1-1 11 1-1 -1 1 1-1 1 1-1 1 1-1-1 1 1-1 1 1-1 1 1-1-1 1 $\begin{array}{llllllllll}-1 & 1 & 1-1 & 1-1 & 1-1 & 1-1-1 & 1-1 & 1-1 & 1\end{array}$ 1-1-1 1 1-1 1-1-1 1 1-1-1 1 -1 1

## $d_{7}$

$\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1-1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ -1-1-1-1-1-1-1-1-1 11111111 11 1 1-1-1-1-1 1 1 1-1-1-1-1 1 -1-1-1-1 $111111111-1-1-1-11$ 1 1-1-1 1 1-1-1-1-1-1 $11-1-11$ -1-1 $1 \begin{aligned} & 1-1-1 \\ & 1\end{aligned} 1 \begin{aligned} & 1-1-1\end{aligned} 11-1-1$ 1 1-1-1-1-1 111 1-1-1-1-1 111 -1-1 11111 1-1-1 1-1-1-1-1 111 1-1 1-1 1-1 1-1-1 1-1 1-1 1-1-1 $\begin{array}{lllllllll}-1 & 1-1 & 1-1 & 1-1 & 1-1 & 1-1 & 1-1 & 1-1 & -1\end{array}$

## $d_{2}$

-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1 -1 1 1-1 1 1-1 1 1-1 1 1-1 1 1-1 $1-1 \begin{array}{lll}1-1 & 1\end{array}$ 1-1 1 1-1-1 1 1-1-1 1 1-1-1 11 $-1-1-1-11111-1-1-1-11111$ $\begin{array}{llllllllll}1 & 1-1 & 1 & 1-1 & 1-1-1 & 1-1 & 1 & 1-1 & 1-1\end{array}$ 1-1 $11111-1-1-1-111112-1-1$ 1-1-1-1-1-1-1-1 1111111111 1-1 1 1-1 1-1 $1111-1-11-11-1$
 $\begin{array}{lllllllllll}-1 & 1 & 1-1 & 1 & 1-1-1 & 1-1-1 & 1-1-1 & 1 & 1\end{array}$

## $d_{5}$

$\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1-1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ 1 1-1-1-1-1-1 111 1-1-1-1-1 11 -1-1 1 1-1-1 $11 \begin{array}{llllll}1-1-1 & 1 & 1-1-1 & 1 & 1\end{array}$ -1-1-1-1 11111 1-1-1-1-1 11111 1-1 1-1 1-1 1-1 1-1 1-1 1-1 1 1-1 1-1-1 1-1 1-1-1 1-1-1 1-1 1 1-1 -1 1 1-1-1 1-1-1-1 1 1-1-1 1 1-1
 $\begin{array}{lllllllllll}-1 & 1 & 1-1 & 1-1 & 1-1 & 1-1-1 & 1-1 & 1-1 & 1\end{array}$ 1-1-1 1 1-1-1-1-1 1 1-1-1 1-1 1

## $d_{3}$

$\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ 11111111 1-1-1-1-1-1-1-1-1 -1 111 1-1-1-1-1 1111 1-1-1-1-1 111 1-1-1-1-1-1-1-1-1 1111 1 1-1-1 1 1-1-1 1 1-1-1 1 1-1-1 1 1-1-1 1 1-1-1-1-1 1 1-1-1 11 -1-1 1 1-1 1 1-1 1 1-1 $1-1 \begin{array}{llll}1-1 & 1-1 & 1-1\end{array}$ -1-1 1 1-1-1 1 1-1 $1 \begin{array}{llllll}1-1 & 1-1-1 & 1-1 & 1\end{array}$ -1-1-1 $11 \begin{aligned} & 1-1-1 \\ & 1\end{aligned} 1-1-1111-1-11$


## $d_{6}$

$\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1-1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ 1 1-1-1-1-1-1 111 1-1-1-1-1 11 -1-1 1 1-1-1 $1 \begin{array}{llllll}1-1-1 & 1 & 1-1-1 & 1 & 1\end{array}$ $-1-1-1-11111 \begin{array}{llllll}1-1-1-1-1 & 1 & 1 & 1 & 1\end{array}$ 1-1 1-1 1-1 1-1 1-1 1-1 1-1 1 1-1 1-1-1 1 1-1 1 1-1-1 1 1-1-1 1 1-1 $1 \begin{aligned} & 1-1\end{aligned}$ -1 1 1-1-1 1 1-1-1 1 1-1-1 $111-1$ -1 1-1 1 1-1 1 1-1-1 1 1-1 1 1-1 1 1-1-1 1 -1 1 1 1-1 1 1-1 1 1-1 1 1-1-1 $1-1 \begin{array}{llll}1-1 & 1\end{array}$ 1-1-1 1 1-1-1-1-1 1 1-1-1 1-1 1
(c). Designs for the case $m=22$ and $n=12$ (Table 9.3):

## $d_{1}$

 1-1 1 1 1 - $-1-1-1-1 \begin{array}{llllllllllll}1 & -1 & 1 & 1 & 1 & 1 & 1-1 & -1 & -1 & 1 & 1 & -1\end{array}$ -1 $1 \begin{aligned} & -1 \\ & -1\end{aligned} \mathbf{1}$ $-1-1 \begin{array}{lllllllllllllllllll} & 1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & -1 & 1 & -1 & 1 & 1 & 1 & 1 & -1\end{array}-1$ $\begin{array}{lllllllllllllllllll}1 & 1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1\end{array}-1-111$ $\begin{array}{llllllllllllllllll}1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & 1-1 & -1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 1\end{array} 1$
 $\begin{array}{lllllllllllllllllll}1-1 & 1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & -1 & -1\end{array}-1 \quad 1$
 1-1-1 1 1-1 1



## $d_{2}$

1-1-1-1-1 1 -1 1 $\begin{array}{llllllllllllllllll}1-1 & 1 & 1-1 & -1 & 1 & 1 & 1 & 1-1 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 & -1 & 1\end{array}-1$ $\begin{array}{llllllllllllllllllll}-1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & 1 & -1 & 1\end{array} 1$


 $\begin{array}{lllllllllllllllllll}1-1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & 1 & -1\end{array}-1-1$ $-1 \begin{array}{lllllllllllllllllll}-1 & 1 & 1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & -1 & 1 & 1 & 1 & -1 & 1 & -1\end{array}-1-1$ $\begin{array}{lllllllllllllllllll}1 & 1 & -1 & 1 & -1 & 1 & 1 & 1-1 & 1-1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & 1 & 1 & 1\end{array} 1$

 1-1 1 1 1 1-1 1 -1-1-1-1-1-1-1-1-1 1 -1-1-1-1-1

## $d_{3}$

$\begin{array}{lllllllllllllllllll}1-1 & -1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & 1 & 1 & 1 & 1 & 1\end{array} 1$ 1-1-1 1 - $-1-1 \quad 1-1-1 \quad 1-1 \quad 1 \quad 1-1-1-1-1-1-1 \quad 1-1-1$
 -1 $11 \begin{aligned} & 1 \\ & 1\end{aligned} 1-1 \begin{array}{llllllllllllllll}1 & 1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 \\ 1\end{array}$ $\begin{array}{lllllllllllllllllllll}1-1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & 1 & 1 & 1\end{array}$
 - $1-1 \begin{array}{llllllllllllllllll}1 & 1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 \\ 1 & -1\end{array}$ $-1 \begin{array}{lllllllllllllllllll}-1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & -1\end{array}-1-1$ $\begin{array}{lllllllllllllllllll}1 & 1 & -1 & 1-1-1 & 1 & 1 & 1 & 1 & -1 & 1-1 & -1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & 1\end{array}$




## $d_{5}$


 $\begin{array}{lllllllllllllllllll}1 & 1 & 1 & -1 & 1-1-1-1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & -1\end{array}$ $\begin{array}{lllllllllllllllllllll}1 & 1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & 1 & -1 & -1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & 1 & -1\end{array}-1$ $-1-1 \begin{array}{lllllllllllllllllll} & 1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & 1\end{array} 1$
 $-1 \begin{array}{lllllllllllllllllll}-1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & -1\end{array}-1-1$
 $\begin{array}{lllllllllllllllllllll}-1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\ 1\end{array}$

 $\begin{array}{llllllllllllllllllll}1-1 & 1 & 1-1-1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 & 1 & 1 & 1 & -1\end{array}$

Proof of Theorem 9.8. We first mention the sharpest available lower bounds for $E_{d}\left(s^{2}\right)$ as per Das et al. (2008).

When $n$ is even, let $m=q(n-1)+r\left(q\right.$ positive, $\left.-\frac{n}{2}<r<\frac{n}{2}\right)$. Then,
(1) When $n \equiv 0(\bmod 4)$,

$$
\begin{equation*}
E_{d}\left(s^{2}\right) \geq L(m, n)=\frac{n^{2}(m-n+1)}{(n-1)(m-1)}+\frac{n}{m(m-1)}\left\{D-\frac{r^{2}}{n-1}\right\} \tag{AE.1}
\end{equation*}
$$

where

$$
D= \begin{cases}n+2|r|-3 & \text { for }|r| \equiv 1(\bmod 4) \\ 2 n-4 & \text { for }|r| \equiv 2(\bmod 4) \\ n+2|r|+1 & \text { for }|r| \equiv 3(\bmod 4) \\ 4|r| & \text { for }|r| \equiv 0(\bmod 4)\end{cases}
$$

(2) When $n \equiv 2(\bmod 4)$,

$$
\begin{equation*}
E_{d}\left(s^{2}\right) \geq L(m, n)=\max \left\{\frac{n^{2}(m-n+1)}{(n-1)(m-1)}+\frac{n}{m(m-1)}\left\{D-\frac{r^{2}}{n-1}\right\}, 4\right\} \tag{AE.2}
\end{equation*}
$$

where

$$
D= \begin{cases}n+2|r|-3+x / n & \text { for }|r| \equiv 1(\bmod 4) \text { and } q \text { even } \\ 2|r|-8|r| / n+n-16 / n+9 & \text { for }|r| \equiv 1(\bmod 4) \text { and } q \text { odd } \\ 2 n-4+8 / n & \text { for }|r| \equiv 2(\bmod 4) \text { and } q \text { even } \\ 4|r|-8|r| / n-8 / n+8 & \text { for }|r| \equiv 2(\bmod 4) \text { and } q \text { odd } \\ n+2|r|+1 & \text { for }|r| \equiv 3(\bmod 4) \text { and } q \text { even } \\ 2|r|+n+8 / n-3 & \text { for }|r| \equiv 3(\bmod 4) \text { and } q \text { odd } \\ 4|r| & \text { for }|r| \equiv 0(\bmod 4) \text { and } q \text { even } \\ 2 n-4+x / n & \text { for }|r| \equiv 0(\bmod 4) \text { and } q \text { odd. }\end{cases}
$$

and $x=32$ if $\left\{\frac{m-1-2 i}{4}+\left\lfloor\frac{m+(1+2 i)(n-1)}{4(n-1)}\right\rfloor\right\} \equiv(1-i)(\bmod 2)$, for $i=0$ or 1 ; else $x=0$. Here $\lfloor z\rfloor$ denotes the largest integer less than or equal to $z$.

Jones and Majumdar (2014) obtained the attainable lower bounds for $U E_{d}\left(s^{2}\right)$ as below.

$$
\begin{equation*}
\min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right)=\frac{n(m+1-n)}{m}+\frac{n B}{m(m+1)} \tag{AE.3}
\end{equation*}
$$

where

$$
B= \begin{cases}0 & \text { for } m+1 \equiv 0(\bmod 4) \\ 2(n-2) & \text { for } m+1 \equiv 2(\bmod 4) \text { and even } n \\ 2\{(n-2)+1 / n\} & \text { for } m+1 \equiv 2(\bmod 4) \text { and odd } n \\ n-1 & \text { for } m+1 \equiv 1(\bmod 4) \text { or } m+1 \equiv 3(\bmod 4)\end{cases}
$$

We now show that

$$
\frac{m-1}{m+1} L(m, n)-\min _{d \in \mathcal{D}_{U}(m, n)} U E_{d}\left(s^{2}\right)=\frac{n I}{m(n-1)(m+1)} \geq 0
$$

where using AE.1), AE.2 and AE.3),

$$
\begin{equation*}
I=A+(n-1)(D-B) \tag{AE.4}
\end{equation*}
$$

with $A=(m+1-n)^{2}-r^{2}$. In other words, we shall identify the cases where $I=0$ and show that $I>0$ for the remaining cases .

Additionally, we define $W=m-(n-1)\left\lfloor\frac{m}{n-1}\right\rfloor, 0 \leq W \leq n-2$. Then, since $m=q(n-1)+r,-n / 2<r<n / 2$,

$$
r= \begin{cases}W & \text { for } 0 \leq W<\frac{n}{2}, \quad \text { or equivalently } 0 \leq r<\frac{n}{2}  \tag{AE.5}\\ W-n+1 & \text { for } \frac{n}{2} \leq W \leq n-2, \quad \text { or equivalently }-\frac{n}{2}<r<0\end{cases}
$$

Using AE.5), $A$ can also be written in terms of $n, q, r$ and $W$ as below,

$$
A= \begin{cases}(n-1)^{2}(q-1)^{2}+2 r(n-1)(q-1), & \text { for } 0 \leq r<\frac{n}{2}  \tag{AE.6}\\ \left((q-2)^{2}-1\right)(n-1)^{2}+2 W(n-1)(q-1), & \text { for }-\frac{n}{2}<r<0\end{cases}
$$

From AE.6, it is clear that $A \geq 0$ since
a) $A>0, \quad$ for $q \geq 2$,
b) $A=0, \quad$ for $q=1,0 \leq r<\frac{n}{2}$,
c) $A=-(n-1)^{2} \quad$ for $q=1,-\frac{n}{2}<r<0$, which is not possible since then $m<n$.
(AE.7)
We take up the following exhaustive cases to arrive at the required conditions.
For $n \equiv 0(\bmod 4)$
Case A. $|r| \equiv 0(\bmod 4)$

Case A1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
First note that in this case the situation $q=1$ does not arise. Now from (AE.1) and AE.3), we get $D-B=4|r|-n+1$. Therefore, from AE.4), $I=A+(n-1)(4|r|-n+1)$ which, by AE.6, reduces to

$$
I= \begin{cases}(n-1)^{2}\left((q-1)^{2}-1\right)+2 r(n-1)(q+1) & \text { if } 0 \leq r<\frac{n}{2} \\ (n-1)^{2}\left((q-2)^{2}+2\right)+2 W(n-1)(q-3) & \text { if }-\frac{n}{2}<r<0\end{cases}
$$

This implies that for $0 \leq r<\frac{n}{2}, I>0$ when $q \geq 3$ and when $q=2, r \neq 0$. Furthermore, $I=0$ ( equality holds) for $r=0, q=2$, i.e., for $m=2(n-1)$. Similarly for $-\frac{n}{2}<r<0, I>0$ for $q \geq 2$.

Case A2. $m \equiv 1(\bmod 4)$
First note that in this case the situations $q=1,2$ do not arise. Now from AE.1) and AE.3), we get $D-B=2(2|r|-n+2)$. Therefore, from (AE.4), $I=A+2(n-1)(2|r|-n+2)$ which, by AE.6), reduces to

$$
I= \begin{cases}(n-1)^{2}\left((q-1)^{2}-2\right)+2(n-1)(r(q+1)+1) & \text { if } 0 \leq r<\frac{n}{2} \\ (n-1)^{2}\left((q-2)^{2}-1\right)+2(n-1)(W(q-3)+n) & \text { if }-\frac{n}{2}<r<0\end{cases}
$$

This implies that $I>0$ when $q \geq 3$.

Case A3. $m \equiv 3(\bmod 4)$
First note that in this case the situation $q=1, r=0$ does not arise. Now from (AE.1) and AE.3), we get $D-B=4|r|$. Therefore, from AE.4), $I=A+4(n-1)|r|>0$ since from AE.7) $A=0$ only when $q=1,0 \leq r<\frac{n}{2}$.

Case B. $|r| \equiv 1(\bmod 4)$

Case B1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
First note that in this case the situation $q=1, r=-1$ does not arise. Now from (AE.1) and AE.3), we get $D-B=2(|r|-1)$. Therefore, from AE.4), $I=A+2(n-$ $1)(|r|-1)>0$ except when $A=0, r=1$. Thus, from AE.7), $I=0$ ( equality holds) for $r=1, q=1$, i.e., for $m=n$.

Case B2. $m \equiv 1(\bmod 4)$
First note that in this case the situation $q=1$ does not arise. Now from AE. 1 and AE.3), we get $D-B=2|r|-(n-1)$. Therefore, from AE.4), $I=A+2(n-1)|r|-(n-1)^{2}$ which, by AE.6), reduces to

$$
I= \begin{cases}(n-1)^{2}\left((q-1)^{2}-1\right)+2 q r(n-1) & \text { if } 0 \leq r<\frac{n}{2} \\ (q-2)^{2}(n-1)^{2}+2 W(n-1)(q-2) & \text { if }-\frac{n}{2}<r<0\end{cases}
$$

This implies that $I>0$ when $q \geq 2,0 \leq r<\frac{n}{2}$ and when $q \geq 3,-\frac{n}{2}<r<0$. Furthermore, $I=0$ for $-\frac{n}{2}<r<0, q=2$, i.e., for $m=2(n-1)+r,-n / 2<r<0$. Let $m=4 s+1$, where $s$ is an integer. Then $-n / 2<m-2(n-1) \leq-1$ and substituting $m=4 s+1$ yields $3(n-2) / 8<s \leq(n-2) / 2$. Therefore, $I=0$ (equality holds) when $m=4 s+1,3(n-2) / 8<s \leq(n-2) / 2, n>2$.

Case B3. $m \equiv 3(\bmod 4)$
From AE.1 and AE.3), we get $D-B=(n+2|r|-3)$. Therefore, from AE.4, $I=A+(n+2|r|-3)(n-1)$, which is greater than 0 since the second term is greater than 0 .

Case C. $|r| \equiv 2(\bmod 4)$

Case C1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
From AE. 1 and AE.3), we get $D-B=n-3$. Therefore, from AE.4, $I=$ $A+(n-1)(n-3)$, which is greater than 0 since the second term is greater than 0.

Case C2. $m \equiv 1(\bmod 4)$
From AE. 1 and AE.3), we get $D-B=0$. Therefore, from AE.4 and AE.7), $I=A>0$ except when $q=1,0 \leq r<\frac{n}{2}$. Thus, $I=0$ for $0 \leq r<\frac{n}{2}, q=1$, i.e., for
$m=(n-1)+r$. Let $m=4 s+1$, where $s$ is an integer. Then $2 \leq m-n+1<n / 2$ and substituting $m=4 s+1$ yields $n / 4 \leq s<(3 n-4) / 8$. Therefore, $I=0$ (equality holds) when $n / 4 \leq s<(3 n-4) / 8, n>4$.

Case C3. $m \equiv 3(\bmod 4)$
From AE.1 and AE.3), we get $D-B=(2 n-4)$. Therefore, from AE.4, $I=A+2(n-2)(n-1)$, which is greater than 0 since the second term is greater than 0.

Case D. $|r| \equiv 3(\bmod 4)$

Case D1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
From AE.1) and AE.3), we get $D-B=2(|r|+1)$. Therefore, from (AE.4), $I=A+2(n-1)(|r|+1)$, which is greater than 0 since the second term is greater than 0.

Case D2. $m \equiv 1(\bmod 4)$
First note that in this case the situation $q=1$ does not arise. Now from AE.1 and (AE.3), we get $D-B=2|r|-(n-5)$. Therefore, from AE.4), $I=A+2(n-1)|r|-$ $(n-1)(n-5)$ which, by AE.6), reduces to

$$
I= \begin{cases}(n-1)^{2} q(q-2)+2(n-1)(r q+2) & \text { if } 0 \leq r<\frac{n}{2} \\ (n-1)^{2}(q-2)^{2}+2 W(n-1)(q-2)+4(n-1) & \text { if }-\frac{n}{2}<r<0\end{cases}
$$

This implies that $I>0$ when $q \geq 2$.

Case D3. $m \equiv 3(\bmod 4)$
From AE.1) and AE.3), we get $D-B=(n+2|r|+1)$. Therefore, from AE.4, $I=A+2(n-1)(n+2|r|+1)$, which is greater than 0 since the second term is greater than 0 .

For $n \equiv 2(\bmod 4)$

Case A. $|r| \equiv 0(\bmod 4)$

Case A1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
First note that in this case the situation $q=1$ does not arise. Now from AE.2) and (AE.3), we get $D-B=4|r|-n+1$. Therefore, from AE.4), $I=A+(n-1)(4|r|-n+1)$,
which is the same as the corresponding expression for the case $n \equiv 0(\bmod 4)$. Therefore, $I=0$ (equality holds) for $r=0, q=2$, i.e., for $m=2(n-1)$.

Case A2. $m \equiv 1(\bmod 4)$
Now from AE.2 and AE.3), we get $D-B=x / n$. Therefore, from AE.4, $I=A+(n-1)(x / n)$. Thus, $I=0$ when $A=0$ and $x=0$ or from AE.7), $I=0$ when $q=1, r>0, x=0$, i.e., $m=(n-1)+r, m \equiv 1(\bmod 8)$. Let $m=8 s+1$, where $s$ is an integer. Then $4 \leq m-n+1<n / 2$ and substituting $m=8 s+1$ yields $(n+2) / 8 \leq s<(3 n-4) / 16$. Therefore, $I=0$ (equality holds) when $m=8 s+1,(n+2) / 8 \leq$ $s<(3 n-4) / 16, n>8$.

Case A3. $m \equiv 3(\bmod 4)$
From AE.2) and AE.3), we get $D-B=(2 n-4+x / n)$. Therefore, from AE.4), $I=A+(n-1)(2 n-4+x / n)$, which is greater than 0 since the second term is greater than 0 .

Case B. $|r| \equiv 1(\bmod 4)$

Case B1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
First note that in this case the situation $q=1,-\frac{n}{2}<r<0$ does not arise. Now from AE.2) and AE.3), we get $D-B=2(|r|-4|r| / n-8 / n+5)$. Therefore, from AE.4), $I=A+2(n-1)(|r|-4|r| / n-8 / n+5)$, which is greater than 0 since the second term is greater than 0 .

Case B2. $m \equiv 1(\bmod 4)$
First note that in this case the situation $q=1$ does not arise. Now from AE.2 and AE.3), we get $D-B=2|r|(n-1)-(n-1)^{2}+(x / n)(n-1)$. Therefore, from (AE.4), $I=A+2|r|(n-1)-(n-1)^{2}+(x / n)(n-1)$, which is same as the corresponding expression for the case $n \equiv 0(\bmod 4)$ except the addition of the last term. Therefore, $I=0$ for $-\frac{n}{2}<r<0, q=2, x=0$, i.e., for $m=2(n-1)+r,-n / 2<r<0, m \equiv 1$ $(\bmod 8)$. Let $m=8 s+1$, where $s$ is an integer. Then $-n / 2<m-2(n-1) \leq-1$ and substituting $m=8 s+1$ yields $3(n-2) / 16<s \leq(n-2) / 4$. Therefore, $I=0$ (equality holds) for $m=8 s+1,3(n-2) / 16<s \leq(n-2) / 4, n>2$.

Case B3. $m \equiv 3(\bmod 4)$
From AE.2 and AE.3), we get $D-B=(n+2|r|-3+x / n)$. Therefore, from AE.4), $I=A+(n-1)(n+2|r|-3+x / n)$, which is greater than 0 since the second term is greater than 0 .

Case C. $|r| \equiv 2(\bmod 4)$
Case C1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
From AE.2 and AE.3), we get $D-B=n-3+8 / n$. Therefore, from AE.4, $I=A+(n-1)(n-3)+(8 / n)(n-1)$, which is greater than 0 since the last two terms are greater than 0 .

Case C2. $m \equiv 1(\bmod 4)$
First note that in this case the situations $q=1,2$ do not arise. Now from AE.2 and AE.3), we get $D-B=2(2|r|+4-4|r| / n-4 / n-n+2)$. Therefore, from AE.4), $I=A+(n-1)(4|r|+8-8|r| / n-8 / n)-2(n-1)(n-2)$ which, by AE.6), reduces to $I= \begin{cases}(n-1)\left((n-1)(q-1)^{2}-2 n\right)+(2 / n)(n-1)(r(n(q+1)-4)+2(3 n-2) & \text { if } 0 \leq r<\frac{n}{2}, \\ \left((q-2)^{2}-1\right)(n-1)^{2}+2(n-1)(W((q-3)+4 / n)+n) & \text { if }-\frac{n}{2}<r<0 .\end{cases}$ This implies that $I>0$ when $q \geq 3$.

Case C3. $m \equiv 3(\bmod 4)$
From AE.2) and AE.3), we get $D-B=(4|r|+8-8|r| / n-8 / n)$. Therefore, from AE.4), $I=A+(4|r|+8-8|r| / n-8 / n)$, which is greater than 0 since the second term is greater than 0 .

Case D. $|r| \equiv 3(\bmod 4)$

Case D1. $m \equiv 0(\bmod 4)$ or $m \equiv 2(\bmod 4)$
From AE.2) and AE.3), we get $D-B=2(|r|-1)+8 / n$. Therefore, from AE.4), $I=A+2(|r|-1)+8 / n$, which is greater than 0 since the last term is greater than 0.

Case D2. $m \equiv 1(\bmod 4)$
First note that in this case the situation $q=1$ does not arise. Now from AE.2) and AE.3), we get $D-B=2|r|-(n-5)$. Therefore, from AE.4), $I=A+2|r|(n-1)-$
$(n-1)(n+5)$, which is same as the corresponding expression for the case $n \equiv 0(\bmod 4)$. Therefore, $I$ is greater than 0 .

Case D3. $m \equiv 3(\bmod 4)$
From AE.2) and AE.3), we get $D-B=(n+2|r|+1)$. Therefore, from AE.4), $I=A+2(n-1)(n+2|r|+1)$, which is greater than 0 since the second term is greater than 0 .

## Appendix F

## Additional Material for Chapter 11

This appendix provides extra details for Chapter 11. Non-GYD PGYD for $(v, k, b)=$ $(8,20,50)$ is the transpose of the following matrix. The twelve $8 \times 8$ grids are latin squares of order 8 . The blocks in $\mathcal{D}_{C}$ cover each pair of treatments eleven times, except for the pairs $\{1,4\},\{2,3\},\{5,8\},\{6,7\}$ which are covered nine times. The blocks in $\mathcal{D}_{R}$ cover each of the pairs $\{1,4\},\{2,3\},\{5,8\},\{6,7\}$ five times.

| $\infty$ cr | $\infty$ フのcra | $\infty$ Vのcra ¢ N－ | $\infty$ Vのcr $\downarrow$ UNー |  | $\infty$ VのG』 UNー |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| с $\infty$ | $-\infty$ Vocracu |  | －V のctacon | － | － | － |
| Vo |  |  | Nーかンのロッ | Nーかっため |  |  |
| $\bigcirc \bigcirc$ | いNーかつけ』 | いNーかンのロ | いNーかつのぐロ | CuNーかンcra |  | いNーかンのロ |
| $\wedge$－ |  | $\wedge$ UNー | $\wedge$ UNー | $\wedge$ UNー | $\wedge \omega N \sim \infty$ Vocr |  |
| －$\downarrow$ | cravNーかった | cr $\triangle$ UNー | crun | Oصun | O® ¢ | cravnrovo |
| UN | のG® | OGA UNー | Oer $\triangle$ UNーかって | OG』 | のcravivro | Ocrص |
| N 0 |  | Vのor $\triangle$ un |  | $\checkmark$ VG』 いNーか | $\checkmark$ Ver』 WNーか |  |
| $\infty$ cr | $\infty$ Vのひ』 いNー |  | $\infty$ VのひロいNー | $\infty$ Vのひ』 |  | $\infty$ Vのcı |
| ст $\infty$ | － | －$\infty$ Vのcr』 | －V | －لのcravo |  | $\vdash \infty$ Vのcra ion |
| フの |  | Nーかソのロい |  | Nーかソのロッ | Nーかソのくロ |  |
| $\bigcirc \bigcirc$ | いNーかンCr | いNーかンのロャ | いNーかつの日ャ | いNーかつの』 |  |  |
| － | ค いNーかった | $\triangle$ UNーかった | $\wedge$ UNーかった | $\triangle$ UNー |  | $\rightarrow$ UNー |
|  | $\bigcirc$ |  | cravin | いNーかっ |  |  |
| UN | のcravin | ocracunrov |  |  | のcracun－mv | ocracun－mv |
| N00 |  |  | Vのcr | $\checkmark$ VG』 いNーか | $\checkmark$ Ver』 UNーか | $\checkmark$ VG』 UNーか |
| $\infty$ cr |  | $\infty \infty$ crNャ | $\infty$ | $\infty$ | $\bigcirc \Perp \infty$ N CTNOー | ヶNのーc゙uフr |
| $\stackrel{\square}{\wedge}$ | crorrovion | crv• | －ャcroove | $の \vdash$ ciN | $\omega \checkmark \sim \infty$ | $\wedge \infty$ Uのロ |
| フの | NuのVローーがr | $\infty$－ | $N \leftharpoondown \infty$ cr $\downarrow$ | $\triangle \infty$ U | $\sigma \Perp \infty$－¢TN | crnorciul |
| Co | คー | フNかいーcoャ | Nuフのumート | －crnorcino |  | $\omega フ \wedge \infty$ Nの・ |

Non-GYD PGYD for $(v, k, b)=(9,24,48)$ is the transpose of the following matrix. The ten $9 \times 9$ grids are latin squares of order 9 . The blocks in $\mathcal{D}_{R}$ form four copies of one parallel class of an affine plane of order 9 and two copies of two other parallel classes. The blocks in $\mathcal{D}_{C}$ form the complements of five copies of the parallel class not occurring in $\mathcal{D}_{R}$, four copies of the parallel classes occurring twice in $\mathcal{D}_{R}$, and three copies of the parallel class occurring four times in $\mathcal{D}_{R}$.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 4 | 6 | 5 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 7 | 8 | 9 | 1 | 2 | 3 |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 1 | 3 | 2 | 4 | 5 | 6 |
| 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 6 | 9 | 8 | 2 | 3 | 5 |
| 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 9 | 1 | 4 | 3 | 6 | 7 |
| 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 8 | 7 | 1 | 5 | 4 | 2 |
| 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 3 | 2 | 6 | 8 | 7 | 4 |
| 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 5 | 4 | 3 | 9 | 1 | 8 |
| 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 2 | 5 | 7 | 6 | 9 | 1 |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 4 | 6 | 5 | 7 | 8 | 9 |
| 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 7 | 8 | 9 | 1 | 2 | 3 |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 1 | 3 | 2 | 4 | 5 | 6 |
| 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 6 | 9 | 8 | 2 | 3 | 5 |
| 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 9 | 1 | 4 | 3 | 6 | 7 |
| 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 8 | 7 | 1 | 5 | 4 | 2 |
| 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 3 | 2 | 6 | 8 | 7 | 4 |
| 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 5 | 4 | 3 | 9 | 1 | 8 |
| 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 2 | 5 | 7 | 6 | 9 | 1 |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 |  | 5 | 6 | 7 | 8 | 9 | 4 | 6 | 5 | 7 | 8 | 9 |
| 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 7 | 8 | 9 | 1 | 2 | 3 |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 1 | 3 | 2 | 4 | 5 | 6 |
| 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 6 | 9 | 8 | 2 | 3 | 5 |
| 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 9 | 1 | 4 | 3 | 6 | 7 |
| 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 8 | 7 | 1 | 5 | 4 | 2 |
| 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 3 | 2 | 6 | 8 | 7 | 4 |
| 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 5 | 4 | 3 | 9 | 1 | 8 |
| 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 2 | 5 | 7 | 6 | 9 | 1 |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 2 | 7 | 9 | 4 | 3 | 5 |
| 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 9 | 2 | 7 | 5 | 4 | 3 |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 7 | 9 | 2 | 3 | 5 | 4 |
| 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 3 | 6 | 5 | 7 | 1 | 8 |
| 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 3 | 6 | 8 | 7 | 1 |
| 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 5 | 3 | 1 | 8 | 7 |
| 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 4 | 1 | 8 | 6 | 9 | 2 |
| 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 4 | 1 | 2 | 6 | 9 |
| 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 1 | 8 | 4 | 9 | 2 | 6 |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 4 | 6 | 5 | 7 | 8 | 9 |
| 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 7 | 8 | 9 | 1 | 2 | 3 |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 1 | 3 | 2 | 4 | 6 | 5 |
| 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 3 | 2 | 6 | 8 | 7 | 4 |
| 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 4 | 3 | 9 | 1 | 8 |
| 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 2 | 5 | 7 | 6 | 9 | 1 |
| 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 9 | 7 | 4 | 5 | 3 | 2 |
| 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 6 | 1 | 8 | 3 | 5 | 7 |
| 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 8 | 9 | 1 | 2 | 4 | 6 |
| 1 | 2 | 3 | 9 | 7 | 8 | 6 | 4 | 5 | 1 | 2 | 3 | 9 | 7 | 8 | 6 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 6 |
| 4 | 5 | 6 | 1 | 2 | 3 | 8 | 9 | 7 | 4 | 5 | 6 | 1 | 2 | 3 | 8 | 9 | 7 | 4 | 5 | 6 | 7 | 8 | 9 |
| 7 | 8 | 9 | 5 | 6 | 4 | 1 | 2 | 3 | 7 | 8 | 9 | 5 | 6 | 4 | 1 | 2 | 3 | 7 | 8 | 9 | 1 | 2 | 3 |

Non-GYD PGYD for $(v, k, b)=(18,12,48)$ is the transpose of the following matrix. The blocks in $\mathcal{D}_{C}$ form the complements of the blocks of a BIBD with order 18 , block size 6 and index 5 , and with three blocks removed. The blocks in $\mathcal{D}_{R}$ form the complements of four copies of each of these three removed blocks.

| 4 | 5 | 6 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 7 | 8 | 9 | 16 | 17 | 18 | 10 | 11 | 12 |
| 7 | 8 | 9 | 13 | 14 | 15 | 1 | 2 | 3 | 4 | 5 | 6 |
| 13 | 14 | 15 | 16 | 17 | 18 | 4 | 5 | 6 | 7 | 8 | 9 |
| 10 | 11 | 12 | 1 | 2 | 3 | 7 | 8 | 9 | 13 | 14 | 15 |
| 16 | 17 | 18 | 4 | 5 | 6 | 10 | 11 | 12 | 1 | 2 | 3 |
| 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 16 | 17 | 18 | 4 |
| 17 | 18 | 13 | 14 | 15 | 7 | 8 | 9 | 1 | 2 | 3 | 16 |
| 14 | 15 | 1 | 2 | 3 | 4 | 5 | 6 | 10 | 11 | 12 | 13 |
| 11 | 12 | 4 | 5 | 6 | 13 | 14 | 15 | 7 | 8 | 9 | 10 |
| 2 | 3 | 10 | 11 | 12 | 16 | 17 | 18 | 13 | 14 | 15 | 1 |
| 8 | 9 | 16 | 17 | 18 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 3 | 4 | 2 | 15 | 7 | 5 | 18 | 10 | 8 | 12 | 13 | 17 |
| 6 | 10 | 5 | 3 | 1 | 8 | 9 | 13 | 11 | 18 | 16 | 14 |
| 15 | 1 | 14 | 6 | 4 | 2 | 12 | 16 | 17 | 9 | 7 | 11 |
| 9 | 13 | 17 | 18 | 10 | 11 | 3 | 7 | 14 | 6 | 4 | 2 |
| 12 | 16 | 8 | 9 | 13 | 17 | 6 | , | 2 | 15 | 10 | 5 |
| 18 | 7 | 11 | 12 | 16 | 14 | 15 | 4 | 5 | 3 | 1 | 8 |
| 2 | 3 | 5 | 6 | 7 | 8 | 10 | 11 | 13 | 15 | 16 | 18 |
| 1 | 17 | 3 | 8 | 6 | 9 | 11 | 12 | 4 | 13 | 14 | 16 |
| 4 | 1 | 2 | 5 | 15 | 7 | 12 | 10 | 14 | 18 | 9 | 17 |
| 3 | 2 | 9 | 7 | 5 | 6 | 14 | 16 | 10 | 12 | 17 | 13 |
| 8 | 5 | 1 | 2 | 4 | 11 | 9 | 13 | 12 | 16 | 18 | 15 |
| 7 | 8 | 4 | 1 | 3 | 17 | 6 | 18 | 15 | 14 | 10 | 11 |
| 18 | 16 | 14 | 13 | 12 | 10 | 8 | 9 | 5 | 4 | 3 | 2 |
| 14 | 9 | 17 | 11 | 10 | 16 | 15 | 7 | 6 | 5 | 1 | 3 |
| 15 | 13 | 11 | 17 | 2 | 12 | 18 | 8 | 7 | 1 | 6 | 4 |
| 9 | 11 | 10 | 16 | 17 | 15 | 13 | 4 | 3 | 2 | 8 | 6 |
| 10 | 18 | 12 | 15 | 16 | 14 | 7 | 5 | 8 | 6 | 2 | 1 |
| 11 | 12 | 7 | 9 | 14 | 18 | 4 | 3 | 1 | 17 | 13 | 5 |
| 12 | 7 | 13 | 4 | 11 | 5 | 16 | 17 | 2 | 3 | 15 | 9 |
| 17 | 10 | 6 | 14 | 13 | 3 | 5 | 1 | 18 | 8 | 12 | 7 |
| 6 | 14 | 16 | 10 | 18 | 1 | 2 | 15 | 11 | 9 | 4 | 8 |
| 13 | 4 | 18 | 12 | 8 | 2 | 3 | 6 | 16 | 7 | 11 | 14 |
| 5 | 6 | 15 | 18 | 9 | 13 | 1 | 2 | 17 | 11 | 7 | 10 |
| 16 | 15 | 8 | 3 | 1 | 4 | 17 | 14 | 9 | 10 | 5 | 12 |
| 2 | 3 | 4 | 5 | 7 | 9 | 10 | 11 | 15 | 16 | 18 | 14 |
| 1 | 6 | 5 | 3 | 11 | 7 | 12 | 8 | 13 | 15 | 16 | 17 |
| 4 | 1 | 2 | 6 | 12 | 10 | 8 | 9 | 14 | 13 | 17 | 18 |
| 3 | 2 | 6 | 4 | 10 | 8 | 7 | 12 | 17 | 14 | 15 | 16 |
| 6 | 5 | 1 | 2 | 9 | 12 | 11 | 7 | 16 | 18 | 14 | 13 |
| 5 | 4 | 3 | 1 | 8 | 11 | 9 | 10 | 18 | 17 | 13 | 15 |
| 8 | 12 | 11 | 9 | 14 | 17 | 15 | 18 | 2 | 5 | 3 | 6 |
| 12 | 8 | 9 | 11 | 17 | 14 | 18 | 15 | 5 | 2 | 6 | 3 |
| 7 | 9 | 10 | 12 | 15 | 18 | 13 | 16 | 3 | 6 | 1 | 4 |
| 9 | 7 | 12 | 10 | 18 | 15 | 16 | 13 | 6 | 3 | 4 | 1 |
| 11 | 10 | 7 | 8 | 13 | 16 | 14 | 17 | 1 | 4 | 2 | 5 |
| 10 | 11 | 8 | 7 | 16 | 13 | 17 | 14 | 4 | 1 | 5 | 2 |
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