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Abstract

Bone tissues are formed under strong geometric controls. These controls may occur

through various geometrical variables such as the local bone curvature and porosity.

Geometric controls provide a high level of coupling in the evolution of the tissue, since

changes in tissue shape affect in turn the tissue’s evolution, which changes the geometric

control. The influence of geometry in biological tissue growth has been shown recently

in several experimental studies. In in-vitro bioscaffold studies, the velocity of tissue

growth was found to be proportional to the local curvature of the bioscaffolds. In in-

vivo studies, the velocity of tissue growth exhibits an inverse proportionality with local

curvature.

In this thesis, we aim to understand these seemingly contradicting observations by

developing mathematical models of biological tissue growth at the cellular scale. We

investigate how tissue-synthesising cells mediate the interaction between geometry and

tissue growth. This leads us to the development of a continuum model consisting of

two coupled PDEs that describe the co-evolution of the tissue interface and the density

of cells that secrete the new tissue matrix.

This thesis contains three main parts. In the first part, the main mathematical

model coupling cell density to curvature is developed, and is used to explore differ-

ent patterns of tissue growth that arise depending on model parameters, particularly

cell diffusion. This cellular-level model enables us to relate certain experimental ob-

servations in tissue-engineered bioscaffolds to individual and collective cell behaviours:

Smoothing of the interface observed in bioscaffolds can be related to a combination

of curvature-induced crowding of cells and cell diffusion on tissue surface. Tissue de-

position slowdown at later stage of formation can be related to some degree of cell

depletion. This mathematical model leads to a type of hyperbolic curvature flow for

biological tissue growth. A theoretical analysis of this model is then performed in the

low-diffusion limit to demonstrate the emergence of shock waves, manifested by cusps

in the tissue interface in numerical simulations.

The second part applies the mathematical model to experimental data on the rate of

new bone formation in secondary osteons to gain insights into the influence of geometry

on individual cell behaviours. Numerical simulations of the model suggest that the

secretory rate of bone-forming cells within an osteon is controlled geometrically not by

the pore interface curvature, but by the porosity of the infilling cavity, while the cell
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depletion rate is controlled either by porosity or curvature. The inclusion of geometrical

dependences of individual cell behaviours in the model reconciles the discrepancy of the

curvature effect on tissue growth seen in-vivo and in-vitro.

The third part of this thesis focuses on the development of a parameterisation-

free level set method to capture complex topological changes of the tissue interface.

Numerical simulations produced by this method and by explicit parameterisations result

in a very good match. This method promises to allow a direct extension of our model

of the geometrical control of bone tissue growth to three dimensions.
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Chapter 1

Introduction

Bone is the main component of the skeletal system. It is a light, but strong porous

material that provides structure to the body and levers for locomotion. It also provides

shelter to important organs such as the brain, heart and lungs, and to the production

of blood cells. Bones also store vital minerals such as calcium and phosphorus [1].

1.1 Bone remodelling

These properties of bone are enabled in part by a continuous self-renewal process,

known as ‘remodelling’. Bone remodelling is essential to maintain the integrity of bone

material properties that would otherwise deteriorate with time due to fatigue loading.

Remodelling repairs bone microcracks and can occur in response to changes in the

ambient mechanical state of bone.

Two main phases of bone remodelling are the resorption of old bones by (active)

osteoclasts and the formation of new bone by (active) osteoblasts. Bone remodelling is

operated by temporary cellular structures composed of both osteoclasts and osteoblasts

referred to as basic multicellular units (BMUs) [2]. Osteoclasts arise from hematopoi-

etic stem cells (HSCs) while osteoblasts arise from mesenchymal stem cells (MCSs) [3].

The coupling between bone resorption and formation, which is believed to be adminis-

trated by another cell type called osteocytes, enables the replacement of bone without

change in volume [1, 4]. While osteoclasts and osteoblasts reside on the surface of bones,

osteocytes instead occupy the lacunae within the bone matrix. Osteocytes communi-

cate with themselves and with other cells through enlongated cytoplasmic processes

connected via gap junctions [4] (refer to Fig. 1.1).

The macroscopic structure of bone involves two main types of bone tissues: cortical

bone, and trabecular bone. These tissues differ in many aspects for example porosity,

1



Figure 1.1: Development of osteoclasts and osteoblasts in BMU from hematopoietic stem
cells (HSCs) and mesenchymal stem cells (MCSs), respectively (reproduced with permission

from Rahman et al. [6]).

function, rapidity of turnover and proximity to the bone marrow [1]. Cortical bone is

also called compact bone due its low porosity. This type of bone tissue carries most

of the uniaxial mechanical loads exerted on bones. Trabecular bone has a porous mi-

croarchitecture made of a meshwork of plates and struts called trabeculae. This type

of bone tissue is usually encoutered near articulations and often experiences chang-

ing loads coming from different directions. Both bone types undergo remodelling. In

trabecular bone BMUs, osteoclasts dig a trench on the trabecular surface followed by

matrix refilling by osteoblasts. In cortical bone BMUs, osteoclasts create new pores

through the bone, followed by a refilling process [2, 5].

1.2 Factors affecting remodelling

The coordination of bone resorption and formation, which guarantees a proper balance

between bone gain and loss, is known as ‘coupling’ [7]. It is affected by various factors,

which can be classified as biochemical, mechanical and geometrical [8] (see flow chart

in Fig. 1.2).
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1.2.1 Biochemical regulation

Bone remodelling has long been thought to involve only the sequential roles of osteo-

clasts and osteoblasts. Present knowledge, however, has shown that remodelling is more

complex due to multiscale involvements of systemic factors and local factors secreted by

bone marrow cells and bone cells called osteocytes [9]. The systemic hormones involve-

ment are based on global conditions of the body, while the local factors (growth factors

and cytokines) act based on BMUs conditions [9]. Several computational models have

been developed to incorporate the biochemical regulation of bone remodelling [3, 10–

12], for example by integrating the RANK-RANKL-OPG signalling pathway into the

models [13].

1.2.2 Mechanical regulation

One of the earliest idea of bone adaptation to mechanical loads was suggested by Roux

and Wolff and is now known as Wolff’s law [14, 15]. Wolff’s law originates from the

observation of arrangement of trabeculae in proximal femur and other bone parts ac-

cording to the directions of principal stresses [16].

A refined theory called ‘mechanostat’ was later formalised by Frost [17]. This theory

suggests that bone adapts to mechanical load (e.g. strain) through a feedback loop,

operating based on the reference of the resulting stress to two setpoints or threshold

values that bound the physiological window [18]. Bone subjected to loads that generate

strains above the upper setpoint is classified as overused, and will receive a net bone

gain. Conversely, bone subjected to loads that generate strains below the lower setpoint

is called underused. This will stimulate bone loss. Loads that generate strain between

these two upper and lower bounds will not create significant effect in terms of bone

gain or loss [16].

There are numerous experimental works supporting the effect of mechanical loading

on bone [18] for example inhibition of bone formation during space flight [19] and

increase in bone mass due to exercise [20]. Several computational studies have been

developed to model the mechanical regulation of bone for example in Refs. [21, 22].

1.2.3 Geometrical regulation

The biochemical and mechanical regulations of bone remodelling are well-established

experimentally. However, studies on the geometrical regulation of bone remodelling
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have been scarce, due to the experimental difficulty in disentangling the geometrical

components [8]. Common geometric variables thought to regulate bone growth and

remodelling are bone porosity (the volume fraction of bone not occupied by bone tis-

sue), pore density (the number of pores per mm2) and the availability of bone surface

to osteoclasts and osteoblasts [8, 23, 24] (see Fig. 1.2). Recent in-vitro tissue growth

experiments in bioscaffolds have shown that the local curvature of a tissue substrate is

also an important geometric variable controlling tissue growth, including bone forma-

tion during bone remodelling [25–39].

1.3 Motivation

In the in-vitro bioscaffolds experiments of Refs. [32–34, 36], it was shown that the

velocity of tissue growth is proportional to the local curvature of the bioscaffolds, except

at the end of the formation. This observation differs from in-vivo tetracycline double

labelling experiments in which the velocity of bone growth (also called matrix apposition

rate (MAR)) is inversely proportional to the mean curvature of the bone interface [40–

42].

The discrepancy of the role of curvature in in-vivo and in-vitro experiments raises

the question of what are the underlying mechanisms of the geometric control of bone (or

tissue) growth. At the cellular/tissue scale, important geometrical variables suspected

to control bone tissue growth are the local curvature of the bone surface, and bone

porosity. The local curvature may influence tissue growth through the cells’ surface

tension, as suggested by the patterns of alignment of stained cytoskeletal stress fibres

in the in-vitro bioscaffold experiments of Refs. [32–34, 36]. The systematic influence of

curvature on cell surface density and hence on tissue formation has never been quan-

tified by past studies. This systematic curvature effect occurs due to the contraction

or expansion of the local surface area during the evolution of tissue interface. Con-

sequently, tissue formation on the concave portions of the interface causes cells and

tissue crowding, resulting in the increase in cell surface density. The opposite occurs if

tissue formation takes place on convex portions of the interface. Porosity may influence

bone tissue growth via its effect on the extracellular fluid flow running in bone’s vas-

cular pores and via the mechanical stimulus sensed by cells [43]. Indeed, bone porosity

accounts for large proportion of the apparent stiffness of bone [44].

It is also unclear how cells sense geometrical features (curvature and porosity) that
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involves spatial scales much larger than their cell bodies. Does the sensing occur indi-

vidually or does it involve collective cell communication? Another interesting question

is how does curvature affect the embedment of osteoblasts during their transition to

osteocytes? Understanding the geometric control of the 3D distribution of osteocytes

in bone is important for the regulation of remodelling and the mechanical adaptation of

bone. With mathematical models, we can test the consequences of several hypotheses

on the underlying mechanisms of the role of geometry during bone tissue growth to

gain more insights into cellular behaviours.

1.4 Research aims

Bone mineralisation produces patchy bone tissues of different strength and quality de-

pending on the frequency of bone matrix renewal. A mathematical model of mineral

heterogeneity in bone depending on renewal rate was developed in Ref. [45]. In an-

other work [46], osteocytes, which are known as the orchestrators of the bone tissue

remodelling, were suggested to undergo rapid desensitisation, and replacement during

remodelling. While these two studies tried to model the evolutions of bone material

properties, the evolution of the bone interface, however, was assumed to be given. The

main aim of this PhD is to build a comprehensive model which is able to describe the

evolution of biological tissue interface at the cellular level under collective and indi-

vidual geometrical controls. This model is used to investigate the following research

questions:

1. What is the collective impact of the local curvature of bone (or of other tissues) on

the cell surface density and hence on the rate of tissue growth? Can we reconcile

the conflicting results of the in-vivo and in-vitro experiments in terms of how

curvature correlates with the velocity of bone (or tissue) formation in-vivo and

in-vitro?

2. What patterns of tissue deposition may result from curvature-controlled tissue

growth?

3. Can we single out the collective effects of curvature to gain more insights into the

control of geometry on individual cell behaviours during tissue growth, such as

matrix secretory rate and cell death rate?
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4. Can we develop a method to evolve curvature-controlled tissues of complex inter-

face geometries?

1.5 Thesis outline

The work presented in this thesis is interdisciplinary. It combines biology, theoreti-

cal mathematics and numerical simulations. It comprises four related projects (one

published, one in preparation, and two regular chapters).

The derivation of the main model equations used throughout the thesis is presented

in Chapter 2. This main model is used in the other chapters, with slight modifications

to suit their respective objectives. The numerical methods used to solve the equations

are presented in the second half of Chapter 2.

Chapter 3 reproduces the article “Curvature effect on the collective behaviour of

cells growing new tissue”, published in the Biophysical Journal. This work investigates

the research question 1, and is marked as 1 in Fig. 1.2. In Chapter 4, cell surface

diffusion is assumed to be negligible, so that the equations developed in Chapter 2

form a system of hyperbolic conservation laws that is amenable to rigorous results.

A theoretical analysis of this system is presented to show that shocks (or cusps) in

the interface develop in finite time. This topic investigates the research question 2

and is marked as 2 in Fig. 1.2. This will be followed in Chapter 5 by the study

of the geometric control of individual cell behaviours on tissue growth, in particular,

the interplay between curvature and porosity on cell secretory rate and cell death rate.

This topic investigates the research question 3, and is marked as 3 in Fig. 1.2. In

Chapter 6, the equations developed in Chapter 2 are adapted to the level set method’s

viewpoint. The discretisation method and the comparison between the results obtained

from this method and the ones produced in Chapter 3 are presented. Examples with

topological changes in the bone geometry, which are common during bone loss and bone

gain, are also shown. These examples manifest the advantage of the level set method

in these situations. This topic investigates the research question 4, and is marked as

4 in Fig. 1.2.

Finally, Chapter 7 contains a general discussion, conclusions, and outlook on future

works arising from the projects conducted in this PhD.
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Figure 1.2: Biochemical, mechanical and geometrical regulations of bone remodelling.
The four specific projects of this thesis are marked 1© to 4©. The dashed line represents the
fact that mechanical feedback on bone formation occurs mainly via porosity. Bone porosity,

to a large extent, explains the average strains in cortical bone [44].
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Chapter 2

Mathematical models

This chapter provides an overview of the general approach employed by the specific

mathematical models developed in more detail in the subsequent chapters. It contains

two main parts, that specify two different representations of the mathematical models

developed in this thesis. The first part presents the two model equations obtained when

the tissue interface is parameterised explicitly and the influence of curvature and cell

diffusion are included. One equation governs the evolution of the interface and the other

governs the evolution of the population of bone-forming cells (osteoblasts) that secrete

new tissue matrix. These equations can be specialised, for example, to Cartesian and

polar coordinate systems for some interface geometries (see Sect. 3). Besides, these

equations are rewritten in their equivalent conservative forms, which will later be shown

to be beneficial to ensure cell conservation in the numerical methods. However, it is

important to note that the derivation of these equations can be found in Chapter 3.

The second part presents the evolution equations of interface and density when the

interface is described implicitly with a level set function. The advantage of this method

is that it allows modelling for complex evolutions of the surface tissue topology, such

as merging and splitting. Due to the coupling between the evolutions of the interface

and of cell density, a level-set-like function must also be introduced for cell density. We

will refer to this representation of the mathematical model as the ‘level set method’.

The models developed in this thesis are restricted to two dimensions, since they

will be compared to experimental data obtained from cross-sectional slices. However,

it is anticipated that a generalisation of the models to three dimensions would be

straightforward to formulate using the level set method.

It is important to note that Sect. 2.1 only introduces briefly the explicit parame-

terisation model used in the thesis. Complete derivation of the model is presented in
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Chap. 3 (reproduced from the published paper [47]). It is followed by Sect. 2.2 which

presents how the explicit parameterisation model can be reformulated to derive the

level set method. A detail derivation of this level set method is presented in Chap. 6.

2.1 Introduction to the explicit parameterisation model

We consider a biological tissue that grows from the deposition of new matrix by cells

that reside at the tissue interface. This situation corresponds to new bone formation by

osteoblasts in-vivo, in-vitro neo-tissue growth in bioengineering scaffolds, the growth

of spheroid tumors that have proliferative outer rims, and wound healing [47]. The

important elements in this derivation are the velocity of the interface, the interface’s

curvature, and the surface density of cells.

2.1.1 Interface velocity!

!!!

!!" !

!!Δ!!
!(!)!

1/!(!! , !)!

!(! + !")!

Figure 2.1: Derivation of the normal velocity of interface v = v(rS , t).

The deposition of new tissue defines an evolving tissue interface S(t). Let us denote

a point on this surface by rS , and the surface density of the cells at rS by ρ(rS , t). As

depicted in Fig. 2.1, the volume of tissue matrix secreted per cell within a small time

interval ∆t is

kf(rS , t)∆t (2.1)

where kf is the matrix secretory rate of a cell, i.e. the volume of new tissue secreted

per cell per unit time. Since ρ(rS , t) is the cell surface density, the area occupied by a

single cell is 1/ρ(rS , t). The volume of the region swept by this cell along its trajectory

(shown by the darker grey shaded region) is

10



1

ρ(rS , t)
vOb · n∆t =

1

ρ(rS , t)
v∆t (2.2)

where v = vOb ·n is the normal velocity of the interface. In bone biology, v is referred

to as the matrix apposition rate (MAR). Here vOb is the velocity of the cell, and n is

the outward unit normal vector of the tissue interface (see Fig. 2.1). The relationship

between the normal velocity of the interface v and the cell velocity vOb is due to the

fact that the deposition of the new tissue matrix defines the evolving interface, and

cells that secrete the tissue always reside on the interface. Equating (2.1) and (2.2)

gives the normal velocity of the interface as:

v(rS , t) = kf(rS , t) ρ(rS , t) (2.3)

at any position rS of the interface S(t). In 2D, the position rS on the interface can be

parameterised by a single parameter s.

2.1.2 Interface evolution

The evolution of the interface parameterised by a general parameterisation γ(s, t) ∈

S(t) is constrained to evolve in such a way that the normal component of γt matches

v, i.e.,

γt(s, t) · n(s, t) = v(s, t) (2.4)

Partial derivatives are indicated by subscripts of the corresponding (italicised) variables.

For example, the subscript t in Eq. (2.3) indicates the partial derivative of γ with

respect to time t. Note that ‘f’ in kf(rS , t) is not italicised variable, it stands for

‘formation’.

2.1.3 Cell surface density evolution

A number of surface-bound phenomena may occur during the evolution of bone tissue

growth, such as the transport of cells along the interface and non-conservative changes in

surface cell density due to cell creation or attachment to the surface, and cell depletion.

These phenomena affect the surface density of cells (osteoblasts) denoted as ρ(rS , t),

11



such that the change in the density can be described, in general, by the material-balance

equation [48–50]:

∂

∂t
ρ(rS , t) = σ(rS , t)−∇ · J(rS , t) (2.5)

In this equation σ(rS , t) denotes source or sink terms that account for non-conservative

mechanisms, for example cell depletion due to apoptosis and conversion to other cell

types. In bone, it is known that osteoblasts are destined to be either buried to become

osteocytes, to stay alive and become lining cells, or to undergo death [4]. The term

J(rS , t) represents the flux that corresponds to cell transport, such as advection and

diffusion. Biochemical effects of hormones, growth factors and cytokines, may affect

bone growth and remodelling by modifying σ and J . Such effects will not be considered

explicitly in this thesis.

2.1.4 Specialisation to two-dimensional study

Since the model developed in this study is restricted to two dimensions, the interface

S(t) can be tracked by a single parameter s in a general parameterisation γ(s, t) such

that s 7→ γ(s, t) ∈ S(t). In this regard, the equations for the normal velocity of the

interface in Eq. (2.3) and the evolution equation of the interface in Eq. (2.4) are

adapted to 2D setup, giving v = v(s, t) as the normal velocity measured in mm/day,

kf = kf(s, t) is the cell vigor measured in mm2/day, ρ = ρ(s, t) is the cell surface density

measured in mm−1, and n = n(s, t) is the normal vector to the interface.

The derivation of the two-dimensional material-balance equation similar to Eq. (2.5)

to represent the evolution of cell surface density ρ(s, t) can be found in the Section

‘Materials and Methods’ of Chapter 3. Among others, this evolution equation of cell

density contains the systematic influence of curvature on the cell surface density, such

that tissue formation on the concave portions of the interface causes cells and tissue

crowding, resulting in the increase in cell surface density. The opposite is expected

to happen when tissue formation takes place on the convex portions of the interface.

Along with the evolution equation of the interface, we obtain two coupled equations:

γt · n = v (2.6)

ρt =
γt · τ
g

ρs − ρvκ+Dρ`` −Aρ (2.7)

12



where the velocity v = kfρ as given in Eq. (2.3), g = |γs| is the metric associated with

the parameterisation γ, n is the outward unit vector perpendicular to the tangential

vector τ = γs/|γs|, D is the diffusivity of cells along the tissue interface and A is

the cell depletion rate. The operator ∂/∂` = (1/g)∂/∂s is the partial derivative with

respect to the arc length ` which gives the one-dimensional Laplace-Beltrami operator

as ∂2/∂`2 = g−2∂2/∂s2 − g−3τ · γss∂/∂s. The RHS of Eq. (2.7) contains several

elements: the transport of cells normal to the interface measured with respect to the

coordinate s, the systematic dilution or concentration of cell density induced by the

(signed) curvature of the interface, the diffusion of cells parallel to the interface, and

the cell depletion.

The derivation of evolution equations similar to Eq. (2.7) in higher dimension was

done in Stone [51] such that the evolution equation of so called ‘surfactant density’ Γ

under the influence of arbitrary velocity u on a deforming interface can be written as:

Γt = −∇` · (Γu`)− Γ(∇` · n)(u · n) +D∇2
`Γ (2.8)

where u` = (1−nnT)u and ∇` = (1−nnT)∇ are the velocity and gradient projected

onto the interface S(t), respectively. Note that (1 − nnT) is a projection operator

perpendicular to the normal vector n. In two dimensions, (1 − nnT) corresponds

to taking the scalar product with the unit tangent vector to the interface τ , so that

∇` = (τ · ∇)τ = τ ∂
∂` . This makes the first term in the RHS of Eq. (2.8) to become

∇` ·(Γu`) = τ ∂
∂` ·
(
Γ∂u
∂`

)
= τ ·γt

g Γs. The second term in the RHS of Eq. (2.8) is the same

as the second term in the RHS of Eq. (2.7) since ∇` ·n is equal to the (mean) curvature

κ in the two-dimensional interface, and u · n is equal to the normal velocity v. The

third term in both equations corresponds to each other since ∇2
`Γ =

(
τ ∂
∂` · τ

∂
∂`

)
Γ =(

∂
∂`

∂
∂`(τ · τ )

)
Γ = Γ``.

Depending on the surface geometry of bone or of an other tissue substrate, the model

equations can be applied to two common types of parameterisation, the Cartesian and

polar coordinate systems. This is done by taking γ(x, t) = (x, h(x, t)) for the former

and γ(θ, t) = (R(θ, t) cos θ,R(θ, t) sin θ) for the latter. Tissue deposition in trench-like

cavities of zero average curvature is represented by an evolving height y = h(x, t) in

the Cartesian system, while tissue deposition in porous channels is represented by an

evolving radius r = R(θ, t) in the polar system.

13



Our simulations show that using finite difference method to numerically solve these

equations results in significant amount of numerical loss of cells when cell diffusion is

low. To minimise this issue, we rewrite the equations in their equivalent conservative

form, and solve the equations using a finite volume scheme (see Chapter 3).

2.2 Derivation of the implicit parameterisation (level set)
method

Abrupt topological changes in bone are common, for example, during enlargement and

fusion of trabecular struts during bone gain, and trabecularisation of cortical bone or

loss of connectivity of trabecular bone during age-related osteoporosis [52–55] (refer to

Fig. 2.2). These topological changes require ad-hoc treatment of numerical simulations

of the evolution of the bone interface, as the interface can no longer be continuously

parameterised by a single function γ in the previous section [56].

Figure 2.2: Structure of cortical bone during trabecularisation due to osteoporosis
(reproduced with permission from Osterhoff et al. [52]).

A well-known method to alleviate this problem is the level set method introduced in

Ref. [57]. In this method, the interface is positioned at the zero level set (or contour) of

an evolving function, called the level set function φ. This does not require the interface

to be parameterised explicitly since the interface moves by the temporal changes of the

level set function. It is anticipated that this method will provide an easier generalisation
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to three dimensions, where the explicit interface parameterisation is more difficult to

implement.

We show in this section the derivation of the evolution equations for the implicit

parameterisation (level set) method. While the explicit parameterisation equations are

used in Chapters 3, 4 and 5, the equations from this section are used only in Chapter

6 of this thesis.

2.2.1 Evolution equation of the interface

In the level set method, the 2D tissue interface S(t) previously parameterised as s 7→

γ(s, t) can be described as the zero level set (or contour) of a function φ in the 3D

Cartesian coordinate system such that:

S(t) = {(x, y)|φ(x, y, t) = 0} (2.9)

Since γ(s, t) ∈ S(t) and φ(γ(s, t)) = 0, differentiating φ with respect to time t gives

φt + ∇φ · γt = 0. Using the fact that the normal vector of a level set function is

n = ∇φ/|∇φ| and utilising γt · n = v from Eq. (2.6), we obtain the standard level set

equation [58]:

φt + V |∇φ| = 0 (2.10)

where V is the normal velocity of the level set function φ that coincides with v(s, t) at

the interface point γ(s, t).

2.2.2 Evolution equation of velocity

Now that the interface is described implicitly, an alternative description of cell surface

density that does not refer to the explicit parameter s is also required. To this purpose,

the cell surface density ρ(s, t) in Eq. (2.7) is extended to the whole computational

domain where φ is defined, rather than being only defined on the interface. In this

regard, we define a velocity function V , such that its value at point γ(s, t) of the

interface is v(s, t) = kfρ(s, t), i.e.:

V (γ(s, t), t) = v(s, t) (2.11)
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Similarly to the case of φ, differentiating Eq. (2.11) with respect to t gives Vt+∇V ·γt =

vt, while from (2.3), the time derivative of the velocity is vt = kfρt. Here cell vigor kf is

assumed to not depend on t for simplicity, whereas ρt is a known quantity governed by

Eq. (2.7). Since the interface moves with the normal velocity only (i.e. the tangential

component is irrelevant for the interface evolution), we take γt = vn, and by rewriting

V = v, we obtain

Vt +∇V · V n = vt = −κV 2 +D∇2
`V −AV (2.12)

Here, cell diffusion is assumed to be isotropic along S(t) and the surface Laplacian

(also called ‘Laplace-Beltrami) term is defined as ∇2
`V = ∇2V − κ∂nV − ∂nnV , where

∂nV = ∂V/∂n = n · ∇V and ∂nnV = ∂2V/∂n2 = n · H(V ) · n [59]. Eqs. (2.10)

and (2.12) are a coupled, nonlinear system of PDEs which govern the evolutions of

the interface and its velocity (or density, since V = kfρ in (2.3)). Note the similarity

between Eq. (2.12) and Eq. (2.8).

2.3 Numerical methods

The explicit parameterisation equations in Sect. 2.1 are discretised using finite differ-

ence and finite volume methods. These two methods are used to ensure conservation of

cell number, while at the same time avoiding restrictive CFL conditions. Details on the

numerical schemes for the explicit parameterisation equations are given in Sect. 3.3.

The implicit parameterisation (level set) equations are solved using a finite difference

method. The sequence of steps to implement the numerical schemes are given in Sect.

6.3.2. There are other studies, for example in Ref. [60], which utilise finite element

schemes to solve these kinds of implicit parameterisation equations.
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Chapter 3

Paper 1: Modelling the effect of
curvature on the collective
behaviour of cells growing new
tissue

3.1 Overview

The systematic influence of curvature on cell surface density occurs due to the contrac-

tion or expansion of the local surface area during the evolution of tissue interface. Tissue

formation on the concave portions of the interface causes cells and tissue crowding, re-

sulting in the increase in cell surface density. The opposite occurs if tissue formation

takes place on convex portions of the interface.

In this chapter, we include this systematic influence of curvature on cell density and

compare numerical simulations with results from bioscaffolds experiments conducted in

Refs. [32, 33] which show tissue deposition slowdown and regularisation (or smoothing)

of tissue interface regardless of the initial shape of the bioscaffolds.

A good match with experimental evolutions of tissue growth can be obtained when

cell surface diffusion and cell depletion are accounted for. We thereby produce estimates

of two parameters: cell surface diffusivity D and cell depletion rate A.

This work covers research question 1, marked as 1 in Fig. 1.2. It has been published

in Biophysical Journal and is reproduced below. The supplementary material of the

paper is also enclosed in this chapter. The final section of this chapter contains detailed

numerical techniques used to produce the results of the paper.

3.2 PDF of paper
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Article

Modeling the Effect of Curvature on the Collective
Behavior of Cells Growing New Tissue

Mohd Almie Alias1,2,* and Pascal R. Buenzli1
1School of Mathematical Sciences, Monash University, Clayton VIC, Australia; and 2School of Mathematical Sciences, National University of
Malaysia, Bangi, Selangor D. Ehsan, Malaysia

ABSTRACT The growth of several biological tissues is known to be controlled in part by local geometrical features, such as the
curvature of the tissue interface. This control leads to changes in tissue shape that in turn can affect the tissue’s evolution. Un-
derstanding the cellular basis of this control is highly significant for bioscaffold tissue engineering, the evolution of bone micro-
architecture, wound healing, and tumor growth. Although previous models have proposed geometrical relationships between
tissue growth and curvature, the role of cell density and cell vigor remains poorly understood. We propose a cell-based math-
ematical model of tissue growth to investigate the systematic influence of curvature on the collective crowding or spreading of
tissue-synthesizing cells induced by changes in local tissue surface area during the motion of the interface. Depending on the
strength of diffusive damping, the model exhibits complex growth patterns such as undulating motion, efficient smoothing of
irregularities, and the generation of cusps. We compare this model with in vitro experiments of tissue deposition in bioscaffolds
of different geometries. By including the depletion of active cells, the model is able to capture both smoothing of initial substrate
geometry and tissue deposition slowdown as observed experimentally.

INTRODUCTION

Substrate geometry is an influential variable for new tissue
growthwith high significance for bioscaffold tissue engineer-
ing (1). Surface curvature (2,3) and roughness (4,5) have
important effects on cell behavior in addition to the surface’s
chemical composition (6–9) and rigidity (10,11). At a single
cell scale, tissue geometry affects the formation of focal ad-
hesions on the cell membrane, resulting in differences in cell
orientation, motility, shape, phenotype, and apoptosis due to
biochemical and mechanical effects (12–18).

Larger geometrical features of substrates, that span mul-
tiple cell sizes, also influence tissue growth because they
affect the collective behavior of cell populations. Direct
and indirect (e.g., mechanics-mediated) effects of tissue ge-
ometry on tissue growth are expected to play an important
role in bone, tissue engineering, wound healing (19,20)
and in tumor growth (21). Neotissue secreted by preosteo-
blasts cultured on porous scaffolds of various shapes grows
at a rate that correlates with the local mean curvature (22–
31). Such mean curvature flow leads to smoothing of the
initial substrate geometry (32,33). New bone deposition

in vivo occurs at different rates in compact cortical bone
and porous trabecular bone, suggested to be due to the
different substrate geometries in these tissues (34). In
contrast to in vitro tissue growth, cylindrical cavities in
cortical bone infill at rates that correlate with the inverse
mean curvature, i.e., tissue deposition slows down as infill-
ing proceeds (35–38). At the same time, irregularities of the
initial substrate smooth out with tissue deposition: Haver-
sian canals are more regular than osteon boundaries (39).

These conflicting observations on the role of geometry in
tissue growth may be reconciled if one takes into consider-
ation the cellular basis of new tissue deposition, in particular
cell density and cell vigor (new tissue synthesis rate) (40),
and the various biological and geometrical influences that
these variables are subjected to. A decrease in active cell
number, due for example to quiescence, cell death, or
detachment from the tissue surface (41), could explain tis-
sue deposition slowdown. At the same time, local inhomo-
geneities in cell density and in cell vigor could explain
smoothing of corners and irregularities.

Previous mathematical models of the evolution of the
tissue interface have proposed to capture the smoothing dy-
namics of in vitro tissue growth through a simple mathemat-
ical relation between interface velocity and mean curvature
by comparing cell tension with surface tension problems in
physics (23,25–27,30,31). However, these geometric models
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do not account for cell numbers, which limits the interpreta-
tion of underlying biological processes. Part of the tissue
growth slowdown observed in vitro in two-dimensional cross
sections has been tentatively explained by scaffold boundary
effects leading to a catenoid tissue surface of smaller mean
curvature than a cylindrical surface (26,27). The influence
of cellular processes (such as a reduction in active cells or
in cell vigor) cannot be factored in easily into these geometric
models. In cortical bone formation in vivo, tissue surface is
mostly cylindrical or conical and has moving boundaries
(42,43). A slowdown of tissue deposition due to cellular pro-
cesses rather than three-dimensional geometrical effects is
more likely. Both surface cell density and cell vigor decrease
during cortical infilling (40,44,45).

In this article, we develop a mathematical model of the ef-
fect of local curvature on the collective behavior of cells syn-
thesizing new tissue at the tissue interface. We compare
numerical simulations of the model with tissue growth dy-
namics in bioscaffolds of different pores shapes obtained in
Bidan et al. (25,26). This comparison suggests that a reduc-
tion in the number of active cells is a likely explanation for
tissue deposition slowdown observed in these experiments.

The main purpose of the mathematical model is to deter-
mine the systematic influence of curvature on cell density
due to the contraction or expansion of the local surface
area during the evolution of the tissue interface. This influ-
ence is an inevitable geometrical pull: the deposition of new
tissue on concave regions of the substrate reduces the local
surface area, and so tends to increase surface cell density
and to crowd tissue; the deposition of new tissue on convex
regions of the substrate increases the local surface area, and
so tends to decrease surface cell density and to spread tissue
(Fig. 1 a). This systematic influence of curvature is impor-
tant to elucidate and to single out, so that other geometrical
influences on tissue growth can be determined, such as influ-
ences on individual cell vigor.

MATERIALS AND METHODS

We consider a biological tissue that grows by deposition of new matrix

secreted by cells at the tissue surface (Fig. 1 a). This situation corresponds

to new bone formation by osteoblasts in vivo, but also models in vitro neo-

tissue growth in bioengineering scaffolds (23,25–27,30,31) where new tis-

sue is predominantly produced near the tissue surface (46). It may also

describe the growth of spheroid tumors that have proliferative outer rims

(21), and wound healing (19). The normal velocity of the tissue surface

is given by

v ¼ kf r; (1)

where r is the surface density of tissue-synthesizing cells (number of cells

per unit surface), and kf is the cells’ secretory rate (volume of new tissue

formed per cell per unit time) (47). We assume here that tissue secretion

is such that it displaces the cells perpendicularly to the surface at all times,

i.e., cells are advected with velocity v ¼ vn, where n is the outward unit

normal vector of the tissue surface.

We restrict in this article to two spatial dimensions as we will compare

our model to experimental data obtained from cross-sectional slices. We

track the evolution of the tissue interface S(t) by an explicit one-dimen-

sional parameterization s1gðs; tÞ of S(t). Because the normal velocity of

the tissue interface is given by v in Eq. 1, g must be such that the normal

component of gt matches v, i.e.,

gt$n ¼ v; (2)

where n is the outward unit vector perpendicular to the tangential vector

t ¼ gs=jgs j (Fig. 1 b). (Partial derivatives are denoted by subscripts

throughout the article.) Because tissue geometry is unaffected by tangential

components of interface velocity, Eq. 2 is the only constraint that g must

satisfy. In particular, we do not assume that the paths t1gðs; tÞ follow

cell trajectories normal to S(t) at each time. Later, g will be represented

by tissue thickness functions in Cartesian and polar coordinates for which

the tangential component gt$ts0.

On concave portions of the tissue substrate, new tissue deposition re-

duces the local surface area and thereby tends to increase cell density. By

Eq. 1, this leads to crowding of new tissue produced. On convex portions

of the tissue substrate, new tissue deposition increases the local surface

area and thereby tends to decrease cell density (Fig. 1 a). This leads to

dispersion of new tissue produced. To describe this influence of local cur-

vature on the evolution of cell density and tissue growth rate, we write

r at coordinate s of the surface and time t as

rðs; tÞ ¼ dNðs; tÞ
d‘ðs; tÞ ; (3)

where dN is the number of cells residing on an infinitesimal length element

d‘ ¼ gds centered at s, and g ¼ jgs j is the metric associated with g (48).

FIGURE 1 (a) Cells lining a tissue surface such

as bone-forming osteoblasts will concentrate or

spread during the evolution of the interface de-

pending on whether the initial substrate is concave

(k < 0) or convex (k > 0) (top). In a similar way,

cellular and extracellular tissue volume produced

near the tissue surface will crowd or spread de-

pending on the substrate curvature (bottom). In

both cases, this influences the local tissue growth

rate. (b) Schematic diagram depicting the represen-

tation of the tissue surface S(t) by an arbitrary

parameterization g(s,t) and by an orthogonal

parameterizationG(u,t). Timelines of G(u,t) follow

the cell’s trajectories assumed normal to S(t) at all

times.
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We then determine changes in cell density along the normal trajectories

taken by the cells. The rate of change in r in the normal direction is given by

Dt
t rh lim

Dt/0

1

Dt
½rðsþ Ds; t þ DtÞ � rðs; tÞ�

¼ rt �
gt$t

g
rs;

(4)

where the s-coordinate offset Ds is due to the fact that timelines t1gðs; tÞ
at fixed s are not normal to S(t) in general. This offset is defined such that

vDtn ¼ gtDt þ gsDs as Dt/0 (Fig. 1 b). Projecting onto the tangential

vector t shows that limDt/0Ds=Dt ¼ �ðgt$tÞ=g, which is used for the

second equality in Eq. 4. The differential operator Dt
t corresponds here

to the substantial derivative that follows the advective velocity vn.

This operator obeys standard differentiation rules such that with Eq. 3,

one has

Dt
t r ¼ Dt

t dN

d‘
� r

Dt
t d‘

d‘
: (5)

The second term in the right-hand side of Eq. 5 represents a geometric

contribution to density changes due to changes in the local length of the

surface d‘ induced by the surface’s evolution. This contribution is related

to the tissue substrate curvature kðs; tÞ by

Dt
t d‘

d‘
¼ vk (6)

(see Evolution of the Local Surface Stretch, Appendix A). We use the

convention that k < 0 on concave portions of the substrate and k > 0 on

convex portions of the substrate. The first term in the right-hand side of

Eq. 5 represents a contribution to density changes due to changes in the

number of cells dN populating the length element d‘. These changes may

occur by nonconservative and conservative processes, such as cell creation,

cell elimination, and cell transport along the surface. We assume here that

dN changes due to cells being eliminated from the active pool at rate A

(probability per unit time) and diffusing along the bone surface with con-

stant diffusivity D, giving

Dt
t dN

d‘
¼ Dr‘‘ � Ar; (7)

where v=v‘ ¼ ð1=gÞv=vs is the partial derivative with respect to the arc

length ‘, and ðv2=v‘2Þ ¼ g�2ðv2=vs2Þ � g�3t$gssðv=vsÞ is the one-

dimensional Laplace-Beltrami operator (49). Combining Eqs. 4–7, the evo-

lution of cell density is governed by

rt ¼
gt$t

g
rs � rvkþ Dr‘‘ � Ar: (8)

The first term in the right-hand side of Eq. 8 depends on the choice of

parameterization g. It describes the transport of cells normal to the interface

measured with respect to the coordinate s. It is absent if g is chosen to be an

orthogonal parameterization, defined such that gt$gs ¼ 0. The second term

represents the systematic dilution or concentration of cell density induced

by the (signed) curvature of the interface. The third and fourth terms

describe the diffusion of cells parallel to the interface, and the cell depletion

rate, respectively.

Equation 8 is coupled to the evolution of the tissue surface S(t) via Eqs. 1

and 2. Notice that because r is proportional to the normal velocity of S(t),

the contribution �rvk ¼ �kfr
2k to rt in Eq. 8 implies that the normal ac-

celeration of the surface depends linearly on curvature, which constitutes a

type of hyperbolic curvature flow (50). This is to be contrasted with mean

curvature flow in which the normal velocity depends linearly on curvature

(32,51). The nonlinearity of the equations and their hyperbolic character

suggest that shocks may develop, e.g., as cusps in the interface S(t). This

situation requires to seek weak solutions, such as entropic solutions found

by adding infinitesimal diffusion of the interface, or equivalently, by

devising diffusive (e.g., upwind) numerical schemes (33,52–54). In our

case, a physiologically relevant weak solution additionally requires that

cell densities remain finite at developing cusps of the interface. This is

ensured by the explicit inclusion of cell diffusion along the interface. We

note here that radii of curvature 1/k of the order of a single cell size

(z20–30 mm) may be considered cusps already within the continuum

model. However, weak, entropic solutions provide a physically consistent

extension of the continuum model below such radii of curvature.

In summary, the systematic effect of curvature onto cell density is ex-

pected to help smooth substrate irregularities by generating a curvature-

dependent normal acceleration, while active cell depletion is expected to

capture tissue deposition slowdown.

Scaling analysis and choice of units

The mathematical model involves five generic parameters: a characteristic

length scale of the initial substrate geometry gðs; 0Þ (e.g., a radius of curva-
ture R0); a characteristic value r0 of the initial cell density rðs; 0Þ; a char-
acteristic value k0f of the secretory rate kfðs; tÞ; the diffusivityD; and the cell
depletion rate A. Through a scaling analysis in which cell density, space,

and time are rescaled, it is possible to show that only two of these five

parameters are independent. We choose these parameters to be the diffu-

sivity D and the cell elimination rate A without restriction of generality.

We can thus fix arbitrarily the length scale of the initial substrate, the

parameter r0, and the parameter k0f , and explore the qualitative behaviors

of the solutions by modifying only A and D.

In Application to Bioscaffold Tissue Growth, the length scale will be set

to match the physical size of the experimental initial substrates (in millime-

ters), and the product v0 ¼ k0f r0 will be set to match the experimental initial

normal velocity (in mm/day). This ensures that D (in mm2/day) and A (in

day�1) have proper physical dimensions. While the normal velocity is

easily deduced experimentally, cell density (in mm�2) and secretory rate

(in mm3/day) are difficult to estimate, and they are usually not measured.

In bone in vivo, the density of osteoblasts ranges from ~2000–

10,000 mm�2 (see Buenzli et al. (40) and references cited therein). In the

in vitro bioscaffold tissue growth experiments of Rumpler et al. (23) and

Bidan et al. (25,26), the seeding density is 800–1000 mm�2, but the initial

confluent density at the onset of formation is not known. The evolution of

the tissue interface does not actually depend on the relative proportion of

cell density and secretory rate in v in Eq. 1. For ease of interpretation, we

will thus choose in the remainder of the article units in which k0f ¼ 1 is

dimensionless, so that r corresponds to v (in mm/day) by Eq. 1. This is

equivalent to first considering the scaled density rhk0f r and scaled secre-

tory rate k0fhk0f =k
0
f , where k0f has units, and then dropping the bars from

the notation. This scaling only affects the units of r and kf .

Conservative form and total cell number

Numerical simulations of direct discretizations of Eq. 8 using finite differ-

ence upwind schemes were found to induce significant numerical noncon-

servation of the total number of cells at low diffusivities D, due to

developing cusps in the interface. For these situations, the equations were

first rewritten in conservative form, and then discretized using finite volume

conservative numerical schemes (see below).

The conservative form of Eq. 8 is found for a general parameterization g

by considering the projected density of cells on the s coordinate, hðs; tÞ,
defined such that dN ¼ hds is the number of cells on the interface be-

tween the coordinates s and sþ ds. Because dN ¼ rd‘ ¼ rgds, one has

hðs; tÞ ¼ rðs; tÞgðs; tÞ. It is shown in Conservative Form of the Governing

Equations (see Appendix A) that
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ht þ
�
� h

g
ðgt$tÞ �

D

g

�
h

g

�
s

�
s

¼ �Ah: (9)

Equation 9 is a conservation law that expresses the balance of cells between

s and sþ ds during the evolution. For periodic or no-flux boundary condi-

tions, the total number of cells on the whole interface NðtÞh R b
a ds hðs; tÞ

evolves as

dN

dt
¼
Z b

a

ds ht ¼ �
Z b

a

ds Ah; (10)

because the contribution to the integral of the flux term of Eq. 9 is zero. If

the cell elimination rate A is homogeneous, NðtÞ ¼ N0expð�
R t
0
dt AÞ, as

expected.

Numerical discretization

At high cell diffusivity, we used a straightforward semi-implicit finite dif-

ference discretization of the equations for r and g. First-order and sec-

ond-order spatial derivatives were discretized using upwind and central

differencing, respectively. Advective and reaction terms were solved explic-

itly with forward Euler discretization in time, while diffusive terms were

solved implicitly with backward discretization.

At low cell diffusivity, this finite difference scheme led to numerical

nonconservation of cells requiring finer space grid resolution. To prevent

the numerical nonconservation of cells, we discretized the conservative

form of the equations with the finite volume method instead (53). We

implemented the semidiscrete Kurganov-Tadmor scheme (55) with a fully

explicit forward Euler discretization in time.

Both numerical schemes give indistinguishable results in a range of

intermediate diffusivities. The maximum numerical error on cell number re-

corded in all our simulations was 3% (triangular pore,D¼ 0.005). All other

simulations had <1% cell number error. More details on these numerical

schemes can be found in the Supporting Material.

RESULTS

During bone remodeling, new bone formation occurs on
various types of bone interface topologies. In porous,
meshed trabecular bone, new bone tissue is deposited on
the floor of trenchlike cavities of zero average curvature

carved out of single struts. In dense cortical bone, new
bone tissue is deposited on the walls of porous channels
(34). Neotissue deposition in porous bioscaffolds has also
been investigated on trenchlike cavities or within channels
of various cross-sectional shapes (23,25–27).

We apply our mathematical model to these two classes of
surface topologies by parameterizing S(t) with thickness
functions in Cartesian or polar coordinates, respectively.
Tissue deposition in trenchlike cavities of zero average cur-
vature is represented by an evolving height y ¼ hðx; tÞ with
periodic boundary conditions. Tissue deposition in porous
channels is represented by an evolving radius r ¼ Rðq; tÞ.
Both hðx; tÞ and Rðq; tÞ represent the local thickness of
newly deposited tissue material at constant value of the
parameter s ¼ x in Cartesian coordinates, s ¼ q in polar
coordinates. The governing equations for g and r (or h)
are specialized to these nonorthogonal parameterizations
of S(t) (Appendix A), discretized, and solved numerically
(Supporting Material).

Influence of cell diffusion on interface smoothing

We start by investigating the smoothing of an initially
rugged substrate due to the volumetric crowding of tissue
modeled by the hyperbolic curvature flow proposed in this
article. We first assume that cells are not eliminated, i.e.,
A ¼ 0, and that they produce new tissue at a constant rate
kf ¼ k0f ¼ 1 (dimensionless, so that r corresponds to v by
Eq. 1; see Materials and Methods). Because interface
smoothing can be expected to depend significantly on the
amount of cell diffusion parallel to the interface (56), we
performed simulations using a range of diffusivities D
both in trenchlike cavities and in porous channels.

Fig. 2 shows the evolution of a trenchlike initial interface
with a rugosity modeled by cosine oscillations:

hðx; 0Þ ¼ 2þ 1

2
cosð3xÞ;

x˛½0; 2pÞ:
(11)

FIGURE 2 Tissue deposition on a cosine initial

substrate for a range of low to high diffusivities

(D ¼ 0.0001, 0.0075, 0.015, 1 mm2/day). (a) Evo-

lution of the tissue interface. Each line corresponds

to the interface h(x,t) at regular time intervals

Dt ¼ 8.33 days, and is colored according to cell

density. (b) Cell density profiles at specific times.

Simulations performed with A ¼ 0, k0f ¼ 1, and

r0 ¼ 0.016 mm/day. To see this figure in color,

go online.
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The surface is initially seeded with a homogenous cell den-
sity rðx; 0Þ ¼ r0 ¼ 0:016 mm/day (this value is calibrated
from the pore scaffold tissue growth experiments of Bidan
et al. (25); see Application to Bioscaffold Tissue Growth).
The evolution is shown for different cell diffusivities D.
Colored lines in Fig. 2 a represent the interface hðx; tÞ at reg-
ular time intervals Dt¼ 8.33 days starting from t¼ 0. These
interfaces are colored by the corresponding cell density
rðx; tÞ. Plots of cell densities are also shown at specific times
in Fig. 2 b.

At low diffusivity (D ¼ 0.0001 mm2/day), concave por-
tions of the interface rapidly concentrate cells (red), which
increases the local propagation speed, while convex portions
of the interface disperse cells (dark blue), which decreases
the local propagation speed. The stark contrast in local prop-
agation speed generates cusps in the interface, which prop-
agate sideways as shock waves between the concave and
convex regions. These shock waves collide and bounce off
each other, resulting in an oscillatory spatio-temporal
pattern whereby concave portions of the interface become
convex, and convex regions of the interface become
concave, repetitively. With increasing diffusivity, cusps in
the interface smooth out and this oscillatory pattern
dampens more rapidly (D ¼ 0.0075 mm2/day). At D ¼
0.015 mm2/day, the interface smoothens to a flat interface
without oscillatory pattern the quickest (see below). At large
diffusivities (D T 1 mm2/day), cell concentration and
dispersion effects are entirely overridden by the diffusive
redistribution of cells, resulting in nearly homogeneous
cell densities throughout the simulation. The interface
evolves by constant offsets in the normal directions. The
size of these offsets increases with time because the total
length of the interface decreases and therefore, the overall
cell density increases. This kind of evolution by normal off-
sets is well known to create cusps in the interface within
a finite range. For constant normal velocity, these cusps
disappear at rate O(t�1) as t / N (57). A faster rate of
cusp disappearance occurs in our case as normal velocity
is linked to total interface length.

It is clear from Fig. 2 that the diffusivity D drives strong
qualitative changes in the evolution of the interface, which
influence in particular the rate of interface smoothing.
The interface’s total length LðtÞ ¼ R 2p

0
dx gðx; tÞ in Fig. 3

converges to the minimum length 2p (flat interface) by
transitioning from damped oscillation regimens at low diffu-
sivity, to critically damped regimens at intermediate diffu-
sivities, and to overdamped regimens at high diffusivity.
The situation is similar to a damped harmonic oscillator
except that two critical diffusivities can be distinguished:
one for which the integral of the timelines t1LðtÞ is mini-
mal (D z 0.0075 m2/day, yellow curve; see also inset); and
one above which oscillating interface patterns do not occur
(Dz 0.015 mm2/day, purple; see also Fig. 2). In a critically
damped harmonic oscillator, these two critical behaviors
coincide (58).

The strength of diffusivity D drives similar qualitative
changes in the evolution of porous channels during tissue
deposition (Fig. 4). At low diffusivity (D ¼ 0.0001 mm2/
day), the curvature-induced increase in cell density and re-
sulting tissue crowding at corners of the initial pore shape
increases the local propagation speed of the interface
(red). New cusps in the interface are created laterally due
to the contrast in propagation speed. These cusps propagate
sideways as shock waves and collide. At intermediate diffu-
sivity (D¼ 0.005 mm2/day), cusps smooth out and the inter-
face develops into a circular shape (at a rate that depends on
acuteness). At high diffusivity (D ¼ 1 mm2/day), cell den-
sity is homogeneous, but increases with time as the inter-
face’s total length decreases. Initial cusps in the interface
are maintained throughout the evolution.

Application to bioscaffold tissue growth

We now apply our mathematical model to the in vitro exper-
iments of Rumpler et al. (23) and Bidan et al. (25–27) in
which tissue was grown on bioscaffolds of various shapes.
In these experiments, hydroxyapatite bioscaffolds were
initially seeded with a uniform density of cells. However,
no tissue was produced on convex portions of these sub-
strates. This suggests that the secretory rate kf in Eq. 1 is it-
self a function of curvature, such that no tissue matrix is
secreted by the cells when kR0. We take this function to be:

kfðkÞ ¼
�
k0f ; if k < 0;
0; if kR0;

(12)

where k0f is a constant.With Eq. 12, the normal velocity of the
interface is zero on convex portions of the interface, and it ac-
celerates in proportion to curvature on concave portions of

FIGURE 3 Influence of diffusivity on the rate and manner of smoothing

of an initial cosine interface. The total length of the interface transitions

from damped oscillation regimens at low diffusivities, to critically damped

regimens at intermediate diffusivities, to overdamped regimens at high

diffusivity. (Inset) The minimum integral of the timeline t1 L(t) is reached

at a critical diffusivity Dz 0.0075 mm2/day smaller than the critical diffu-

sivity Dz 0.015 mm2/day at which oscillating patterns are lost. To see this

figure in color, go online.
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the interface as per Eq. 8. In Rumpler et al. (23) and Bidan
et al. (25–27), the authors suggested the phenomenological
model of tissue growth given by v ¼ �lk if k< 0, and
v ¼ 0 if kR0. With this phenomenological model the total
cross-sectional area ATðtÞ of new tissue produced up to
time t increases at constant rate on pore substrates that are
concave everywhere. Indeed, A0

TðtÞh
R PðtÞ
0

d‘vð‘; tÞ ¼ 2pl

by the total absolute curvature theorem, where ‘ is the arc
length and PðtÞ is the pore’s perimeter (48). This was used
with experimental determinations of ATðtÞ in circular pore
shapes (25) and square pore shapes (26) to calibrate l.
Because rates of tissue growth A0

TðtÞ decreased at large times
in the experiments (indicating tissue formation slowdown),
this calibration was performed at the onset of tissue growth,
assumed here to be t ¼ 0, by setting l ¼ A0

Tð0Þ=ð2pÞ.
Our cell-based model is equivalent to this phenomenolog-

ical model when tissue is deposited within perfectly circular
pores and cells are not eliminated (A ¼ 0). Indeed, in this
instance, by Eqs. 1 and 12:

v ¼ kfr ¼ �k0fN0

2p
kh� lk; (13)

because r ¼ N0=ð2pRÞ and k ¼ �1=R, where R is the pore
radius, and N0 is the initial number of cells lining the circle’s
circumference. If active cells are depleted at constant rate A,
the total number of active cells in our model decreases as
NðtÞ ¼ N0e

�At and the proportionality coefficient l between
velocity and curvature simply becomes time-dependent:

lðtÞ ¼ k0fN0e
�At

2p
¼ k0f r0 R0 e

�At; (14)

where r0 ¼ N0=ð2pR0Þ is the initial cell density and R0 is
the initial pore radius. In noncircular pore geometries, our
cell-based model does not reduce to mean curvature flow.
However, under the assumption that k0f and the initial seed-
ing density r0 are independent of initial pore shape, Eq. 14,
valid in the circular pore geometry, enables us to calibrate
v0 ¼ k0f r0, the positive part of the initial normal velocity,
in all pore geometries. From the experimental data
ATðtÞ=ðpR2

0Þ in Fig. 4B of Bidan et al. (25) (R0z0:5 mm),
we estimated the slope at the onset of tissue growth by
quadratic interpolation of the first five experimental points,
giving an estimate of the initial tissue production rate
measured in circular pore scaffolds to be A0

Tð0Þz0:051
mm2/day. We thus get from Eq. 14:

v0 ¼ k0f r0 ¼ lð0Þ
R0

¼ A0
Tð0Þ
2pR0

z16 mm
�
day: (15)

As in Influence of Cell Diffusion on Interface Smoothing,
for ease of interpretation, we choose units in which k0f ¼ 1

is dimensionless, so that r corresponds to v where k< 0.
We set the initial (scaled) density r0 ¼ v0 ¼ 0:016 mm/
day in all the numerical simulations.

Fig. 5 shows the growth of new tissue predicted by our cell-
basedmodel with Eqs. 12 and 15 in the circular, semicircular,

FIGURE 4 Tissue deposition within triangular,

square, and hexagonal pores (each with initial

perimeter 9 mm) for low (D ¼ 0.0001 mm2/day),

intermediate (D ¼ 0.005 mm2/day), and high

(D ¼ 1 mm2/day) diffusivities. The tissue interface

is shown at regular time intervals Dt¼ 2.6 days un-

til t ¼ 26 days and colored according to cell den-

sity. Simulations performed with A ¼ 0, k0f ¼ 1,

and r0 ¼ 0.016 mm/day. To see this figure in color,

go online.
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square, and cross-shaped bioscaffold pores of Bidan et al.
(25,26). The initial rate of tissue growth A0

Tð0Þ depends on
v0 and on the geometry of the initial substrate. While v0 is
calibrated from measurements of A0

Tð0Þ in the circular pore
geometry, the rates A0

Tð0Þ obtained with the same value of
v0 in the other geometries (initial slope of the curves in
Fig. 5 b) closely match the experimental initial growth rates.

Remarkably, our cell-based model reproduces the experi-
mental tissue growth curves ATðtÞ accurately—including tis-
sue deposition slowdown—in all pore geometries for a single
combination of diffusivity and cell depletion rate, D ¼
0.0001 mm2/day and A ¼ 0.1/day. At these values, the inter-
face rounds off efficiently regardless of initial pore shape, as
observed experimentally (23,25,26) (see Fig. 5 a).

FIGURE 5 Tissue deposition predicted by our

cell-based model with Eq. 12 in the bioscaffold

pore shapes of Bidan et al. (25) (circular and semi-

circular pore shapes) and Bidan et al. (26) (square

and cross pore shapes). (a) The tissue interface is

shown at days 4, 7, 14, and 21 and colored accord-

ing to cell density. (b) The time evolution of the to-

tal tissue area produced AT(t) (normalized by the

initial pore area in the circular and semicircular

cases) is shown for various values of diffusivity

D and cell elimination rate A. These time evolu-

tions are compared with the experimental results

and simulations of the phenomenological model

of Bidan et al. (25,26). To see this figure in color,

go online.
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Clearly, the depletion rate of active cells A strongly influ-
ences tissue deposition slowdown (Fig. 5 b). While diffu-
sivity D has only a weak influence on ATðtÞ, it drives
important qualitative changes in the shape of the tissue
interface and in the distribution of cells on the interface,
as in the simulations presented in Influence of Cell Diffu-
sion on Interface Smoothing. Fig. 6 compares the experi-
mental evolution of the tissue surface in the semicircular
and cross-shaped pores with that predicted by the cell-
based model with some of the combinations of A and D
used in Fig. 5 b. While both combinations A ¼ 0.1/day,
D ¼ 0.0001 mm2/day (blue) and A ¼ 0.1/day, D ¼
0.01 mm2/day (cyan) give similar growth curves ATðtÞ in
Fig. 5 b, the evolution of the tissue interface obtained with
D¼ 0.0001 mm2/day is much closer to the experimental tis-
sue surface in Fig. 6. The values A ¼ 0.1/day, D ¼
0.0001 mm2/day are shown in the Supporting Material to
minimize an error function that combines discrepancies
both in tissue produced and in shape of the interface.

DISCUSSION

The explicit consideration of the cellular origin of new tis-
sue growth enables us to model a systematic influence of
local curvature on cell density and growth rate. During the
evolution of bone tissue in vivo, this influence represents
the inevitable geometrical pull of the local expansion or
contraction of curved bone surfaces. This effect is important
to assess to understand the emergence of various formation
patterns seen in bone histology in anthropological studies
(59,60) and to correctly quantify the influence of other pro-
cesses on tissue growth. During osteonal infilling for
example, surface area shrinks to ~20% of its initial extent,
yet the density of active osteoblasts depositing new bone
decreases. Area shrinkage is strongly overpowered by
depletion pathways from the pool of active osteoblasts
(40,44,61). Mathematical models of multistage osteoblast

development have modeled these different contributions in
previous works (40,62), but they were restricted to perfectly
cylindrical infilling cavities.

Here, we show that such cell-based models can explain
both smoothing of irregular initial substrates and tissue
deposition slowdown. The coevolution of tissue interface
and cell density exhibits rich behaviors depending on the
strength of cell diffusion along the interface (63) and on
the depletion rate of active cells. This is due in part
because cells diffusing on stretching domains may or
may not colonize them depending on the ratio of diffusivity
and domain growth (56). Here, cell density inhomogene-
ities induced by stretch additionally drive the evolution
of domain stretch. Mathematically, our equations form a
class of hyperbolic curvature flow (51) rather than mean-
curvature flow (32,33). As a result, cusps may emerge in
finite-time in the zero-diffusion limit. Curvature and cell
density behave similarly to the conjugate variables of a
harmonic oscillator (such as position and velocity). Shock
waves and inertial effects leading to oscillatory interface
motion occur for low enough diffusive damping (Figs.
2–4). These shocks and oscillatory motions involve strong
inhomogeneities in cell density (Fig. 2 b). They could
represent some patterns of stepwise lamellar sheet bone
formation at a large scale (59), though it is also possible
that these lamellar sheets are formed discontinuously in
time. At a smaller scale, it is likely that cell density does
not develop long-lasting inhomogeneities in space. Records
of the forming bone surface provided by lamellae in
cortical osteons (64), primary bone, and between curved
trabecular structures in corticalized bone (59,60,65)
display efficient smoothing and the absence of centered
cusps in concavities, as in our simulations with intermedi-
ate cell diffusivity.

The density of osteoblasts on active bone surfaces is not
often measured (45), making it difficult to disentangle the
contributions of cell density and cell vigor to the normal

FIGURE 6 Evolution of the tissue interface of

the cell-based model in the semicircular (top) and

cross (bottom) interfaces with some of the combi-

nations of A and D that were used in Fig. 5 b.

The tissue interface is shown at days 7, 14, and

21 and colored according to cell density. Left

column: experimental bioscaffold tissue growth

showing the extent of new tissue at days 7 (red),

14 (orange), and 21 (yellow). Semi-circular pore

image: reproduced with permission from Bidan

et al. (25). Cross pore image: Copyright Wiley-

VCH Verlag GmbH & Co. KGaA. Reproduced

with permission from Bidan et al. (26). To see

this figure in color, go online.
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velocity of the interface, called the ‘‘matrix apposition rate’’
in Biology (39,40). Osteoblast density is influenced by the
transition to nonsynthesizing, tissue-embedded cells called
osteocytes. The sink term that describes the depletion of
the pool of active cells at rate A in Eq. 8 also models the
transition to such tissue-embedded cells (47). In Buenzli
(47), it is shown that osteocyte density does not depend
explicitly on osteoblast density, only on the ratio of
the rate of osteoblast burial and secretory rate. One
should therefore not regard a homogenous distribution of
embedded osteocytes as a sign that osteoblast density was
homogeneous. In fact, some degree of inhomogeneous oste-
oblast density is likely. Osteoblasts are believed not to move
significantly with respect to the bone surface as they have
several cellular projections linking with osteocytes through
the bone tissue matrix (44,66).

Tissue growth in bioscaffolds is less polarized than bone
apposition in vivo. Cells proliferate and may produce extra-
cellular matrix in random directions to create new tissue.
However, fibronectin labeling used recently by Bidan
et al. (46) suggests that bulk tissue does not swell or
compress during its maturation. Deep fibronectin labels
are stationary and the density of embedded cells is homoge-
neous, showing that new tissue production is concentrated
near the tissue surface, possibly as a result of increased tis-
sue tension there (46) that could promote cell proliferation
(22). The geometrical influence of curvature captured by
our equations also holds in this situation. New cellular
and extracellular tissue produced near concave portions of
the surface will accelerate the velocity of the local interface
in proportion to curvature (Fig. 1 a). Our numerical simula-
tions show that this influence leads to a very good match
with experimental tissue growth patterns and slowing rates
(Figs. 5 and 6). In these simulations, the increased crowding
of tissue produced in concavities leads to smoothing, while
the depletion of active cells leads to tissue deposition slow-
down. Depleting the pool of active cells corresponds to the
hypothesis that cells slow down, and eventually stop, the
production of new tissue as they find themselves deeper
within the tissue and mature (25). It should also be noted
here that cell proliferation was assumed in the simulations
to be balanced out by the transition to quiescent tissue-
embedded cells, with an overall net depletion of active
cells as described by the negative first-order reaction rate
in Eq. 8.

Tissue surface tension has been considered to play a
role in bioscaffold tissue growth (22–28). Surface tension
accounts for the relaxation of membranes toward minimal
surfaces by curvature-controlled flow. In the thermodynam-
ically consistent mechanical model of tissue growth of
Gamsj€ager et al. (28), surface tension was added to explain
that new tissue could not be produced on convex substrates
unless the chemical growth force dominated the surface
stress, which works in the opposite direction at convexities.
While surface tension due to the dense actin network near

the tissue surface may play a mechanical role in the tis-
sue’s growth rate at concavities (25,28), we did not
consider this effect here, and focused on how new tissue
volume is created and fills available space. Our approach
is similar to the (compressive) stress-dependent Eigenstrain
tissue growth model of Dunlop et al. (24) and Gamsj€ager
et al. (28) except that we directly consider the volumetric
crowding of tissue rather than the mechanics-induced
movement of tissue created by its volumetric growth rate.
Doing so enables us to exhibit an explicit dependence of
the tissue interface motion upon local curvature (without
surface tension). This dependence occurs via the normal
acceleration of the tissue interface and leads to oscillatory
behavior at low damping. While the model developed by
Dunlop et al. (24) and Gamsj€ager et al. (28) has been
applied to circular pore shapes with rotation symmetric
solutions only, it is also possible that the thermodynamic
dissipation assumed in their model would disallow oscilla-
tory motions.

Complex growth patterns also occur in problems of inter-
facial thermodynamics and in diffusion-limited aggrega-
tion. In these systems, growth is mostly determined by
diffusive fluxes external to the growing substrate and by
surface tension (e.g., via the Gibbs–Thomson relation)
(67). External nutrient fluxes, surface tension, and mechan-
ical loading (30,31) may of course add further dependences
of tissue growth on curvature, in particular via cell vigor.
The curvature influence on density exhibited by our model
must be singled out to assess the true impact of these
effects.

In summary, the shrinking or expanding available space
near concavities or convexities of growing tissues provides
an unavoidable geometric influence in a number of situa-
tions in which tissue production occurs near the interface,
such as in tumor growth, wound healing, bone formation,
and bioscaffold tissue growth. We showed that this influence
is captured as a curvature-dependent acceleration of tissue
growth. In bioscaffold tissue growth, contractile tension
may further help even out cell densities and extracellular
matrix, enhancing the smoothing dynamics. During bone
formation in vivo, cellular tissue tension is likely to play a
more minor role. Bone matrix quickly mineralizes and oste-
oblasts have been shown not to proliferate after becoming
active (39,44).

Finally, we suggest that local changes in surface area dur-
ing the evolution of the interface play a wider role than
physically concentrating or spreading local cell densities.
We hypothesize that dynamic surface area changes may
be a mechanism by which cells on a substrate can perceive
geometrical features that are much larger than the cells.
Cells may not sense these geometrical features directly,
but they may sense them dynamically when the interface
contracts or expands, because of either changes in cell-cell
contact pressure with neighboring cells or of stretching of
focal adhesion sites.
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APPENDIX A: GOVERNING EQUATIONS

Evolution of the local surface stretch

The local surface stretch in the normal direction Dt
t d‘ can be calculated

using an orthogonal parameterization Gðu; tÞ of S(t), defined such that

Gt ¼ vn and Gt$Gu ¼ 0 at all times (see Fig. 1 b). Because trajectories

t1Gðu; tÞ (at u constant) are normal to S(t) at all times,

Dt
t hv=vtÞu¼const. With d‘ ¼ Gdu, where G ¼ jGu j is the metric associ-

ated with Gðu; tÞ, one thus has Dt
t d‘ ¼ Gtdu. Differentiating the definition

of G and using the unit tangent vector t ¼ Gu= jGu j gives Gt ¼ t$Gut ¼
t$ðGtÞu ¼ t$ðvnÞu ¼ vt$nu, where the last equality uses the fact that

t$n ¼ 0. By definition of the signed curvature, k ¼ �t‘$n ¼ t$n‘, where

v=v‘ ¼ ð1=GÞðv=vuÞ (68). Therefore, Gt ¼ vGk and

Dt
t d‘

d‘
¼ Gt

G
¼ vk: (16)

Conservative form of the governing equations

Equation 2 only specifies the normal component of gt . The tangential

component t$gt can be chosen arbitrarily without modifying the evolution

of S(t). Once this choice is made, g satisfies

gt ¼ vnþ ðt$gtÞt; (17)

where t ¼ gs=jgs j . For choices of t$gt corresponding to thickness func-

tions in Cartesian and polar coordinates, a conservative equation can be

derived by differentiating Eq. 17 with respect to s (see Cartesian Coordi-

nates, and Polar Coordinates, below).

To obtain the general conservative form of the evolution equation of cell

density, it is necessary to consider the density of cells projected onto the s

coordinate, hðs; tÞ ¼ rðs; tÞgðs; tÞ (see Materials and Methods). We first

derive the evolution equation of the local stretch g. Differentiating the defi-

nition of g ¼ jgs j with respect to t as given above in Evolution of the Local
Surface Stretch, using Eq. 17 and the fact that t$n ¼ 0, t$ts ¼ 0, and

k ¼ t$ns=g:

gt ¼ t$ðgtÞs ¼ vt$ns þ ðt$gtÞs ¼ gvkþ ðt$gtÞs: (18)

Equation 18 generalizes the second equality in Eq. 16 to nonorthogonal

parameterizations. Now differentiating h ¼ rg with respect to t, and using

Eqs. 8 and 18 gives Eq. 9:

ht þ
�
� h

g
ðgt$tÞ �

D

g

�
h

g

�
s

�
s

¼ �Ah: (19)

This equation expresses the balance of cells on the interface element

lying between the coordinates s and sþ ds. It is of the form

ht þ ðf ½h;g�Þs ¼ �Ah, with total flux

f ½h;g� ¼ �h

g
ðgt$tÞ �

D

g

�
h

g

�
s

: (20)

The first term in the flux represents the advection of cells with respect to the

s coordinate. Curvature-induced changes in cell density are partly included

in this term, and partly included in the evolution of the local stretch g in

Eq. 18, which must be used to reconstruct the physical cell density

r ¼ h=g. For an orthogonal parameterization of S(t), the first term in the

flux is absent, in which case all the curvature-induced changes in r come

from the evolution of the local stretch G in Eq. 16. The second term in

the flux corresponds to the diffusion of cells along the interface. The factors

g account for the fact that this diffusion is measured for the projected cell

density along the s coordinate.

Cartesian coordinates

Parameterizing S(t) by a height function y ¼ hðx; tÞ in Cartesian coordinates
corresponds to taking s ¼ x and gðx; tÞ ¼ ðx; hðx; tÞÞ. In this case,

t$gt ¼ vhx and Eqs. 2 and 8 become

ht ¼ v
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h2x

q
; (21)

rt ¼ �rvk� rxvcosaþ D

�
rxx

g2
� rxkcosa

�
� Ar; (22)

where v ¼ kfr, g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h2x

q
, cosa ¼ n$bx ¼ �hx=g, and k ¼ �hxx=g

3. To

write this system of coupled equations in conservative form, we define

s ¼ hx and h ¼ rg, so that st ¼ hxt ¼ ðhtÞx ¼ ðkfhÞx. With Eq. 19 rewritten

with these definitions, one obtains the system of equations:

ht ¼ kfh; (23)

st þ
	�kfh



x
¼ 0; (24)

ht þ
"
� kfsh

2

1þ s2
þ D

 
ssxh

ð1þ s2Þ2 �
hx

1þ s2

!#
x

¼ �Ah:

(25)

Note that Eq. 23 is decoupled from Eqs. 24 and 25.

Polar coordinates

Parameterizing S(t) by the radius function r ¼ Rðq; tÞ in polar coordinates

corresponds to taking s ¼ q and gðq; tÞ ¼ Rðq; tÞðcos q; sin qÞ. In this

case, t$gt ¼ �vRq=R and Eqs. 2 and 8 become

Rt ¼ �v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðRq=RÞ2

q
; (26)

rt ¼ �rvk� rq

R
vcosaþ D

�
rqq

g2
� rq

R

�
2

g
� k

�
cosa

�
� Ar;

(27)

where v ¼ kfr, g ¼ R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðRq=RÞ2

q
, cosa ¼ n$bq ¼ Rq=g, and

k ¼ ðR2 � RRqq þ 2R2
qÞ=g3. Note that ð2=g� kÞcosðaÞ=R ¼ RqðRþ

RqqÞ=g4. To write this system of coupled equations in conservative form,

we define s ¼ Rq and h ¼ rg, so that st ¼ Rqt ¼ ðRtÞq ¼ ð�kfh=RÞq.
With Eq. 19 rewritten with these definitions, one obtains the system of

equations

Rt ¼ �kfh

R
; (28)

st þ
�
kfh

R

�
q

¼ 0; (29)
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htþ
"

kfsh
2

RðR2 þ s2Þ þ D

 
sðRþ sqÞh
ðR2 þ s2Þ2 � hq

R2 þ s2

!#
q

¼ �Ah:

(30)

In contrast to the Cartesian case, Eq. 28 is not decoupled from Eqs. 29

and 30.

SUPPORTING MATERIAL

Supporting Materials and Methods and two figures are available at http://

www.biophysj.org/biophysj/supplemental/S0006-3495(16)34272-2.
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Modelling the effect of curvature on the collective behaviour of cells
growing new tissue – Supporting material

1 Numerical discretisation
Some aspects of the numerical schemes presented in Section
2 are detailed here.

At high diffusivity D , we used a semi-implicit finite dif-
ference scheme on Eqs (21)-(22) (Cartesian coordinates) or
Eqs (26)-(27) (polar coordinates). Upwinding for all first-
order derivatives was based on the sign of hx (Cartesian) or
Rθ (polar). In Cartesian coordinates for example:

∂ f

∂ x
(xi )≈

¨
1
∆x

�
f (xi )− f (xi−1)

�
, if h (xi−1)> h (xi+1),

1
∆x

�
f (xi+1)− f (xi )

�
, otherwise.

(S1)

We used explicit forward Euler discretisation in time for
advective and reaction terms and implicit backward dis-
cretisation for diffusive terms to avoid restrictive Courant–
Friedrichs–Lewy (CFL) conditions at high diffusivities [1].

At low diffusivity D , we used a semi-discrete Kurganov–
Tadmor (KT) finite volume method with fully explicit forward
Euler time discretisation on Eqs (23)-(25) (Cartesian coordi-
nates), or Eqs (28)-(30) (polar coordinates). These systems of
equations were recast in the form

u t +
�

g (u )
�

x
= [Q (u , u x )]x +R (S2)

for u = (h ,σ,η) (Cartesian) or u = (R ,σ,η) (polar), where
R = (0, 0,−Aη). The flux g is hyperbolic and contains the
part of the total flux that is independent of ηx . The flux Q
is parabolic and contains the part that depends on ηx . The
semi-discrete KT form of Eq. (S2) at point xi is

d

dt
u i (t ) =−

H i+1/2(t )−H i−1/2(t )
∆t

+
P i+1/2(t )− P i−1/2(t )

∆t
+R i (t ), (S3)

where H is the Rusanov numerical flux approximating the
hyperbolic flux, and P is a second order central difference
approximation to the parabolic flux (see Eqs (4.13), (4.14),
and (4.4) of Ref. [2]). The Rusanov fluxes involve left and
right values of u i±1/2 interpolated using a minmod limiter
componentwise. The only information on characteristics re-
quired in H is the maximum absolute value of the eigenvalues
of g ′(u ) for the Riemann problem at a Riemann fan [2], which
was determined numerically. Equation (S3) was discretised in
time using a simple forward Euler scheme.

Space and time discretisation steps were reduced within
constraints imposed by the Courant number [1] until numer-
ical convergence. Hyperbolic problems of interface propaga-
tion are known to give good results even for low order time
discretisations. They are more sensitive to spatial discretisa-
tion [3]. Note that the Kurganov–Tadmor scheme is a high-
resolution central scheme in space. Both numerical schemes

were checked against each other for a range of intermediate
diffusivities. They were also checked against the analytic
solution of the rotation-symmetric infilling circular cavity
found from Eqs (13)-(14):

R (t ) =R0

√√
1−2

v0

R0

1−exp(−At )
A

. (S4)

Figure 1 shows the case where A = 0, in which R → 0 and
ρ→∞ when t → tc =

1
2

R0
v0
≈ 31days. Due to symmetry, the

solution is independent of cell diffusion and all the numerical
solutions are indistinguishable.

Figure 1 – Evolution of circular interface and osteoblast surface density with
any cell diffusion value (left). There is excellent agreement between the
numerical and analytic evolutions of radius and cell density (right).

2 Error function for parameter esti-
mation

Two types of errors were combined to estimate the cell deple-
tion rate A and cell diffusivity D that minimise the discrep-
ancy between numerical simulations and experimental data in
Section 3.2. The first error corresponds to the discrepancy
in total tissue produced AT (p , t ) summed over the data time
points of Fig 5b, and over the four different bioscaffold pore
shapes considered, i.e., circular, semi-circular, square, and
cross (p = 1, ..., 4):

εPTA(A, D ) =
4∑

p=1

∑
t

��Amodel
T (p , t )−Adata

T (p , t )
�� . (S5)

Minimising this error ensures a good fit between simulations
and data points in Fig. 5b, but this error is only weakly
sensitive to values of D . In particular, this error does not
measure discrepancies in the shape of the interface. To
penalise such discrepancies, we considered in addition the
least square error of the local curvature κ of the last interface

1
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available (t = 21days):

εκ(A, D ) =
4∑

p=1

∑
i

��κmodel(p , i )−κdata(p , i )
��2∆`p ,i , (S6)

where i runs over all the discretisation points of the interface,
and ∆`p ,i is the segmental length between points i and i + 1.
Both error measures are combined into the total error function

ε(A, D ) =α εPTA(A, D ) +εκ(A, D ), (S7)

where the weight α≈ 549.6 mm−3 accounts for the difference
in unit and order of magnitude of εPTA and εκ, and was set
as the ratio between the mean values of εκ and εPTA. A plot
of this error surface in the (D , A) parameter space is shown in
Figure 2. The minimum error is obtained for A ≈ 0.1 and
D ≈ exp(−9.2) ≈ 0.0001. We note here that an objective
error function to penalise discrepancies in interface shape is
difficult to define. We chose the least square error of local
curvature rather than the least square error of interface height
or radius because the latter was not very sensitive to D and
similar to εPTA. Other variations are possible, and may lead to
slightly different optimal values of A and D .

Figure 2 – The map of total error ε where ε = α εPTA + εκ and α ≈ 549.6.
The minimum error, marked by the green dot corresponds to A = 0.1 and
D = exp(−9, 2)≈ 0.0001.

Supporting References
[1] LeVeque, R. J., 2004. Finite Volume Methods for Hyper-

bolic Problems. Cambridge University Press. Cambridge
Books Online.

[2] Kurganov, A., and E. Tadmor, 2000. New High-
Resolution Central Schemes for Nonlinear Conservation
Laws and Convection–Diffusion Equations. Journal of
Computational Physics 160:241 – 282.

[3] Sethian, J. A., 1999. Level Set Methods and Fast
Marching Methods: Evolving Interfaces in Computa-
tional Geometry, Fluid Mechanics, Computer Vision, and
Materials Science. Cambridge University Press.
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3.3 Numerical methods

The published paper and its supplementary material, which have been reproduced in

the previous section present several different forms of model equations developed using

explicit parameterisation, namely:

(i) Non-conservative form

• Cartesian system in Eqs. (21) and (22)

• polar system in Eqs. (26) and (27)

(ii) Conservative form

• Cartesian system in Eqs. (23) to (25)

• polar system in Eqs. (28) to (30)

Each form of model equations is utilised uniquely according to the problem en-

countered. Specifically, the non-conservative equations are used for medium and high

cell diffusivity D, while the conservative equations are intended for the case of low cell

diffusivity D. The non-conservative form of the model equations are solved using a

straightforward semi-implicit upwind finite difference scheme, while the conservative

form equations are discretised by a finite volume Kurganov-Tadmor scheme [58, 61].

As shown in the paper, utilising different schemes for different levels of cell diffusivity D

results in insignificant numerical loss of cell number while it also ensures low numerical

calculation cost constrained by the CFL condition.

In the following, a more detail account on the numerical schemes used in the simu-

lations is presented.

3.3.1 Finite difference scheme

We exemplify this scheme on the polar system equations, Eqs. (26) and (27). A similar

discretisation was used for the Cartesian system of equations.

We begin by defining a grid of points in the (t, θ) space. Let ∆t be the time step

and ∆θ be the space step. The points in the grid becomes (tn, θi) = (n∆t, i∆θ) for

n = 0, 1, ..., N and i = 0, 1, ..., I where Rni and ρni approximate the solutions R(t, θ)

and ρ(t, θ) at any grid point (tn, θi). Here, the first-order and second-order spatial

derivatives are discretised using upwind and central differences, respectively, such that:
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(Rθ)
n
i =

ani,+(Rni −Rni−1) + ani,−(Rni+1 −Rni )

∆θ
, (ρθ)

n
i =

ani,+(ρni − ρni−1) + ani,−(ρni+1 − ρni )

∆θ
(3.1)

where

ani,+ =

{
1 if Rni+1 > Rni−1

0 if Rni+1 ≤ Rni−1.
, ani,− =

{
0 if Rni+1 > Rni−1

1 if Rni+1 ≤ Rni−1.
(3.2)

and

(Rθθ)
n
i =

Rni+1 − 2Rni +Rni−1

∆θ2
, (ρθθ)

n
i =

ρni+1 − 2ρni + ρni−1

∆θ2
(3.3)

The advective and reaction terms are solved explicitly with forward Euler discretisation

in time, while the diffusive terms are solved implicitly with backward Euler discreti-

sation. Using periodic boundary conditions, we then obtain the discretised version of

Eqs. (26) and (27) of the paper as:

Rn+1
i = Rni −∆t(kf)

n
i ρ

n
i

√
1 +

((Rθ)
n
i )2

(Rni )2
(3.4)

Ψnρn+1 = φn (3.5)

where Rn+1
i for i = 0, 1, .., I − 1 and ρn+1 = [ρn+1

0 ρn+1
1 . . . ρn+1

I−2ρ
n+1
I−1 ]T are the un-

knowns that we want to determine. The quantity φn = [φn0φ
n
1 . . . φ

n
I−2φ

n
I−1]T is known

from the previous time step n, such that, by using cosα = n · θ̂ = Rθ/g where

g = R
√

1 + (Rθ/R)2 =
√
R2 +R2

θ, we obtain:

φni = ρni − κni (kf)
n
i (ρni )2 ∆t− (kf)

n
i ∆tρni (Rθ)

n
i (ρθ)

n
i

Rni

√
(Rni )2 + ((Rθ)

n
i )2
−A∆tρni . (3.6)

The matrix Ψn is an I × I cyclic tridiagonal matrix written as

Ψn =


λn0 γn0 . . . 0 βn0
βn1 λn1 . . . 0 0
...

...
. . .

...
...

0 0 . . . λnI−2 γnI−2

γnI−1 0 . . . βnI−1 λnI−1

 (3.7)
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where

λni = 1 + 2
D∆t/∆θ2

(Rni )2 + ((Rθ)
n
i )2 +

D∆t(Rθ)
n
i (Rni + (Rθθ)

n
i )

∆θ
[
(Rni )2 + ((Rθ)

n
i )2
]2 (ani,+ − ani,−) (3.8)

βni = − D∆t/∆θ2

(Rni )2 + ((Rθ)
n
i )2 −

D∆t(Rθ)
n
i (Rni + (Rθθ)

n
i )

∆θ
[
(Rni )2 + ((Rθ)

n
i )2
]2 a

n
i,+ (3.9)

γni = − D∆t/∆θ2

(Rni )2 + ((Rθ)
n
i )2 +

D∆t(Rθ)
n
i (Rni + (Rθθ)

n
i )

∆θ
[
(Rni )2 + ((Rθ)

n
i )2
]2 a

n
i,− (3.10)

The cyclic tridiagonal matrix Ψn is generally produced by implicit or semi-implicit

finite difference scheme with periodic boundary conditions. Eq. (3.5) can be solved by

explicitly finding the product of Ψ−1 and φn or by using the Sherman-Morrison formula

[62]. In Matlab, there is a function capable of finding the solution ρn+1 from Eq. (3.5)

named ‘mldivide’. This function is implemented by a simple ‘backslash’ command

Ψn\φn. Different calculation methods are used by this function when calculating the

solution, determined according to how dense or sparse the input arrays are [63, page

7463].

3.3.2 Finite volume scheme

At low cell diffusivity D, the finite difference scheme can lead to numerical non-

conservation of cells requiring finer grid resolution in space. To prevent the numerical

non-conservation of cells without compromising computational speed, we discretise the

conservative form of the equations in Eqs. (23) to (25) for the Cartesian system and

Eqs. (28) to (30) for the polar system with the finite volume method instead [64]. We

implement the semi-discrete Kurganov-Tadmor scheme [61] with a fully explicit for-

ward Euler discretisation in time. Both finite difference and finite volume schemes give

indistinguishable results in a range of intermediate diffusivities (refer Fig. 3.1).

In the finite volume method, the spatial domain is divided into “finite volumes” or

“grid cells” denoted by Ci = (θi−1/2, θi+1/2) for polar coordinate system. Here, we keep

track of an estimation to the average value of u, in Ci [64]. We define ∆t = tn+1− tn to

be the time step and ∆θ = θi+1/2− θi−1/2 to be the space step or the length of the cell

Ci for n = 0, 1, ..., N and i = 0, 1, ..., I. To implement the Kurganov-Tadmor scheme,

we recast the conservative model in polar system of Eqs. (28) to (30) (note that the

model in the Cartesian system in Eqs. (23) to (25) uses similar approaches) as
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Figure 3.1: Comparison between the output of finite volume method and finite difference
method for intermediate diffusion D = 0.005. Both graphs are indistinguishable.

ut + [g(u)]θ = [Q(u,uθ)]θ +R (3.11)

for u = (R, σ, η), where R = (0, 0,−Aη). The flux g is hyperbolic and contains the

part of the total flux that is independent of uθ. The flux Q is parabolic and contains

the part that depends on uθ. The semi-discrete Kurganov-Tadmor scheme form of Eq.

(3.11) at point θi is

d

dt
ui(t) =−

H i+1/2(t)−H i−1/2(t)

∆θ
+
P i+1/2(t)− P i−1/2(t)

∆θ
+Ri(t), (3.12)

where H is the Rusanov numerical flux approximating the hyperbolic flux, and P is

a second order central difference approximation to the parabolic flux (see Eqs. (4.13),

(4.14), and (4.4) of Ref. [61]). The Rusanov fluxes involve left and right values of

ui±1/2 interpolated using a minmod limiter componentwise. The only information on

characteristics required in H is the maximum absolute value of the eigenvalues of g′(u)

for the Riemann problem at a Riemann fan [61], which can be determined numerically.

Equation (3.12) is discretised in time using a simple forward Euler scheme.

3.3.3 CFL condition

The CFL condition states that a numerical scheme (finite difference or finite volume)

can only be convergent if its numerical domain of dependence includes the domain
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of dependence of the PDE. However, this CFL condition is a necessary condition to

check for stability of a numerical scheme. CFL conditions may be derived using a von

Neumann stability analysis. This will not be covered in this thesis, see e.g. Ref. [65].

In the case of low diffusion D → 0, the CFL condition for the Kurganov-Tadmor

scheme is maxi(a
n
i+1/2)∆t/∆x ≤ 1. Genuinely nonlinear and linearly degenerate cases

define the local maximal speed ani+1/2 as:

ani+1/2 = max
{

max
(
λ(g′(u−i+1/2)

)
,max

(
λ(g′(u+

i+1/2)
)}

(3.13)

where u−i+1/2 = ui+1 − ∆x
2 (ux)ni+1 and u+

i+1/2 = ui+1 + ∆x
2 (ux)ni+1 are the left and

right intermediate values associated to the piecewise linear approximation ũ(x, tn) at

the point xi+1/2 [61].

In the case of intermediate and high diffusivity, the use of the semi-implicit finite

difference scheme to find ρn+1
i and the explicit scheme finite difference to find Rn+1

i

causes the choice of space and time steps to be less confined, even when diffusivity is

very high. This is because the semi-implicit scheme is stable for large values of time

step ∆t, and hence the whole calculation depends on the already less restrictive CFL

condition of the discretised hyperbolic equation governing Rn+1
i .
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Chapter 4

Zero-diffusion limit: hyperbolic
conservation laws

4.1 Overview

In Chapter 3, it was shown numerically that without cell depletion (i.e. A = 0), the

evolution equations (23) to (25) in the Cartesian system led to the emergence of shock

waves. In the present chapter, we investigate the shock structures in the zero diffusion

limit (D u 0), where we can take advantage of the theory of hyperbolic conservation

laws. The first topic of this chapter shows the generation of shocks (or cusps) in the

interface in finite time using a theorem by Lax [66, 67]. The second topic investigates

the propagation of the cusps and the rarefaction waves in the interface once they have

formed.

Both topics cover the focus of research question 3, marked as 3 in Fig. 1.2. Here,

the normal acceleration of the interface depends linearly on curvature, which constitutes

a type of hyperbolic curvature flow [68] (see Section ‘Materials and Methods’ in Chapter

3).

4.2 Introduction

In the zero diffusion limit and without cell depletion (D = 0, A = 0), Eqs. (23)–(25)

of Chapter 3 become:

ht = kfη (4.1)

σt + (−kfη)x = 0 (4.2)

ηt +

(
− kfση

2

1 + σ2

)
x

= 0. (4.3)
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The variable h = h(x, t) in this Cartesian system represents the height of the graph

which outlines the tissue interface. As described in Chapter 3, the other variables are

σ = hx and η = ρg where ρ is the cell surface density and g =
√

1 + h2
x is the metric

associated with the parameterisation. Eq. (4.1) has no flux term and is decoupled from

Eqs. (4.2) and (4.3), which enables Eqs. (4.2) and (4.3) to be solved independently.

Since h is the height describing the interface, both h, σ ∈ R. By definition, η is the

projection of cell surface density onto the x-coordinate, so η ≥ 0. In this study, we look

at an evolving portion of the interface and will thereby assume nonzero cell density, so

that η > 0.

Eqs. (4.2) and (4.3) can be rewritten as a system of two coupled conservation laws

[67]:

ut + f(u)x = 0 (4.4)

where

u =

(
u1

u2

)
=

(
σ
η

)
(4.5)

and where

f(u) =

 −kfη

− kfση
2

1 + σ2

 =

 −kfu2

−kfu1u
2
2

1 + u2
1

 (4.6)

is the hyperbolic flux term. Differentiating with respect to x gives f(u)x = f ′(u)ux.

The aim is to find a solution of the nonlinear system in (4.4), given an initial condition:

u(x, 0) = u0(x). (4.7)

This is called the ‘Cauchy problem’. An important element in hyperbolic conservation

laws is the concept of characteristic curve, or can simply be called as characteristic. A

characteristic may be defined as a curve x = x(t) in the t-x plane along which initial or

boundary conditions of the PDEs are transported. However, it is common to use the

x-t plane to draw the characteristic [69].
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There are infinitely many characteristics, all of which transport a different portion of

the initial or boundary condition. For a single scalar linear conservation law ut+cux = 0

(here we write u instead of u to indicate a scalar quantity), characteristics can be written

as:

dx

dt
= c ⇒ x = x0 + ct (4.8)

where x0 = x(0). In this case, the characteristics are parallel with slope 1/c in the

x-t plane and the solution u(x, t) is constant along these curves, equal to the initial

condition u0(x−ct) (see, for example, Ref. [69, page 49] on how the solution is obtained).

For a nonlinear problem, the characteristics are still lines in the x-t plane, but these

lines are no longer parallel to each other, since c = c(u).

In a nonlinear system of conservation laws like in Eq. (4.4), characteristics are no

longer straight lines and information from the initial and boundary conditions propagate

along several waves related to the eigenvalues of the Jacobian matrix f ′(u). For a

system of two conservation laws, the 1-characteristics and 2-characteristics are defined

by the eigenvalues λ1 and λ2 of f ′(u) as follows

dx

dt
= λ1(u) ,

dx

dt
= λ2(u). (4.9)

In this case, there are two families of characteristics, each corresponds either to the 1-

characteristics or 2-characteristics. It is usually difficult to obtain explicit expressions

for the characteristics in Eq. (4.9). However, for systems of two conservation laws, the

characteristics can be obtained implicitly as contour lines of two functions, the system’s

“Riemann invariants” (see Sect. 4.2.2).

In general, a smooth solution u(x, t) does not exist for all times, as evidenced

numerically in Chapter 3 [64, 70]. This is due to the collisions of characteristics, which

might occur after a certain time t0. Beyond t0, solutions containing discontinuities (also

called ‘shocks’) are possible. These discontinuous solutions are not differentiable and

hence do not satisfy the system of conservation laws in differential form. However, they

are solutions of the system of conservation laws in integral form, i.e., they satisfy the

integral of Eq. (4.4), in which the derivative of f with respect to x does not need to

be evaluated [64].
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The integral form of the conservation laws in Eq. (4.4) can be written slightly

differently by first multiplying Eq. (4.4) with smooth functions φ = [φ1 φ2] which have

compact support, before integrating. This gives [64, 70, 71]:

∫ ∞
0

∫ ∞
−∞

(φt ◦ u+ φx ◦ f(u)) dxdt+

∫ ∞
−∞

φ(x, 0) ◦ u(x, 0) dx = 0 (4.10)

where the symbol ◦ indicates component-wise vector multiplication. Note that in Eq.

(4.10), the derivative with respect to x has been transferred onto the smooth functions

φ = [φ1 φ2] instead of u or f(u) by integration by parts. This means Eq. (4.10) will

still be satisfied even if u is not continuous. Any value of u that satisfies Eq. (4.10)

for all functions φ is called a ‘weak solution’ [64]. This consequently implies that any

smooth solution of the system of conservation laws in Eq. (4.4) is also a weak solution,

but the opposite is not necessarily true.

4.2.1 Eigenstructure of f ′(u)

Partially differentiating the hyperbolic flux f(u) gives the Jacobian matrix

f ′(u) =

 0 −kf

−kfη
2 1− σ2

(1 + σ2)2
− 2kfση

1 + σ2

 . (4.11)

By solving the eigenvalue problem f ′(u)r = λr, we obtain the eigenvalues λ1 and λ2

such that:

λ1 = −kfη(σ + 1)

1 + σ2
, λ2 = −kfη(σ − 1)

1 + σ2
. (4.12)

If η = 0, the eigenvalues λ1,2 = 0. This implies that the system is weakly hyperbolic.

If η > 0, the eigenvalues are such that λ1 < λ2. In this case f ′(u) is diagonalisable and

the system is strictly hyperbolic. Physically, η > 0 implies that the velocity v > 0, and

the interface propagates, since the tissue-forming cells are active. Hence, new tissue

is continuously produced by these cells. To focus our attention to the evolution of

portions of the interface where there is tissue formation by cells, we disregard the case

η = 0 for now, and hence assume that η > 0.

The right eigenvectors of f ′(u) corresponding to λ1 and λ2 are:
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r1 =

 1

−λ1

kf

 =

 1
η(σ + 1)

1 + σ2

 , r2 =

 1

−λ2

kf

 =

 1
η(σ − 1)

1 + σ2

 . (4.13)

Furthermore, we obtain

∇λ1(u) · r1(u) = − 2kfη

(1 + σ2)2
, ∇λ2(u) · r2(u) = − 2kfη

(1 + σ2)2
(4.14)

so that both quantities in Eq. (4.14) are nonzero when η > 0. In this case, the first and

second fields associated with the eigenvalues are said to be ‘genuinely nonlinear’ (see

Lax [72]). This notion resembles the convexity condition for scalar conservation laws.

It implies that the eigenvalues λi, i = 1, 2 are each strictly monotone along integral

curves of the corresponding eigenvectors ri(u) (see Sect. 4.2.2). This guarantees that

in the x-t plane, the characteristics are not parallel to each other, which is likely to

give rise to the development of shock wave (when characteristics collide) or rarefaction

wave (when characteristics spread). [64, 73].

4.2.2 Riemann invariants and integral curves

To study the nonlinear characteristics in this 2D system and to demonstrate that corners

develop, it is useful to find the system’s Riemann invariants, defined to be functions

w1(u), w2(u) such that

∇wi · ri = 0 , i = 1, 2 (4.15)

where ri are any of the right eigenvectors defined in Eq. (4.13). From this definition it

is clear that Riemann invariants are constant along integral curves of the eigenvectors,

u(β) and u(γ), defined as

du(β)

dβ
= r1(u(β)) ,

du(γ)

dγ
= r2(u(γ)). (4.16)

Indeed, substituting Eq. (4.16) into Eq. (4.15), we obtain

dw1(u(β))

dβ
= ∇w1 ·

du(β)

dβ
= 0 ,

dw2(u(γ))

dγ
= ∇w2 ·

du(γ)

dγ
= 0. (4.17)

43



Riemann invariants are known to exist in general only for a system of two conservation

laws. The Riemann invariants w1, w2 can be found by integrating Eq. (4.15). A

simpler method is to first find the integral curves u(β) and u(γ) from Eq. (4.16),

before manipulating the integral curves to get the Riemann invariants wi, i = 1, 2 [64].

If we denote the integral curve as u(β) = (σ(β), η(β)), then using the eigenvector

r1 from Eq. (4.13) into Eq. (4.16), we have two ODEs as follows:

σ′(β) = 1 , η′(β) =
η(σ + 1)

1 + σ2
. (4.18)

Similarly, using the eigenvector r2 from Eq. (4.13) into the second equation in (4.16),

we produce another system of ODEs as follows:

σ′(γ) = 1 , η′(γ) =
η(σ − 1)

1 + σ2
. (4.19)

Solving directly these systems of Eqs. (4.18) and (4.19), we obtain the integral curves

of r1 and r2, written in general as

η1(σ) = η∗
earctan(σ)

earctan(σ∗)

√
1 + σ2√
1 + σ2∗

, η2(σ) = η∗
e− arctan(σ)

e− arctan(σ∗)

√
1 + σ2√
1 + σ2∗

(4.20)

where each curve goes through the fixed point (σ∗, η∗). To obtain the Riemann invari-

ants wi, i = 1, 2, we rewrite Eqs. (4.20) as

earctan(σ)
√

1 + σ2

η
=
earctan(σ∗)

√
1 + σ2∗

η∗
, ∀(σ, η) (4.21)

and

e− arctan(σ)
√

1 + σ2

η
=
e− arctan(σ∗)

√
1 + σ2∗

η∗
, ∀(σ, η). (4.22)

It is clear from these expressions that the left hand sides of Eqs. (4.21) and (4.22)

are constant for any point (σ, η) on the integral curves corresponding to r1 and r2,

respectively. The Riemann invariants can thus be defined as:

w1(σ, η) =
earctan(σ)

√
1 + σ2

η
, w2(σ, η) =

e− arctan(σ)
√

1 + σ2

η
. (4.23)
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so that w1(σ, η) is constant on any integral curve of r1, and w2(σ, η) is constant on any

integral curve of r2. Note that any function of a Riemann invariant is also a Riemann

invariant [74]. Fig. 4.1 shows the contour lines of the Riemann invariants w1(σ, η) and

w2(σ, η) calculated from Eqs. 4.23.

w1
w2

-4 -2 0 2 4
0.0

0.2

0.4

0.6

0.8

1.0

σ

η

Figure 4.1: The contour lines of the Riemann invariants w1(σ, η) and w2(σ, η) calculated
from Eqs. 4.23 for values 0.5 to 7.5 (from bottom to top), with an increment of 0.5.

Riemann invariants enable an alternative parameterisation of the phase space, i.e.,

the mapping between (σ, η) and (w1, w2) in Eqs. (4.23) is one-to-one. The inverse

transformations are

σ(w1, w2) = tan

(
ln

(√
w1

w2

))
, η(w1, w2) =

√
1 + σ(w1, w2)2

w1w2
. (4.24)

Since our system of two conservation laws is strictly hyperbolic, the right eigenvectors

in (4.13) and left eigenvectors l1,2 are biorthogonal, that is lT1 · r2 = lT2 · r1 = 0 [67, 75].

The superscript T indicates matrix transposition. Due to the biorthogonality property

and Eq. (4.15), we have lT1 ∝ ∇w2 and lT2 ∝ ∇w1. Since both l1,2 are left eigenvectors,

then ∇wT
1 f
′(u) = λ2∇wT

1 and ∇wT
2 f
′(u) = λ1∇wT

2 . Left multiplying the system of

conservation laws in Eq. (4.4) with ∇wT
1 , we thus have ∇wT

1 ut + ∇wT
1 f
′(u)ux =

∇wT
1 ut + λ2∇wT

1 ux = ∇w1 ·ut + λ2∇w1 ·ux = 0. Proceeding similarly with the other

field, we obtain ∇w2 · ut + λ1∇w2 · ux = 0. Both of these expressions can be written

as:

(w2)t + λ1(w2)x = 0 , (w1)t + λ2(w1)x = 0 (4.25)

45



Eqs. (4.25) show that Riemann invariant w1 is invariant (constant) along the 2-

characteristics (defined by dx/dt = λ2) and w2 is invariant along the 1-characteristics

(defined by dx/dt = λ1), i.e., contour lines of w1 in the x-t plane are the 2-characteristics,

and contour lines of w2 in the x-t plane are the 1-characteristics.

Although w1 and w2 are constant along the 2- and 1-characteristics respectively,

it is important to note that, in general, the characteristics are not straight lines since

λ1 and λ2 depend on u = (σ, η) [67, 74, 75]. It is also not usually possible to have a

closed form for w1(x, t) and w2(x, t), so we cannot visualise these characteristics (and

their collisions) easily. This is where the theorem by Lax presented below (Sect. 4.3)

is useful to show that our system of conservation laws in Eq. (4.4) does not permit

smooth solutions for all times t. Here, the inexistence of smooth solutions for all time

is shown by the blow-up of the derivative of smooth solutions at a finite time t0, rather

than by explicitly showing the collisions of characteristics as done usually in the case

of single conservation laws.

4.3 Finite time blow up of smooth solution

The nonlinearity of the system of conservation laws in Eq. (4.4) with the hyperbolic

flux term in Eq. (4.6) can cause a blow up of the derivative of solution ux, regardless

of how smooth the initial data is. For a system of two conservation laws, the blow-up

can be shown using the Riemann invariants w1 and w2 as shown by Lax [66, 67] (see

also Refs. [75–77]). Here we enclose the theorem without its proof, and we show how

it is applied to our system of equations.

Theorem 1 (Lax’s finite time blow up). Suppose ∂λj/∂wi > 0 (or < 0), i, j = 1, 2, i 6=

j. Let u = (σ, η) be a solution whose initial value is bounded; then if ∂wi(x, 0)/∂x < 0

(or > 0) at any point, the derivatives of the solution, ux = (σx, ηx), become unbounded

after a finite time.

In our system of equations, curvature is equal to κ = −σx/(1 + σ2)3/2, so that a

blow up of σx means a blow up of curvature κ, i.e. the development of a corner. In

order to utilise Theorem 1, we first need to check the signs of ∂λ2/∂w1 and ∂λ1/∂w2.

Since the first and second fields associated to the eigenvalues have been shown to be

genuinely linear (refer to Sect. 4.2.2), then ∂λ2/∂w1 6= 0 and ∂λ1/∂w2 6= 0. Indeed,

with the one-to-one mapping between (σ, η) and (w1, w2):
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∂λ1(u)

∂w2
= ∇λ1 ·

∂u

∂w2
,

∂λ2(u)

∂w1
= ∇λ2 ·

∂u

∂w1
. (4.26)

It is clear geometrically that ∂u/∂w2 (∂u/∂w1) is parallel to r1 (r2). Indeed, main-

taining w1 (w2) constant in the derivative ∂u/∂w2 (∂u/∂w1) is equivalent to following

a contour line of w1 (w2) in the u = (σ, η) phase space, and therefore considering an

integral curve u(β) (u(γ)) of the vector field r1 (r2). In this case we can change the

coordinate β (γ) for the coordinate w2 (w1). Using Eq. (4.16) we obtain

du(β(w2))

dw2
= r1(u(β))

dβ

dw2
,

du(γ(w1))

dw1
= r2(u(γ))

dγ

dw1
. (4.27)

Plugging Eq. (4.27) into Eq. (4.26), we therefore obtain

∂λ1(u)

∂w2
= ∇λ1 · r1

dβ

dw2
,

∂λ2(u)

∂w1
= ∇λ2 · r2

dγ

dw1
. (4.28)

An explicit calculation using Eqs. (4.24) shows that in our system, we have

∂u

∂w1
=

1 + σ2

2w1
r2 ,

∂u

∂w2
= −1 + σ2

2w2
r1 (4.29)

so that

∂λ1(u)

∂w2
= −1 + σ2

2w2
∇λ1 · r1 ,

∂λ2(u)

∂w1
=

1 + σ2

2w1
∇λ2 · r2. (4.30)

Eq. (4.30) can be simplified by using Eqs. (4.14) and (4.23). This gives

∂λ1(u)

∂w2
=

kfη
2

e− arctan(σ)(1 + σ2)3/2
> 0 ,

∂λ2(u)

∂w1
= − kfη

2

earctan(σ)(1 + σ2)3/2
< 0.

(4.31)

The hypotheses of Lax’s theorem are thus satisfied, so that a finite time blow up will

occur if ∂w1(x,0)
∂x > 0 or ∂w2(x,0)

∂x < 0 at any point x. We now calculate the initial

derivatives ∂wi(x, 0)/∂x, i, j = 1, 2, i 6= j. Since the Riemann invariants wi, i = 1, 2 are

functions of the variables σ and η, then ∂wi(x,0)
∂x = ∂wi

∂σ σ
′
0(x) + ∂wi

∂η η
′
0(x), where σ0(x) =

σ0(x, t = 0) and η0(x) = η(x, t = 0). Using Eq. (4.23), the definition of curvature
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κ0(x) = −σ′0(x)/(1 +σ2
0(x))3/2, and of projected cell density η0(x) = ρ0(x)

√
1 + σ2

0(x),

we have:

∂w1,2(x, 0)

∂x
=
e± arctan(σ0(x))(1 + σ2

0(x))

η2
0(x)

(∓κ0(x)η0(x)− ρ′0(x)). (4.32)

It is now clear that corners will develop in finite time whenever there is a portion of the

initial interface with negative curvature, i.e. κ0(x) < 0. If the initial surface density

of cells is uniform, i.e. ρ0(x) = ρ0 = const, then both ∂w1
∂x (x, 0) > 0 and ∂w2

∂x (x, 0) < 0

where κ0(x) < 0 (only one of these inequalities is necessary for finite time blow up).

For other initial surface cell densities ρ0(x), the subtraction by ρ′0(x) in Eq. (4.32)

may compensate and change the sign of either ∂w1(x, 0)/∂x or ∂w2(x, 0)/∂x but not

of both simultaneously, so that corners also develop in finite time. If κ0(x) is positive

everywhere, then by Eq. (4.32), a blow up can only occur if the initial density of cell is

not homogeneous, specifically when (i) ρ′0(x) < −κ0(x)η0(x); or (ii) ρ′0(x) > κ0(x)η0(x).

In Sect. ‘Influence of cell diffusion on interface smoothing’ of Chapter 3, we use

the initial interface described by the function h0(x) = 2 + 1
2 cos(3x) and homogeneous

cell surface density ρ0 = 0.016mm/day for x ∈ [0, 2π). The curvature of the interface

is κ0(x) = (h0)xx
[1+(h0)2x]3/2

. Since the denominator is always greater than zero, the sign

of the initial curvature κ0(x) is the same as the sign of the second derivative (h0)xx.

In our equation, we have (h0)xx = −9
2 cos(3x) for x ∈ [0, 2π) which changes sign at

every x = iπ/3 for i = 0, ..., 6. This shows that the solution blows up in finite time by

Theorem 1.

4.4 Wave structure in the Riemann problem

A Riemann problem is a Cauchy problem with initial data u0(x), such that

u0(x) =

{
ul if x < 0
ur if x > 0

(4.33)

where ul and ur are constant states. In this section, we study the structure of waves

that develop in the Riemann problem. Despite its simplicity, the Riemann problem

is important in several aspects. First, Riemann problems enable us to understand

how shocks propagate after their emergence. Indeed, after a shock is generated by the

collision of characteristics, the solution becomes discontinuous there, and the future
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evolution of the problem in a small neighbourhood around the shock is similar to a

Riemann problem. Secondly, the solution of the Riemann problem has always been

useful in formulating numerical methods and assessing their performance and accuracy,

and hence becomes the ‘building block’ for these numerical methods (called ‘Riemann

solvers’) [69]. Thirdly, Riemann problems generally give rise to three possible elemen-

tary waves in their solution which are a shock wave, a rarefaction wave, and a contact

discontinuity [64, 67]. This helps ones to understand the wave structures.

In our system of two conservation laws, the solution to the Riemann problem consists

of three states: the left state ul = (σl, ηl), the middle state um = (σm, ηm), and the

right state ur = (σr, ηr). Since the system is genuinely nonlinear (see Eq. (4.14)), the

middle state um can be connected to the left and right states either by a shock wave

or by a rarefaction wave [78] (see Sect. 4.4.2 and 4.4.3). The left state ul and right

state ur are known from the initial data of the Riemann problem in Eq. (4.33), while

the middle state um is unknown and has to be determined.

4.4.1 Determination of the middle state um

As mentioned, our system of two conservation laws may generate a rarefaction wave

and a shock wave in each 1- and 2-fields associated with λ1 and λ2, respectively. This

gives four possible wave combinations that can be used to determine the middle state

um, which are:

(i) 1- and 2-rarefaction waves: The state um can be determined from the intersection

point of the 1-integral curve (of 1-field) and the 2-integral curve (of 2-field).

(ii) 1-rarefaction wave and 2-shock wave: The state um can be determined from the

intersection point of the 1-integral curve (of 1-field) and 2-Hugoniot locus (of

2-field) (see Sect. 4.4.3 for the definition of a Hugoniot locus).

(iii) 1-shock wave and 2-rarefaction wave: The state um can be determined from the

intersection point of the 1-Hugoniot locus (of 1-field) and the 2-integral curve (of

2-field).

(iv) 1- and 2-shock waves: The state um can be determined from the intersection

point of the 1-Hugoniot locus (of 1-field) and 2-Hugoniot locus (of 2-field).

Details on these wave combinations are presented in the next sections.
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Figure 4.2: 1-rarefaction wave between the left state ul and the middle state um in the
1-field (left); 2-rarefaction wave between the middle state um and the right state ur in the

2-field (right). Note that in both cases the characteristics are spread out.

4.4.2 Rarefaction waves

In a Riemann problem, a centered rarefaction wave is a continuous wave in the genuinely

nonlinear field. Taking ξ = x/t, a solution with the 1-rarefaction wave can be written

as (see Fig. 4.2 (left)):

u(x, t) =


ul if ξ ≤ ξ1

ū1(ξ) if ξ1 ≤ ξ ≤ ξ2

um if ξ ≥ ξ2

(4.34)

while a solution with the 2-rarefaction wave can be written as (see Fig. 4.2 (right))

u(x, t) =


um if ξ ≤ ξ3

ū2(ξ) if ξ3 ≤ ξ ≤ ξ4

ur if ξ ≥ ξ4.
(4.35)

In the x-t plane, ξ1 and ξ3 represent the left boundary of the rarefaction waves, while ξ2

and ξ4 represent the right boundary of the rarefaction waves. Each of these boundaries

starts at the origin since the discontinuity of the initial data in the Riemann problem

is assumed to take place at the origin. These boundaries and the solutions ū1 and ū2

for ξ between these two boundaries require first the determination of the middle state

um.

In both the 1- and 2-rarefaction waves, the possible middle states um must lie on

their corresponding integral curves only (see the integral curves in Eq. (4.20) obtained

for our system). However, not all points on the integral curves are physically correct. A

physically correct um needs to satisfy a rarefaction condition. This condition ensures
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that characteristics of the solution spread and hence do not collide with each other,

which would otherwise correspond to a shock wave (refer to Figure 4.2). In our system,

the 1-rarefaction condition is σl > σm while the 2-rarefaction condition is σm > σr (see

Appendix A.1 for the calculations of the rarefaction conditions). Once the middle state

um has been obtained, the quantities ū1, ū2, and the boundaries ξj (where j = 1, ..., 4)

can be determined (see Appendix A.2 for the calculations).

4.4.3 Shock waves

The second type of solution produced by a Riemann problem in a genuinely nonlinear

field is called a shock wave. In contrast to the rarefaction wave, a shock wave is a

discontinuous wave. A solution with the 1-shock wave can be written as (see Fig. 4.3

(left)):

u(x, t) =

{
ul if x/t < s1

um if x/t > s1
(4.36)

while for the 2-shock wave, the solution will be (see Fig. 4.3 (right))

u(x, t) =

{
um if x/t < s2

ur if x/t > s2
(4.37)

where s1 and s2 are the shock speeds. In the x-t plane, the shocks start at the origin

since the discontinuity of the initial data in the Riemann problem is assumed to take

place at the origin.

In both the 1- and 2-shock waves, the possible middle state um must lie on their

corresponding Hugoniot loci only, known as 1-Hugoniot locus and 2-Hugoniot locus,

respectively. The 1-Hugoniot locus represents the curve through the point ul consisting

of all states that can be connected to ul by the 1-shock, and the 2-Hugoniot locus is

the curve through the point ur consisting of all states that can be connected to ur by

the 2-shock. The loci (and the shock speeds) are developed by utilising the Rankine-

Hugoniot condition (see Appendix A.3 for the calculations of the Hugoniot loci and the

formulae of the shock speeds for our problem).

However, not all points on the Hugoniot loci are physically correct. The use of

entropy conditions helps determine admissible solutions among the numerous (weak)

solutions. The entropy conditions state that a shock requires characteristics to run into

the shock, as time advances (refer to Fig. 4.3), since a discontinuity with characteristics
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Figure 4.3: 1-shock connecting the left state ul and the middle state um in the 1-field
(left); 2-shock connecting the middle state um and the right state ur in the 2-field (right).

Note that in both cases the characteristics going into the shocks. The shock speeds are
denoted as s1 and s2.

emanating from it would be unstable to perturbations. Hence, in a genuinely nonlinear

system, any Riemann problem will have a shock as its solution if an entropy condition

is satisfied. Otherwise, the solution will be in the form of a rarefaction wave [64, 67].

Therefore, in our system, the 1-entropy condition is

σl < σm < −1/σl if σl < 0
σm > σl if σl ≥ 0.

(4.38)

while the 2-entropy condition

σm < σr if σr ≤ 0
−1/σr < σm < σr if σr > 0.

(4.39)

(see Appendix A.4 for how to find these entropy conditions). Once the middle state

um has been obtained, the shock speeds si, i = 1, 2 can be determined.

4.4.4 Results

The cosine function h(x, 0) = 2 + 1
2 cos(3x), x ∈ [0, 2π] used in Chapter 3 contains

portions that are concave and convex (see Section ‘Influence of cell diffusion on interface

smoothing’ in Chapter 3). In Chapter 3 also, we have seen the development of shocks

and centered rarefaction waves.

In this section, we test the model equations (in the zero diffusion limit) on two

types of initial condition: a concave interface with a constant cell density and a convex
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interface with a constant cell density. The concave interface is expected to produce an

all-shock solution, while the convex interface is expected to produce an all-rarefaction

solution. Investigating the mixture of the two waves (1-shock & 2-rarefaction or 1-

rarefaction & 2-shock) is also possible, but it requires the consideration of both integral

curves and Hugoniot loci simultaneously. These wave combinations will not be investi-

gated further in this thesis.

For simplicity, we follow Chapter 3 (see Section ‘Scaling analysis and choice of

units’) on the choice of units. In this regards, the length will be mentioned in ‘mm’,

the cell secretory rate is dimensionless with kf = 1, and the cell density corresponds to

the velocity v, hence having a unit of ‘mm day−1’. Consequently, σ is dimensionless

while η has the same unit as ρ.

4.4.4.1 All-rarefaction problem

We consider a Λ-shaped interface with constant initial cell density, as shown by the

red curves in the top plots of Fig 4.4. Specifically, we take the initial height h(x, t =

0) = 2x + 11 for −5 ≤ x ≤ 0 and h(x, t = 0) = −2x + 11 for 0 ≤ x ≤ 5, while the

initial cell density is a constant ρ(x, t = 0) = 8.9443 mm day−1 for −5 ≤ x ≤ 5. From

the change of variables in Sect. 4.2, that is σ = hx and η = ρ
√

1 + σ2, we obtain a

Riemann problem centered at the origin for u = (σ, η), such that σl = 2 and σr = −2

and ηl = ηr = 20. We need to find the middle state um = (σm, ηm).

Due to the convexity of the initial interface, characteristics of the left portion of

the interface (i.e. at −5 ≤ x ≤ 0) propagate away from the characteristics of the right

portion of the interface (i.e. at 0 ≤ x ≤ 5). Thus, we expect a solution that contains

two rarefaction waves, as shown numerically in Chapter 3.

In this regard, the integral curves that correspond to the 1- and 2-rarefaction waves

are (refer to Eq. (4.20)),

η1 = ηl
earctan(σ)

earctan(σl)

√
1 + σ2√
1 + σ2

l

, η2 = ηr
e− arctan(σ)

e− arctan(σr)

√
1 + σ2√
1 + σ2

r

. (4.40)

From Eq. (A.2), the range of σm which satisfies the 1-rarefaction condition is σm < σl,

while from Eq. (A.4), the range of σm which satisfies the 2-rarefaction condition is

σm > σr. Since the initial conditions i.e. the Λ-shaped interface and the initial density

imply a symmetrical problem, the middle state for σ is σm = 0. Substituting σm = 0
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into any of the equations in (4.40), we then obtain ηm ≈ 2.9561. Therefore, the pair

um ≈ (0, 2.9561) is the middle state of the solution.

States connected by rarefaction waves must lie on integral curves (while states

connected by shocks must lie on Hugoniot loci). The integral curves from Eq. (4.40)

and the three states ul, um and ur, are shown in Fig. 4.6 (left). The red curve (denoted

as R1) represents the 1-integral curve of the eigenvector r1 through the point ul. This

curve comprises all possible states that can be connected to ul by the 1-rarefaction wave.

The blue curve (denoted as R2) is the 2-integral curve of the r2 through the point ur.

It consists of all possible states that can be connected to ul by the 2-rarefaction wave.

The intersection of R1 and R2 is the middle state um.

Note that in Fig. 4.6 (left) the dashed red and blue curves locate points that do not

correspond to physically correct solutions connected to ul and ur, due to the violation

of the rarefaction conditions in Eqs. (A.2) and (A.4). The point um obtained falls onto

the solid portions of the integral curves, and hence it is a correct middle state.

Any other types of wave combination (1-rarefaction & 2-shock, 1-shock & 2-rarefaction,

and 1-shock and 2-shock) are not possible in this case. This is shown in Fig. 4.6 (right)

where each of these non-feasible solutions would have a state um lying at the intersec-

tion of at least one dashed curve. Specifically, 1-rarefaction & 2-shock would have state

um at intersection of R1 and S2: there, S2 is dashed due to the violation of entropy

condition. For 1-shock & 2-rarefaction, the intersection of the curves S1 and R2 occurs

at the dashed portion of S1, caused by the violation of the entropy condition. The

case 1-shock & 2-shock is also not possible since the intersection occurs at the dashed

portions of both S1 and S2 indicating the violation of the entropy conditions.

The solution is thus an all-rarefaction solution that has the form (see Sect. 4.4.2):

u(x, t) =


ul if x/t ≤ λ1(ul)

ū1

(
x
t

)
if λ1(ul) ≤ x/t ≤ λ1(um)

um if λ1(um) ≤ x/t ≤ λ2(um)
ū2

(
x
t

)
if λ2(um) ≤ x/t ≤ λ2(ur)

ur if x/t ≥ λ2(ur)

(4.41)

where ū1(xt ) = (σ̄1, η̄1) is obtained from Eqs. (A.12) and (A.13). Similarly, ū2(xt ) =

(σ̄2, η̄2) is obtained from Eqs. (A.18) and (A.19). Due to the complexity of these

equations, both ū1 and ū2 need to be calculated numerically using the Newton’s method

or any other root-finding algorithm, making this whole method to be semi-analytic. The

solution u = (σ, η) at time t = 0.2 is shown by the black curves in Fig 4.4 (bottom
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Figure 4.4: Semi-analytical method producing two rarefactions in σ and η (bottom plots),
where these variables can be converted back to the original variables: the height h and

density ρ (top plots). The initial states are indicated by the red curves while the evolved
states at t = 0.2 are coloured in black. The sequence of the change of the variables and their
evolutions is (h0, ρ0)→ (σ0, η0)→ (σ0.2, η0.2)→ (h0.2, ρ0.2). Note that at x = 0, σ0 = (hx)0

and hence η0 are undefined.

Figure 4.5: Numerical method (Kurganov-Tadmor scheme) producing two rarefactions in
σ and η (bottom plots), where these variables can be converted back to the original

variables: the height h and density ρ (top plots). The initial states are indicated by the red
curves while the evolved states at t = 0.2 are coloured in black. The sequence of the change
of the variables and their evolutions is (h0, ρ0)→ (σ0, η0)→ (σ0.2, η0.2)→ (h0.2, ρ0.2). Since
a centered difference was used to find σ0 from h0, we obtained σ0 = (hx)0 = 0 at x = 0, and

that consequently produced a spike in η0 at x = 0.
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Figure 4.6: (Left) Integral curves for two rarefactions solution, denoted as R1 and R2.
Note that the eigenvectors r1 (black) and r2 (green) are always tangential to the curves R1

and R2, respectively, at any points. (Right) S1: 1-Hugoniot loci; R1: 1-integral curve; S2:
2-Hugoniot loci; R2: 2-integral curve. Note that the dashed portions of the curves indicate

violation of rarefaction/entropy condition.

plots). Fig. 4.4 (top plots) shows the solution in terms of the original variables, the

height h and surface cell density ρ. Comparison with the output produced in Fig. 4.5

by numerical calculation using the finite volume scheme described in Chapter 3 shows

a very good match, where the finite volume scheme causes smoothing of solution.

4.4.4.2 All-shock problem

We consider now a V-shaped interface with constant initial cell density, as shown by

the red curves in the top plots of Fig 4.7. In this regard, we take the initial height

h(x, t = 0) = −2x + 1 for −5 ≤ x ≤ 0 and h(x, t = 0) = 2x + 1 for 0 ≤ x ≤ 5. The

initial cell density is a constant ρ(x, t = 0) = 8.9443 mm day−1 for −5 ≤ x ≤ 5. From

the change of variables in Sect. 4.2, we obtain a Riemann problem centered at the

origin such that σl = −2 and σr = −σl = 2, and ηl = ηr = 20. Again, we need to find

the middle state um = (σm, ηm).

Due to the concavity of the initial interface, characteristics of the left portion of the

interface collide with the characteristics of the right portion of the interface. We thereby

expect a solution that contains two shock waves, as shown numerically in Chapter 3.

In this regard, the Hugoniot loci for the 1-shock and 2- shock are (refer to Eqs.

(A.27) and (A.28)):
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Figure 4.7: Analytical method producing two shocks in σ and η (bottom plots) where
these variales can be converted back to the original variables: the height h and density ρ
(top plots). The initial states are indicated by the red curves while the evolved states are

coloured in black. The sequence of the change of the variables and their evolutions is
(h0, ρ0)→ (σ0, η0)→ (σ0.2, η0.2)→ (h0.2, ρ0.2). Note that at x = 0, σ0 = (hx)0 and hence η0

are undefined.

Figure 4.8: Numerical method (Kurganov-Tadmor scheme) producing two shocks in σ and
η (bottom plots) where these variales can be converted back to the original variables: the
height h and density ρ (top plots). The initial states are indicated by the red curves while
the evolved states are coloured in black. The sequence of the change of the variables and

their evolutions is (h0, ρ0)→ (σ0, η0)→ (σ0.2, η0.2)→ (h0.2, ρ0.2). Since a centered difference
was used to find σ0 from h0, we obtained σ0 = (hx)0 = 0 at x = 0, and that consequently

produced a spike in η0 at x = 0.
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η1 =
ηl

1 + σσl

[
(1 + σ2)− (σl − σ)

√
1 + σ2

1 + σ2
l

]
(4.42)

η2 =
ηr

1 + σσr

(1 + σ2) + (σr − σ)

√
1 + σ2

1 + σ2
r

 . (4.43)

From Eq. (4.38), the range of σm which satisfies the entropy condition of 1-shock in

Eq. (4.38) is σl < σm < −1/σl, while from Eq. (4.39), the range of σm which satisfies

the entropy condition of 2-shock is −1/σr < σm < σr. Since the initial conditions, i.e.

the V-shape interface and the initial density imply a symmetrical problem, σm = 0 is

again the middle state for σ. Substituting σm = 0 into any of Eqs. (4.42) and (4.43),

we then obtain ηm ≈ 37.8885, and hence the set um ≈ (0, 37.8885) is the middle state

of the solution.

States connected by shock waves must lie on Hugoniot loci. The Hugoniot loci

(from Eqs. (4.42) and (4.43)) and the three states ul, um and ur are shown in Fig.

4.9 (left). The red curve (denoted as S1) represents the locus of 1-shock through the

point ul consisting of all states that can be connected to ul by the 1-shock, and the

blue curve (denoted as S2) is the locus of 2-shock through the point ur consisting of

all states that can be connected to ur by the 2-shock. The intersection of S1 and S2 is

the middle state um. Note that the dashed red and blue curves locate the points that

do not correspond to physically correct solutions connected to ul and ur, respectively,

due to the violation of entropy conditions in Eqs. (4.38) and (4.39).

In this problem, any other type of wave combination (1-rarefaction & 2-shock, 1-

shock & 2-rarefaction, and 1-rarefaction and 2-rarefaction) is not possible. This is

shown in Fig. 4.9 (right) where each of these non-feasible solutions would have a state

um lying at the intersection of at least one dashed curve. Specifically, 1-rarefaction &

2-shock would have state um at the intersection of R1 and S2: there, S2 is dashed due

to the violation of the entropy condition. For 1-shock & 2-rarefaction, the intersection

of the curves S1 and R2 occurs at the dashed portion of S1, caused by the violation

of the entropy condition. The case 1-rarefaction and 2-rarefaction is also not possible

since the intersection occurs at the dashed portions of both R1 and R2 indicating the

violation of rarefaction conditions.

The solution is thus an all-shock solution that has the form (refer to Appendix A.2):
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Figure 4.9: (Left) Hugoniot loci for two shocks solution, denoted as S1 and S2. Note that
the eigenvectors r1 and r2 are tangential to the locus at ul = (σl, ηl) and ur = (σr, ηr),
respectively. (Right) S1: 1-Hugoniot loci; R1: 1-integral curve; S2: 2-Hugoniot loci; R2:

2-integral curve. Note that the dashed portions of the curves indicate violation of
rarefaction/entropy condition.

u(x, t) =


ul if x/t < s1

um if s1 < x/t < s2

ur if x/t > s2

(4.44)

where ul = (σl, ηl), um = (σm, ηm) and ur = (σr, ηr) are all known quantities. From

Eq. (A.24) the corresponding shock speeds are

s1 = − kfηl√
1 + σ2

l

= − 20√
5

, s2 =
kfηr√
1 + σ2

r

=
20√

5
(4.45)

since cell secretion rate kf = 1 (refer to Sect. 4.4.4). The solution u = (σ, η) at time

t = 0.2 is shown by the black curves in the bottom of Fig. 4.7. Figure 4.7 (top plots)

shows the solution in terms of the original variables, the height h and surface cell density

ρ. Comparison with the output produced in Fig. 4.8 by numerical calculation using

the numerical scheme described in Chapter 3 shows a very good match. However, the

numerical technique causes smoothing and oscillation of the solution.

4.5 Conclusions

In this chapter, we studied the evolution equations of the hyperbolic curvature flow

defined in Chapter 3 in the zero diffusion limit. In this limit, these equations form a
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system of hyperbolic conservation laws in which the emergence of shocks and rarefaction

waves can be determined (semi-) analytically. The system was found to be genuinely

nonlinear in the first and second fields associated with the two eigenvalues.

Two main parts of this chapter were a proof of the finite time blow up of the system,

and the analysis of the waves structures formed by Riemann problems. In the first part,

we used a theorem by Lax [66] to show that the existence of negative curvature in the

initial interface would cause a blow up in the derivative of the solution. This explained

the emergence of cusps in the tissue interface in finite time obtained numerically in

Chapter 3 at low diffusivities.

The second part investigated the structure of shocks and rarefaction waves in the so-

lution of Riemann problems. We showed that a convex interface seeded with a constant

initial density would generate a rarefaction wave. On the other hand, a concave inter-

face seeded with a constant initial density would induce a shock wave. These analytical

output compared well with the results produced by the numerical simulations, except

that there are some smoothing effects and/or oscillations in the solutions produced by

the numerical simulations.
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Chapter 5

Paper 2: Bone-forming cells infill
irregular pores under curvature
and porosity controls: A
hypothesis-testing analysis of cell
behaviours

5.1 Overview

An osteon is a bone structural unit that results from the renewal of a portion of bone

matrix by bone-resorbing cells, followed by bone-forming cells. In cortical bone, osteons

host a central porous canal (Haversian canal), which forms most of bone’s porosity in

compact bone. It is known that the flow of interstitial fluid within this porosity can

trigger bone formation and prevent bone loss [43, 79].

In this chapter, the mathematical model developed previously is applied to exper-

imental data on the rate of new bone formation in osteons to gain insights into the

influence of geometry on individual cell behaviors, in particular, the interplay between

curvature and porosity on cell secretory rate and cell death rate. This will also help

reconcile the discrepancy of the role of curvature in the velocity of tissue formation seen

in in-vivo and in-vitro experiments (see Sect. 1.3).

This is the focus of research question 3, marked as 3 in Fig. 1.2. The work is to

be submitted to a peer-reviewed scientific journal, and is reproduced in this chapter.
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Abstract – The geometric control of bone tissue growth plays a significant role in bone remodelling, age-related
bone loss, and tissue engineering. However, how exactly geometry influences the behaviour of bone-forming cells
remains elusive. Geometry acts collectively through the evolving space available to the population of cells, but it may
also act on the individual behaviours of cells. To single out the collective influence of geometry and gain access to
the geometric regulation of individual cell behaviours, we develop a mathematical model of the infilling of cortical
bone pores and use it with available experimental data on cortical infilling rates. Testing different possible modes of
geometric controls of individual cell behaviours consistent with the experimental data, we find that efficient smoothing
of irregular pores only occurs when cell secretory rate is controlled by porosity rather than curvature. This porosity
control suggests the convergence of a large scale of intercellular signalling to single bone-forming cells, consistent
with that provided by the osteocyte network in response to mechanical stimulus. After validating the mathematical
model with the histological record of a real cortical pore infilling, we explore the infilling of a population of randomly
generated initial pore shapes. We find that amongst all the geometric regulations considered, the collective influence of
curvature on cell crowding is a dominant factor for how fast cortical bone pores infill, and suggest that the irregularity
of cement lines thereby explains some of the variability in double labelling data.

Keywords: Bone remodelling, tissue growth, osteoblast, tissue engineering, morphogenesis

1 Introduction
Bone tissues are remodelled throughout life to help remove
micro-damage that accummulates by fatigue loading [1]. In
compact bone, self-contained groups of bone-resorbing and
bone-forming cells tunnel through old bone to replace it [2].
The bone-resorbing cells first hollow out a cylindrical pore.
The bone-forming cells then attach to the walls of this cavity
and infill the pore from outside in, leaving a residual channel
for vascularisation (Haversian canals) [2, 3]. The new bone
structure thus formed is called an osteon. During age-related
bone loss and osteoporosis, it is known that bone porosity
increases first as a result of these remodelling cavities not
infilling completely, then as a result of increased resorp-
tion [4], but the detailed geometric and mechanical factors
that control how bone pores infill remain poorly understood.
By increasing their size, pores may coalesce and become
more irregular [5, 6]. Because increased bone porosity leads
to mechanically compromised bone and increased fracture
risk [7–9], it is important to understand how bone-forming
cells respond to the local geometric features of remodelling
cavities.

In-vivo labelling experiments give some insights into the in-
filling rate of remodelling cavities. The sequential administra-
tion of fluorochrome substances in an organism, such as tetra-
cycline, alizarin, and calcein, leaves a series of fluorescent
labels within bone. These labels record the location of past
bone surfaces that were forming at the time of administration.
Such experimental data suggests that the velocity of bone-
forming surfaces in cortical bone, called matrix apposition

∗Corresponding author. Email address: almie.alias@monash.edu

rate (MAR) [10], is proportional to the average radius R of
infilling cylindrical cavities [11–13]. However, it is unclear
how the irregularity of infilling cavities may influence our in-
terpretation of double labelling data. For perfectly symmetric
pores (circular cross-section), the dependence upon R may
correspond to an influence of the curvature of the bone surface
1/R , or an influence of porosity ∝ R 2 indistinctively. For
noncircular infilling pores, however, curvature and porosity
are independent variables, so that their respective influence on
bone-forming cells can be differentiated.

By seeding cells of osteoblastic (bone-forming) lineage
onto bioscaffolds of different geometries, tissue engineering
experiments have exhibited a specific influence of local cur-
vature on the rate of tissue growth [14–20]. These studies
have suggested that the velocity of the tissue surface at the
onset of new tissue formation is described as a mean curvature
flow, in which interface velocity is proportional to curvature
where the tissue substrate is concave. In a previous work,
we have developed a mathematical model of tissue-forming
cells that captures a systematic influence of local curvature on
cell density due to the shrinking or expanding surface area
near concavities or convexities of the interface [21]. This
model results in a type of hyperbolic curvature flow [22]
in which the normal acceleration of the interface depends
linearly on curvature. For circular pores, the model reduces to
mean curvature flow with velocity proportional to curvature.
Both the smoothing of highly curved regions of the interface
and tissue deposition slowdown observed in the bioscaffold
experiments in various pore shapes was explained by our
model as a combination of (i) curvature-dependent changes
in cell density; (ii) cell diffusion along the interface; and (iii)
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depletion of actively secreting cells.
In this paper, we apply this mathematical model of tissue-

forming cells to cortical bone pore infilling in order to single
out mathematically from double labelling data the unavoid-
able influence of curvature on cell crowding or spreading.
By singling out this collective influence of curvature on cell
density, we are able to examine how two invidivual cell be-
haviours, namely cell secretory rate (volume of bone formed
per cell per unit time), and cell depletion rate (probability per
unit time for the cell to become inactive, e.g. by undergoing
apoptosis or anoikis) may depend upon curvature and porosity
during the infilling of remodelling cavities. The underlying
biological and physical processes involved in a curvature con-
trol of bone formation are likely to be fundamentally different
from those involved in a porosity control of bone formation.
This distinction could thus be important for understanding the
evolution of age-related bone loss, and how to best counter
it [23, 24]. To our knowledge, this is the first time that a math-
ematical model of cell population is used in combination with
experimental data to gain insights into geometric influences at
the level of individual cells.

Previous mathematical models of infilling bone pores have
been developed [25–28]. These models all assumed perfectly
cylindrical geometries in which no distinction is possible
between curvature and porosity. The models in Refs [25, 27]
included density concentration due to surface area shrinkage
during pore infilling, and the generation of osteocytes by
embedment of some of the bone-forming cells. The gener-
ation of osteocytes in arbitrary geometries was generalised
in Refs [29, 30]. The novelty of the present mathematical
model is to propose a comprehensive population model of
bone-forming cells that includes osteocyte generation, and
collective and individual geometric influences at the cell–
tissue scale in arbitrary pore geometries.

2 Materials and methods

2.1 Mathematical model

Cortical bone pores form elongated cylindrical structures, so
that most of the geometric regulation of pore infilling can be
assumed to arise from their cross-sectional shape. We thus
consider the infilling of a remodelling cavity viewed in a trans-
verse cross section, with a pore interface S (t ) described by
an explicit parameterisation θ 7→ R (θ , t ) in polar coordinates.
The interface evolves by the secretion of new bone matrix
by osteoblasts (bone-forming cells) lining the interface with
a surface density ρ (number of cells per unit surface). The
normal velocity of the interface is

v = kf ρ, (1)

where kf is the cell secretory rate (volume of new bone matrix
secreted per cell per unit time) [29, 21]. In Ref. [21], we
developed evolution equations for the crowding and spreading
of cells induced by changes in the local surface area at
concavities and convexities of the interface during its evolu-
tion. Here, we extend these equations by including explicitly
the formation of osteocytes by embedment of some of the
osteoblasts into the bone matrix [29, 30]. The evolution

equations governing the pore interface radius R (θ , t ) and
surface density ρ(θ , t ) of osteoblasts are [21]:

Rt =−v

√√√
1+

�
Rθ
R

�2

(2)

ρt =−ρvκ− ρθ
R

v cosα+D
�
ρθθ
g 2
− ρθ

R

�
2

g
−κ

�
cosα

�

−Otf v −Aρ, (3)

where g =R
Æ

1+ (Rθ /R )
2 is the metric, or local stretch of the

parameterisation; cosα=n · θ̂ =Rθ /g is the projection of the
unit normal vector n of the interface onto θ̂ = (−sinθ , cosθ );
and

κ=−R 2−R Rθθ +2R 2
θ

g 3
(4)

is the local curvature in polar coordinates. Curvature is taken
to be negative on concave portions of the bone substrate, and
positive on convex portions of the bone substrate.

The first term in the right-hand side of Eq. (3) describes
the systematic dilution or concentration of osteoblasts in-
duced by the curvature of the interface. The second term
represents the transport of osteoblasts perpendicularly to the
interface but measured with respect to the coordinate θ . The
third term is proportional to the Laplace–Beltrami operator
expressed in polar coordinates. It describes the diffusion of
osteoblasts parallel to the interface with constant diffusivity
D . The sink term −Otf v represents the decrease in cell
density due to the embedment of osteoblasts in bone matrix,
where Otf = Otf

�
R (θ , t ),θ

�
is the instantaneous density of

osteocytes (number of cells per unit volume) generated at the
moving bone formation front [29]. The radial dependence
of Otf denotes a possible spatial dependence of osteocyte
density within the osteon, which could be provided from
experimental measurements. It is known that the generation of
this density does not depend explicitly on the curvature of the
interface [29]. Here we assume for simplicity that osteocyte
density is constant, Otf ≈ 31, 250mm−3 [10, 27, 29, 31–34].
Finally, the sink term −Aρ in Eq. (3) represent depletion from
the pool of active osteoblasts other than by differentiation into
osteocytes, occurring at rate A (in day−1). This depletion
may represent cell death (such as apoptosis), or detachment
from the bone surface. The shrinking of bone surface area
during bone formation, which tends to increase osteoblast
density and thereby also tends to increase interface velocity,
contrasted with the observation of bone deposition slowdown,
means that many cells are removed from the pool of active
osteoblasts during bone formation by such a depletion mech-
anism [3, 27]. All the parameters and variables used in the
model are listed in Table 2.

Individual cell behaviours. Individual cell behaviours are
represented in Eqs (1)–(3) by the cell secretory rate kf, cell
depletion rate A, and cell diffusivity D . We will assume that
secretory rate kf and cell depletion rate A may depend on the
local geometry of the interface, but will assume constant diffu-
sivity D . Cell secretory rate is expected to scale with cell body
volume [35], which is likely to depend on the local curvature
of the bone substrate, e.g., via cell density. Geometry may also
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control the reduction in cell secretory rate when osteoblasts
become living, quiescent cells lining the bone surface at the
end of bone formation, when the remaining pore is about
40µm in diameter [3]. Similarly, curvature and its effect on
cell density may influence osteoblast apoptosis or detachment
from the bone surface. In contrast, osteoblast diffusion paral-
lel to the bone surface is expected to be small and only weakly
dependent on curvature. Indeed, active osteoblasts form a
confluent layer of cells on the bone surface [3]. Their cellular
protrusions link with bone-matrix-embedded osteocytes, but
osteocytes density is generated independently of an explicit
geometric regulation [29].

To gain insights into the geometric regulation of the individ-
ual cell behaviours kf and A, we use the mathematical model
in Eqs (1)–(3) in two steps:

1. Circular pore geometry. We first consider perfectly
circular infilling remodelling cavities. In this case, cell
diffusion is irrelevant, and both curvature and porosity
are related to the infilling pore radius R (t ). Direct ex-
perimental data is available from the published literature
on v (R ), ρ(R ), and kf(R ) [36], see Section 2.2. The data
kf(R ) is used as input to the model in Eqs (1) and (3), and
we determine how cell depletion rate A(R ) must depend
on R for the model to match the experimental data on
v (R ) and ρ(R ).

2. Noncircular pore geometry. Knowing the dependence
upon R of kf(R ) and A(R ) in circular geometry, we
then seek to extrapolate this geometric regulation in
noncircular geometries, where curvature κ and porosity
φ are independent variables. To this end, we propose
four models of geometric regulation of kf and A that are
consistent with their expression in circular geometry, and
explore the infilling behaviour of irregular pores to test
these models. The four models considered are:

Model 1: kf(κ) and A(κ);

Model 2: kf(κ) and A(φ);

Model 3: kf(φ) and A(κ);

Model 4: kf(φ) and A(φ);

The functional dependences of kf and A upon the geometric
variables κ or φ in each model are determined by substituting
R = −1/κ or R = L

p
φ/π in the functions kf(R ) and A(R )

determined in the first step, see Eqs (8),(9). All four models
result in identical behaviour in circular pore geometries, but
not in irregular pore geometries. A parametric study of cell
diffusivity D is performed for each model.

In each model, pore infilling is assumed to stop once
osteonal porosity

φ(t ) =
pore area

L 2
=

1

2L 2

∫ 2π

0

R (θ , t )2dθ

reaches the value φH =
πR 2

H
L 2 , where RH ≈ 20µm is the

average Haversian canal radius, and L ≈ 300µm is chosen
large enough to fit most typical cortical resorption cavities,
which have an average diameter of about 200µm [2, 10]. This
porosity measure is similar to the ‘individual osteon porosity’

defined by the ratio of pore area and initial pore area [11],
but it has the advantage of being able to compare the initial
porosity of different resorption cavities, and of not being 1
initially, which helps regularise mechanical estimates (see
Discussion).

To assess which model represents typical evolutions of
irregular pores during their infilling, we define a discrep-
ancy measure based on the circularity of the final interface
shape Rend(θ ) when infilling has completed. Since Haversian
canals are more regular and circular than initial resorption
cavities [10, 11] we define the discrepancy

ε=
1

N

N∑
i=1

�
R i

end−RH
�2

(5)

where R i
end = Rend(θi ) is the radius of the final interface at

the angular discretisation point θi , and N is the number of
discretisation points along the pore interface. Since infilling
continues in the model until the target porosity φH is reached,
ε measures only deviations from circularity in the final shape,
and not deviations in porosity.

Three-dimensional vs two-dimensional parameter values.
To convert values of three-dimensional quantities to two-
dimensional values in the cross-section, we use a nomina-
tive cross-section thickness of ∆z = 20µm, corresponding
roughly to the size of an osteoblast. For example, an
osteocyte density of 31,250/mm3 corresponds to the value
31,250/mm3×∆z = 625/mm2 in the cross section. Likewise,
osteoblast surface density becomes ρ∆z in the cross-section,
and cell secretory rate becomes kf/∆z . In the following
we will refer to values converted to two dimensions by this
procedure.

Numerical simulations. Eqs (1)–(3) are solved numerically
using the same techniques as in Ref. [21]. A straightforward
finite difference upwind scheme is used at high diffusivi-
ties, but a high-resolution finite volume method (Kurganov–
Tadmor scheme) is used at low diffusivities to prevent signif-
icant numerical loss of cells. We refer the reader to Ref. [21]
for more detail on these numerical schemes.

The initial resorption cavity determines the initial cavity
radius R (θ , 0) =R0(θ ). The initial osteoblast density ρ(θ , 0) =
ρ0 ≈ 161/mm was assumed to be the same homogeneous
value in all simulations, so that in circular pores of initial
radius R0 = 100µm, the initial normal velocity of the interface
is v0 = 1.9µm/day, consistently with experimental data (see
Sect. 2.2).

2.2 Experimental data
Experimental data measuring osteon infilling dynamics comes
mostly from double labelling experiments. These experiments
enable the estimation of the speed of the bone interface v as
a function of mean radius R (or mean area) [11]. There is
little literature, however, on osteoblast density ρ in infilling
remodelling cavities of different sizes. These two types of
data (v and ρ) determine kf by Eq. (1). Due to the need to use
different experimental methods to determine these quantities,
they are not usually collected simultaneously on the same
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Table 1 – Scaled data on cell density, normal velocity (MAR), and cell secretory rate kf at different radii of infilling remodelling cavities, based on
measurements reported in dogs in Ref. [36] and the procedure outlined in Ref. [27] to rescale dog data onto human data. Conversions to two-dimensional

values are based on an assumed cross-section thickness ∆z = 20µm.

pore radius R osteoblast density ρ cell secretory rate kf

3D 2D 3D 2D
[µm] [mm−2] [mm−1] [mm3/day] [mm2/day]
20 2300 46 0 0

22.9 3600 72 112.5×10−9 5.63×10−6

43.3 7016 140 128.75×10−9 6.44×10−6

92.7 8000 160 225×10−9 11.25×10−6

Figure 1 – Scaled data on (nonzero) cell secretory rate kf(R ) from Table (1),
and the linear interpolation in Eq. (6). The value of kf at RH = 0.02 mm is

excluded from the interpolation since the new matrix secretion terminates at
RH.

samples. Here, we gather data from experiments conducted on
animal from different species, and rescale these data to typical
dimensions seen in human bone samples according to known
cross-species differences, as was done in Ref. [27].

Cell density and secretory rate. Marotti et al. have mea-
sured both v (R ) and osteoblast density ρ(R ) in infilling re-
modelling cavities of different radii R in dogs, which was
used to deduce kf(R ) by Eq. (1) [36]. Following Ref. [27],
we scaled dog pore radii to human values by a linear trans-
formation. Cell secretory rate k dog

f was scaled by a factor
1.25 to account for higher secretion rates in humans [25, 27],
while osteoblast density was scaled by the inverse factor
1/1.25 [27]. Table 1 summarises the scaled experimental data
onρ(R ) and kf(R ). The first line of data in Table 1 corresponds
to quiescent osteoblasts lining the bone surface after bone
formation has completed [10].

We interpolate the data kf(R ) in Table 1 linearly in R
between the average human Haversian canal RH = 20µm
(excl.) and the initial cavity radius (or cement line radius)
Rc = 100µm [2] as

kf(R ) = akf
+ bkf

R , (6)

where for kf(R ) in mm2/day, akf
= 3.2741 × 10−6 mm2/day

and bkf
= 8.5728×10−5 mm2/day (see Fig. 1).

Interface velocity (matrix apposition rate). Data on the
velocity of the bone formation front is much more abundant.
To take advantage of this abundance, we use a more extensive
dataset collected on sheep by Metz et al. [11], whom report the

percentage of bone infilled versus cavity radius. We rescale
this data onto human values by a similar linear transformation,
such that a 100% unfilled cavity corresponds to the initial cav-
ity radius Rc = 100µm, and a 0% unfilled cavity corresponds
to the Haversian canal radius RH = 20µm, as was also done
in Ref. [27]. This scaled data is shown in Fig. 8 along with
simulation results.

3 Results
Cell depletion rate in circular pore geometry. The geo-
metric regulation of cell depletion rate A(R ) in a perfectly cir-
cular infilling pore is determined by comparing the osteoblast
surface densities ρ(R ) reached by the simulations at different
radii with the data from Table 1. All the numerical simulations
in this circular geometry assume that cell secretory rate kf(R )
is the function given in Eq. (6). In the circular geometry,
cell diffusion is irrelevant so long as the initial confluence
of osteoblasts is achieved with a uniform density before they
become active, which is assumed here.

Figure 2 shows that a constant cell depletion rate does
not lead to cell densities in the simulations that match the
in-vivo cell density data from Table 1. The constant value
A = 0.1mm/day used in our previous analysis of bioscaffold
tissue growth [21] leads to a rapid depletion of active cells
and incomplete bone formation. The value A = 0.002mm/day
decreases density too fast initially (large R ), but too slowly
towards the end of bone formation (small R ), where crowding
of cells ∝ 1/R induced by the shrinking pore surface area
takes over. With this value of A, the density of quiescent
cells lining the bone surface at completion of bone formation
is twice larger than measured values.

To match the nonlinear decrease in cell surface density with
decreasing cavity radius R despite the strong crowding of cells
that occurs at small R , it is necessary to increase cell depletion
as R decreases. Testing power-law dependences of A upon
1/R , we find that an excellent fit of the simulation to the data
is obtained by choosing

A(R ) =
A0

R
(7)

with A0 = 0.00121mm/day (Fig. 2). Clearly, in this case,
simulations also reproduce the dynamics of the interface v (R )
measured in Ref. [36], by Eq. (1). When compared with the
independent data v (R ) measured in Ref. [11], there is only
a slight deviation from the average behaviour that remains
within the experimental variability (see Fig. 8). The bone
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Figure 2 – Comparison of cell surface density between model with various
cell depletion rate A and the 2D-human-scaled experiment data from Ref.

[10], along the infilling of a idealised circular osteon produced by the model
kf in Eq. (6).

formation period required to infill the circular pore with
Eq. (7) is about 80 days, which is consistent with reported
durations of 3 months mentioned in [3, 2].

These results suggest that in regular bone pores of circu-
lar cross-sections, the geometric regulation of the individual
behaviours of osteoblasts is such that as cavity radius R
decreases, cell secretory rate decreases linearly with R by
Eq. (6), and cell depletion rate increases as 1/R by Eq. (7).
With these individual cell behaviours, the collective crowding
of cells induced by the shrinking pore surface area, and
with the generation of osteocytes, osteoblast density decreases
nonlinearly as the pore infills (Fig. 2), while the velocity of the
interface (matrix apposition rate) decreases roughly linearly
with R (Fig. 8).

Individual cell behaviours in non-circular pores. Mod-
els 1–4 are proposed as possible generalisations of the be-
haviours of kf and A in noncircular geometries (see Sec-
tion 2.1). These models are obtained by interpreting R
either by means of curvature κ or porosity φ in Eqs (6)
and (7). Doing so results in the following possible geometric
regulations of cell secretory rate and cell depletion rate:

kf(φ) = akf
+

bkf
Lp
π

Æ
φ, kf(κ) =





akf
− bkf

κ , if κ≤ κc < 0

akf
− bkf
κc

, if κc <κ< 0

0, if 0≤ κ
(8)

A(φ) =
A0
p
π

L
p
φ

, A(κ) =

¨
−A0κ, if κ< 0

0, if 0≤ κ (9)

where κc = −1/Rc is the curvature of the cement line in
the circular geometry. These expressions all recover Eqs (6)
and (7) when κ = −1/R and φ = πR 2/L 2, so long as R ≤
Rc . Cell secretory rate has been bounded from above when
controlled by curvature on portions of the bone substrate
where κc < κ < 0, i.e., on portions that are flatter than the
cement line in circular geometry, due to the limited capacity
of cells to secrete new bone matrix. In convex regions of the
bone substrate (κ ≥ 0), both kf(κ) and A(κ) are extrapolated
to be zero. It is assumed that when curvature controls these
behaviours, osteoblasts in these regions become quiescent

Figure 3 – Errors calculated for Models 1, 2, 3 and 4 with different
diffusivity D , plotted using the log-log scale. Minimum error is obtained

when D ≈ 0.00075 and when using Model 3.

cells with kf = 0 and A = 0, as suggested by bioscaffold tissue
growth experiments [14–16].

The extrapolation of the geometric regulations of individual
cell behaviours to noncircular pore shapes in Eqs (8) and (9)
now entirely defines Models 1–4 with the evolution equations
Eqs (1)–(3). The only free parameter that remains in the four
models is the cell diffusivity D .

Influence of cell diffusivity. In a circular pore with ho-
mogeneous initial osteoblast density, cell diffusion has no
effect on the evolution, so that cell diffusivity D cannot
be estimated. Our previous simulations of tissue growth
in bioscaffold pores exhibited strong qualitative changes in
growth patterns driven by diffusivity [21]. To assess the
influence of cell diffusivity on the infilling of bone pores in
noncircular geometries, we perform a parametric study of
D on pores of square, hexagonal, and cosine shapes (the
cosine initial pore shape is similar to a smoothed triangle) of
identical perimeter 0.6 mm, so that there is the same number
of osteoblasts at the onset of bone formation. Tissue growth
within such pore shapes has been investigated in bioscaffold
experiments. While these regular pore shapes are not realistic
bone remodelling cavities, they enable us to understand the
influence of the sharpness of a cusp in the initial interface
without the confounding influence of other irregularities.

The measures of discrepancy from circularity calculated for
each of these shapes at the end of bone formation by Eq. (5)
are summed and plotted in Fig. 3 as a function of D for
each model. The minimum total discrepancy ε occurs for
Model 3 when D ≈ 0.00075 mm2/day. However, the total
discrepancies ε in Model 3 and Model 4 are very similar
and not significantly different from the minimum when D ¦
0.0003mm2/day.

Figure 4 shows the evolution of the interface in each Model
at the fixed value of diffusivity D = 0.00075mm2/day. It is
clear from Figs 3 and 4 that Models 1 and 2, in which cell
secretory rate is assumed to be controlled by curvature, do not
lead to an efficient smoothing of the interface. In contrast, the
final interfaces for Models 3 and 4 are all roughly circular
and indifferentiable regardless of the initial corner angles.
Note that Models 3 and 4 do not smooth out initial corners
efficiently if diffusion is too low (Fig. 3). The influence of
diffusivity on the evolution of the cosine pore interface is
shown for Model 3 in Fig. 5.
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Figure 4 – Infilling of various initial pore shapes (cosine, square, and hexagonal) simulated by Models 1–4 with D = 0.00075mm2/day. The pore interface is
colored according to cell density, shown at regular time intervals

Figure 5 – Influence of diffusivity D (in mm2/day) on the infilling of the
cosine pore simulated by Model 3.

Application to real osteonal geometry. New bone formed
during the infilling of cortical pores is lamellar. In this type
of bone, past locations of the bone interface are recorded
as lamellae boundaries visible experimentally in histological
slices. These boundaries provide a point of comparison with
simulations of our mathematical model.

Figure 6 compares simulations of cortical pore infilling
starting from the cement line of a real osteon [37]. The
initial pore cavity assumed in the simulations is the boundary
between the light grey region at the edges of the histological
image (old bone) and the darker grey region (lamellar bone
formed by infilling). Lamellae boundaries in the new bone
are seen as faint, thin dark lines. We have indicated the
approximate boundary between two lamellae with arrowheads
at about one third of the new bone wall thickness. The
simulations shown in Fig. 6 were all performed with a cell
diffusivity D = 0.00075 mm2/day, a uniform initial surface
density of osteoblasts ρ0 = 161/mm, and a uniform osteocyte
density Ot f = 625/mm2. The simulations were stopped once
the infilling pore reached the same porosity as that of the
histological image in Fig. 6.

Pore interfaces simulated with Models 3 and 4 match
the experimental lamellae boundary (arrowheads) very well,
despite the irregularity of the initial interface and the lack of
experimental information on the initial density of osteoblasts
in the histological image. As time proceeds, the divergence
between simulated interfaces and real lamellar boundaries
increases. The final pore shape obtained by Models 3 and 4 is
regular, but has some difference to the final pore shape in the
experimental image. This can be expected from a dynamic
system’s perspective as initial errors are likely to amplify
without regulatory mechanisms. There is little qualitative

difference between Model 3 and Model 4. Model 3 leads to a
slightly more homogeneous osteoblast density lining the final
pore interface.

Comparison with double labelling data. To understand
more thoroughly how efficiently variations in the initial pore
interface are smoothed, and how these variations affect the
speed of new bone formation, we generated 20 virtual initial
pore interfaces by randomly perturbing the radius of the
interface between the values Rmin = 0.06 mm and Rmax =
0.12 mm according to R0(θ ) = Rmin + ζ(θ )(Rmax −Rmin) with
uniformly distributed random noise ζ(θ ) ∈ (0, 1) smoothed
by Matlab’s loess method using local regression based on
the weighted linear least squares and a polynomial model to
provide ζ(θ ) [38].

The purpose of this population of initial pore shapes is to
help understand the experimental variability seen in double
labelling data [39]. Figure 7 shows simulations of the infill-
ing of these random pore shapes using Model 3 with D =
0.00075mm2/day. The final interfaces are all roughly circular
with little inhomogeneity in cell surface density despite the
varied initial pore shapes. The pores are organised and
numbered according to how fast they refill.

In Figure 8, the average velocity of the interface in these
simulations is shown versus average pore radius, and com-
pared with double labelling experimental data. The average
instantaneous velocity is estimated in the simulations as

v (t ) =
|A′(t )|
P (t )

≈ |∆A(t )|
∆t P (t )

, (10)

where A(t ) is the pore area, ∆A is the change in pore area
during the time increment ∆t , and P (t ) is the pore perimeter.
Simulation results are in good agreement with the linear
regression line of the experimental data, particularly as the
model has not been fitted to this experimental data. The
average velocity of the interface is spread over a range of
values around the regression line at an early stage of bone
formation (large average radius). Irregular initial pores with
highly curved interfaces tend to fill in quicker overall than
more circular pores, as can be seen by identifying the highest
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Figure 6 – Image of a real osteon seen in a histological cross section of human cortical bone (reproduced with permission from Skedros et al. [37]) and
corresponding simulations of pore infilling using Models 1–4. Arrowheads indicate the boundary between two lamellae in the histological image. Simulated

interfaces are coloured according to osteoblast density and shown every 4.56 days.

and lowest average velocity curves with the initial shapes in
Fig. 7.

This observation is corroborated by the infilling simulations
of the regular pore shapes. The square initial pore (cyan dots
in Fig. 8), which has the sharpest corners, infills the fastest,
followed by the hexagonal, cosine, and circular pore shapes.
In the square and hexagonal pore shapes, there are large
sections of zero curvature where osteoblasts secrete new bone,
but are not depleted in Model 3. However, when the infilling
of these pore shapes is simulated with Model 4, where cell
depletion rate occurs uninterruptedly as it depends on porosity
rather than curvature, there is little difference in the average
velocity curves (data not shown), which means that the mode
of geometric control of cell depletion plays a subdominant
role for the infilling rate compared to cell crowding.

4 Discussion
Bone remodelling is regulated at many scales by a variety of
mechanisms of different nature, including biochemical, me-
chanical, and geometrical [10, 2, 40, 41]. At the tissue scale,
the availability of bone surface area is an important factor that
influences the propensity of bone renewal, and in particular,
the rate and location of bone loss in osteoporosis [42–45, 41].
In this work, we have investigated the geometric regulation of
bone remodelling cavities at a lower scale, the scale of cell–
tissue interaction, using a comprehensive population model of
osteoblasts and experimental data on cortical bone formation
dynamics.

The geometric regulation of tissue-synthetising cells at the
cell–tissue scale has been exhibited in many in-vitro experi-
ments [14–16, 18–20, 46–50], but it remains difficult to under-
stand the precise mechanisms by which geometry constrains
tissue growth patterns. One difficulty is to disentangle the
influence of geometry on the collective behaviour of cells and
the influence of geometry on the individual behaviour of cells.
Another difficulty is to determine what geometric variables
are influencing cell behaviour, particularly as geometric fea-
tures such as curvature and porosity involve length scales that
are much larger than individual cell bodies. In this paper,
we have addressed these two difficulties by a mathematical
modelling approach.

A direct control of curvature onto single osteoblasts (e.g.,
via focal adhesions) may occur at the onset of new bone for-
mation as osteoblasts may line a rough bone surface made of
Howship’s lacunae eroded by bone-resorbing cells [2]. How-
ever, soon after Howship’s lacunae are filled and smoothed,

typical radii of curvature of infilling pores in cortical bone
range from Rc ≈ 100µm at the start of bone formation to RH ≈
20µm at the end of bone formation, while osteoblasts have
an approximate size of about 20µm. In Ref. [21], we have
proposed that tissue-forming cells are still able to sense such
large geometrical features of the tissue substrate dynamically,
by the collective crowding or spreading influence of curvature
onto cell density. Other curvature-dependent mechanisms
have been proposed, such as the tissue surface tension of
actin networks [46, 14, 15]. However, due to the fast primary
mineralisation of bone [10, 2], it is unlikely that bone tissue
surface tension plays a significant role during bone formation.

Interestingly, our simulations suggest that the pore infilling
dynamics of Models 1 and 2, in which cell secretory rate kf is
influenced by curvature, is not smoothing irregularities of the
interface very well (Figs 3, 4). Cortical pore infilling results
in Haversian canals that are much smoother and regular than
initial cement lines [10]. Our simulations thus suggest that
cell secretory rate may be controlled not by curvature, but by
the porosity of the infilling cavity as assumed in Models 3
and 4.

A porosity control of the individual behaviour of os-
teoblasts is harder to conceptualise than a curvature control,
since it cannot be ascribed to osteoblasts sensing local density
changes [21]. Curvature exerts a direct influence on local
cell density changes, but not porosity (see Eq. (3)). The
ability of osteoblasts to perceive porosity changes indicates
a larger scale of intercellular signalling. It is well-known that
bone formation is regulated mechanically by the network of
osteocytes embedded within bone [51–57]. This network of
cells is in direct contact with the layer of osteoblasts lining
the bone surface [58, 33]. It is also known that microscopic
mechanical strains of bone matrix are determined mostly by
porosity [59–61]. A simple micromechanical model of stress
concentration [57] shows indeed that the strain energy density
of bone matrix Ψ is given by

Ψ =
1
2Cmicro−1

bm

�
F /L 2

�2
(1−φ)2 ,

whereCmicro−1

bm ≈ 0.0482 GPa−1 is the inverse longitudinal bone
matrix stiffness, and F /L 2 is the compressive stress exerting
onto the osteonal region L 2. Our finding that cell secretory
rate may depend on porosity rather than curvature may there-
fore indicate that during pore infilling, osteocytes respond
to decreasing local mechanical strains by sending inhibitory
signals to osteoblasts. This may occur e.g. via sclerostin
inhibition of the Wnt pathway [58, 62–64]. This mechanics-
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Figure 7 – Infilling of random irregular pores resembling osteons using Model 3 and D = 0.00075. The pore interfaces are shown at regular time intervals and
coloured according to cell density. The pores are organised by the time it requires to infill them to a porosity of 5%, and numbered accordingly from 1 (fastest

infilling) to 20 (slowest infilling), see also Fig. 8.

Figure 8 – Comparison between experimental double labelling data on
matrix apposition rate (black squares) and simulation data. Experimental

data are based on measurements from Metz et al. [11], appropriately scaled
to match human resorption cavity dimensions, see [27]. Simulation data are
calculated as the average interface velocity versus the average pore radius

during simulation runs of Model 3 with D = 0.00075mm2/day starting from
a variety of initial pore shapes: square pore (open squares), hexagonal pore
(open stars), cosine pore (open triangles), circular pore (open circles), and
the 20 random pores of Fig. 7 (solid red line for random pore 1, solid blue

line for random pore 20, and solid grey lines for random pores 2–19).

induced inhibition is consistent with the mechanical control
of bone adaptation [57], and may also act as a stopping
mechanism for bone formation when local mechanical strains
fall below a setpoint threshold.

Other porosity-dependent mechanisms than mechanical
strains of bone matrix are possible. For example, fluid
flow within Haversian pores has been shown to trigger bone
formation and prohibit bone loss [65, 66], even without the
presence of osteocytes [67, 68]. Martin et al. have suggested

that the decreasing space between osteoblasts and the blood
vessel running within cortical pores might also signal os-
teoblasts to slow down, and perhaps stop, bone deposition
during osteon infilling [2]. However, if so, one would expect
to find differences in the activity of osteoblasts around the
pore’s perimeter in irregular pore shapes. Our finding that cell
secretory rate depends on porosity thus excludes this model,
because porosity has a uniform value in the cross section.

Our simulations do not enable us to clearly disentangle the
nature of geometric regulation of cell depletion. Model 3 and
Model 4, which assume curvature-dependent and porosity-
dependent cell depletion rate respectively, result in similar
pore infilling dynamics (Figs 3, 4, 6). Both models assume
that the density of osteocytes generated at the bone deposition
front is uniform. While radial dependences of osteocyte
density within osteons have been reported [69, 31], it is
unclear if there are also angular osteocyte density inhomo-
geneities in irregular osteons. High-resolution microCT scans
of bone samples could be used to investigate such inhomo-
geneities [31, 70]. A dependence upon interface curvature
of osteocyte density (e.g., induced by an implicit curvature
dependence of cell burial rate [29]) would make the differ-
entiation of osteoblasts into osteocytes curvature-dependent
too in Eq. (3). This would affect the geometric regulation of
cell depletion rate A determined in Fig. 2 and could thereby
result in more pronounced differences between Model 3 and
Model 4.

With a porosity control of cell secretory rate, one may
understand the variability of double labelling data on aver-
age interface velocity (MAR) as being due to the level of
irregularity of the initial resorption cavities and the strong
influence of cell crowding in highly curved concavities of the
bone interface. This is shown by our simulations where the
fastest infilling pores shapes in Fig. 8 are those in which small
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concavities of the initial interface concentrate cells strongly
(e.g., random shapes no. 1 and 2 in Fig. 7). Conversely, the
slowest infilling pore shapes in Fig. 8 are those that have
a more circular initial interface (e.g., random shapes no. 19
and 20 in Fig. 7). All these random shapes have the same
initial porosity. Despite porosity controlling secretory rate
in Models 3 and 4, the overall porosity of the initial pore
influences the average infilling rate less than the presence
or absence of highly curved concavities. Figure S1 in the
supplementary information shows simulations of random pore
8 scaled down by 70% and scaled up by 130%. While the
smaller pore infills slower than the larger pore due to the
porosity dependence of the secretory rate kf, the difference in
average interface velocity (MAR) (Fig. S2 in the supplemen-
tary information) is less than that induced by differences in the
irregularity of the initial pores (Figs. 7-8). The nonlinearity
of the curvature-induced cell crowding makes this influence
dominant for the overall speed of pore infilling.

Cortical pore infilling is a complex biological process and
some bone histomorphometric studies have shown that bone
formation sometimes occurs with a different pattern than the
usual regular infilling that we have assumed in this paper. For
example, bone formation in some osteons may pause during
refilling [2]. Other osteons may not infill, but drift sideways
[71–73]. The lamellar structure of cortical bone seen in
a cross-section may also be spiraling around the Haversian
canal, or may not form a closed ring even on concave portions
of the bone substrate [74]. These behaviours are not possible
within our mathematical model. They are likely to require
further regulatory mechanisms of active osteoblasts, such as
local, inhomogeneous mechanical clues.

In summary, we have proposed a general mathematical
model of pore infilling in cortical bone to investigate the
geometric regulation of osteoblasts during bone formation.
The novelties of this mathematical model are (i) to single
out the collective influence of geometry on crowding and
spreading of bone-forming cells in order to determine the
influence of geometry on invididual cell behaviours; and (ii)
to use a population of initial pore shapes to understand vari-
ability in double labelling data. This approach to investigate
cell behaviour and biological variability is a promising way
to circumvent limitations of biological experiments. Our
findings suggest that cell secretory rate is not regulated by
the curvature of the bone surface, but by the porosity of
the infilling cavity, for example by means of a mechanical
response of the osteocytes generated during pore infilling. We
also find that cell depletion rate is strongly regulated by the
geometry of the infilling pore, but our model is unable to
distinguish which geometrical variable is responsible for this
regulation.
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Supporting material

1 Influence of initial porosity on aver-
age infilling rate

Figure S1 shows simulations of the infilling of random pore
8 of Fig. 7 scaled down by 70% and scaled up by 130%,
performed with Model 3 and D = 0.00075mm2/day. The
corresponding plot of the average interface velocity versus the
average pore radius are shown in Fig. S2.

Figure S1 – Infilling of random pore 8 using Model 3 and D = 0.00075 at
70%, 100% and 130% of the size shown in Fig. 7.

Figure S2 – Comparison of the average interface velocity versus the average
pore radius between different scales of random pore 8 (solid lines) and

experimental data (black squares).
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Chapter 6

Modelling curvature-controlled
tissue growth in complex
interface geometries

6.1 Overview

In all of the previous chapters, bone (or tissue) interfaces were parameterised explicitly.

The evolution equations were specialised to specific coordinate systems depending on

the overall geometry of the interface and were also converted into the conservative

forms.

In this chapter, we present the situation when the evolving bone (or tissue) interface

is captured implicitly. This is done by embedding the interface as the zero level set of

an evolving function, avoiding the need to explicitly parameterise the interface.

One of the advantages of this method compared to the explicit parameterisation

method, is its ability to undertake complex bone (or tissue) geometries. This method

is anticipated to provide an easier generalisation to the evolution of tissues in three di-

mensions, where explicit parameterisations of interface are more difficult to implement.

However, employing this method requires us to reformulate the explicit parameterisa-

tion equations, as presented in Sect. 2.2.

Future work on this topic includes to implement better conserving level set tech-

niques and to find methods with better estimations of geometric quantities such as

normal vector and curvature.
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6.2 Introduction

Topological changes in bone occur, for example, due to enlargement and fusion of

trabecular struts during bone growth, and trabecularisation of cortical bone or loss

of connectivity of trabecular bone during age-related osteoporosis [52–55]. Figure 6.1

shows the cross-section of a femodal mid-shaft taken from Bell et al. [54]. In the

figure, there are large cannals inhabiting giant osteons, in which the giant osteons were

suggested to be formed by the merging of adjacent, clustered smaller osteons [80]. In

terms of numerical simulations, these topological changes require ad-hoc treatment of

the numerical techniques, as the interface can no longer be continuously parameterised

by a single function, say γ(s, t), used in the previous chapters [56].

Figure 6.1: Structure of cortical bone during trabecularisation due to osteoporosis
(reproduced with permission from Bell et al. [54]).

The level set method was created to overcome this problem [57]. In terms of the

tissue growth dynamics, the level set method has been employed in Ref. [81] to study

tumor growth. This has been followed by Ref. [82, 83] and also other studies focusing

on this topic, each coming up with improved numerical techniques and more realistic

model assumptions. The level set method has also been used to study epidermal wound

healing in [84]. This model takes into account certain elements, for example, the wound

edge (interface) dynamics, transport of nutrient, growth factors and cells, and cell

mitosis. Recently, the level set method has been employed in Refs. [37–39] to model

curvature-controlled neotissue growth in bioscaffolds.

In all these models, there was no consideration made on the density of cells residing

on the interface, and how the local curvature of the interface co-evolves with the cell

surface density. The inclusion of the cell surface density, so far, is similar to the case
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of considering the distribution of surfactants on an impermeable deforming interface

in Ref. [59]. However, in the case of biological tissue, there is a coupling between

the evolutions of the interface and the cell surface density, which was not available for

surfactants. Hence, the level set model in Ref. [59] assumed that the interface was

advected by an external known velocity field.

The aim of this chapter is to develop a cell-based level set method, adapted from

our previous model in Chapter 3. The advantages of the level set model are well-known

[85]. They will enable us to model complex tissue topologies and abrupt changes that

these tissues may be subjected to, such as splitting or merging of different tissue parts.

The coupled level-set-like equations have been derived in Sect. 2.2 by reformulating

the explicit parameterisation equations. Chapter 6 is organised as follows. First, we

recall the coupled level-set-like equations derived in Sect. 2.2. This will be followed by

the numerical techniques implemented to discretise the level-set-like equations. To assist

readers, we also outline the procedure of the numerical implementation chronologically.

Finally, we present the results of the numerical simulations and how they compare to

the output of the explicit model in [47]. We also implement the level set method for a

few complex tissue interface geometries.

6.3 Mathematical methods

6.3.1 Implicit parameterisation of interface

Figure 6.2: Level set function φ with interface S(t) at its zero level set (left). The values
of velocity function V at the interface points S(t) are the interface velocity

V |S(t) = {V (x, y, t)|(x, y) ∈ S(t)} (right).

The 1D interface S(t) of a two-dimensional tissue can be described by the zero

contour level of a 2-parametric surface (as shown in Fig. 6.2). The 2D surface of a
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real biological tissue in 3D space can similarly be described by the zero contour level

of a 3-parametric hypersurface. Since the tissue interface S(t) grows by the deposition

of new tissue matrix secreted by cells at the tissue surface, this results in two coupled

level-set-like equations (see Sect. 2.2):

φt + V |∇φ| = 0 (6.1)

Vt +∇V · V n = −κV 2 +D∇2
`V −AV (6.2)

where V |S(t) = {V (x, y, t)|(x, y) ∈ S(t)}. The level set function φ is usually initialised

as a signed distance function such that the interface is always at its zero level set.

Here, we will always assume that the initial surface density of cells and hence the initial

velocity of the interface v(s, 0) is a uniform constant v0. For simplicity, we assume that

the initial velocity V (x, y, 0) is a plane with a height v0 on the z-axis. This provides a

way to extrapolate the velocity V far from the interface.

Here, cell diffusion is assumed to be isotropic in space and the surface Laplacian

operator is defined as ∇2
`V = ∇2V − κ∂nV − ∂nnV , where ∂nV = ∂V/∂n = n · ∇V

and ∂nnV = ∂2V/∂n2 = n · H(V ) · n, where H(V ) is the Hessian matrix of V [59].

Methodologically, to obtain v at S(t) for any time t, interpolation on V must be done

since the obtained interface S(t) may not fall on the grid points defined during numerical

simulation.

6.3.2 Numerical schemes

Since the interface S(t) is described by the zero level set of the function φ, the level set

method adds computational cost due to calculations made on the entire domain of φ

(and V ). Several methods have been developed to localise calculations within a band

near the interface resulting in less computational effort [86]. This was not pursued here.

The following parts of this section explain the steps to solve the level set equations

(6.1) and (6.2) from time t0 to t1 = t0 + ∆t. These steps are based on those outlined

in Ref. [87], with some modifications to account for the discretisation of the surface

Laplacian operator ∇2
` . Here we use a finite difference method for calculations. We also

consider reflective boundary condition, that is, φx = φy = 0 at the boundaries of the

level set domain at any time t. Using a periodic boundary condition does not change

the results significantly.
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Step 1: Initialise φ(x, y, t0) = φ0 to be a signed normal distance function to the

interface γ(s, t0) ∈ S(t0). The velocity V (x, y, t0) is initialised, in this study, as a

constant v0 (see Sect. 6.3.2.1).

Step 2: Solve the level set equation of the interface φt + V |∇φ| = 0 for one time

step with initial condition φ0 (see Sect. 6.3.2.2). Denote the updated φ by φ
1
2 .

Step 3: The updated φ
1
2 is no longer a signed distance function. Construct a

new distance function by reinitialisation, i.e., by solving ψτ = −S(ψ)(|∇ψ| − 1)

to steady state with initial condition ψ0 = φ
1
2 , where S(ψ) is a smoothed sign

function defined in Eq. (6.8) (see Sect. 6.3.2.3). The steady state solution ψ∞ is

then denoted by φ1.

Step 4: Use the Alternating Direction Implicit Method (ADI) to find V
1
2 followed

by V 1, with κ0 and n0 (calculated from φ0) are part of the algorithm’s inputs

(see Sect. 6.3.2.4).

Step 5: The zero level set of φ1 gives the new interface position γ(s, t1) ∈ S(t1)

while φ1 is still a distance function. The value of the velocity function V 1 at the

interface point γ(s, t1) corresponds to the interface velocity v(s, t1) in the explicit

parameterisation scheme. Repeat Steps 2 to 4 to progress from t1 to t2 = t1 + ∆t

and further.

6.3.2.1 Step 1: Initialisation of functions φ(x, y, t0) and V (x, y, t0)

The interface function and velocity function can be initialised using

φ(x, y, t0) = φ0 = d(x, y) , V (x, y, t0) = v0 (6.3)

where d(x, y) is the signed distance from point x = (x, y) to the interface γ(s, t0) and

v0 is assumed constant. Thus, the function V (x, y, t0) can be thought of as a plane

with a height v0 on the z-axis.

6.3.2.2 Step 2: Solving for φ(x, y, t0)

Once the function φ has been initialised, the level set equation of the interface in (6.1)

can be solved by the finite difference method with initial condition φ0. In this regard,

the term V |∇φ| in Eq. (6.1) can be discretised by an upwind scheme:
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V |∇φ| ≈ max(V, 0)∇+ + min(V, 0)∇− (6.4)

where

∇+ =

√
max

(
φ−x , 0

)2
+ min

(
φ+
x , 0

)2
+ max

(
φ−y , 0

)2
+ min

(
φ+
y , 0

)2
∇− =

√
min

(
φ−x , 0

)2
+ max

(
φ+
x , 0

)2
+ min

(
φ−y , 0

)2
+ max

(
φ+
y , 0

)2 (6.5)

known as the Hamilton-Jacobi (also called Engquist-Osher-type) scheme [57, 58, 86].

Other schemes can also be used for example the Godunov-type scheme, which is given

as follows [58, 86]:

∇+ =
√

max
[
max(φ−x , 0)2,min(φ+

x , 0)2
]

+ max
[
max(φ−y , 0)2,min(φ+

y , 0)2
]

∇− =
√

max
[
min(φ−x , 0)2,max(φ+

x , 0)2
]

+ max
[
min(φ−y , 0)2,max(φ+

y , 0)2
]
.

(6.6)

The results of both schemes (6.5) and (6.6) can be improved by using the high-order

ENO or WENO approximations of the first derivatives φx and φy [88–90]. We use the

fifth-order WENO scheme from the work of Ref. [91] to approximate the derivatives.

Details of this scheme is also given in Ref. [92]. The output obtained in this step is

denoted as φ
1
2 , which will then be used as an input in the next step.

6.3.2.3 Step 3: Reinitialisation of φ(x, y, t0)

When the interface moves, the function φ initialised in Step 1 usually stops from being

a signed distance. Thus, the function φ needs to be reinitialised as a signed distance

without modifying the new interface position. The most direct method is to explicitly

measure the distance of each grid points to the interface, as done in Step 1 [93]. However,

this approach is very costly especially if that is done at every time step. Another method

to achieve this purpose is by using a reinitialisation equation:

ψτ = −S(ψ)(|∇ψ| − 1) (6.7)

as suggested in [86]. Here, the time τ is a virtual time that is not the same as the real

time t. The function S(ψ) is the smoothed sign function defined as:
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S(ψ) =
ψ√

ψ2 + |∇ψ|2(∆x)2
. (6.8)

There are other variations of the sign function S(ψ) for example the one proposed in [87].

In this step, the initial condition of the problem in (6.7) is taken to be ψ0 = φ
1
2 obtained

from Step 2 while the produced steady-state output ψ∞ is denoted as the evolved level

set function at the next time step φ1. From Eq. (6.7), when the steady-state is achieved,

i.e. ψτ ≈ 0, then |∇ψ| ≈ 1, which indicates the resulting function ψ∞ is approximately a

signed distance function. The method ensures that the reinitialisation is done efficiently

without changing significantly the interface position as the zero level set (or contour)

of the level set function, since S(0) = 0.

Similarly to the previous step, the RHS of Eq. (6.7) can be discretised by an upwind

scheme:

S(ψ)(|∇ψ| − 1) ≈ max(s, 0)(∇+ − 1) + min(s, 0)(∇− − 1) (6.9)

where ∇+ and ∇− are as defined in Eq. (6.5) or Eq. (6.6) (except that φ is changed to

ψ), and s is a finite difference approximation to S(ψ) in Eq. (6.8). The reinitialisation

condition is checked at every time step, such that the reinitialisation will only occur

when the average slope of φ for points within the band β of the interface deviates signif-

icantly from 1, i.e., when the level set function is no longer a good approximation of a

distance function [86]. This is implemented mathematically by enforcing reinitialisation

whenever

1

M

∑
(i,j):|φn′ij |<β

∣∣|∇φn′ij | − 1
∣∣ > εreinit∆x∆y. (6.10)

This is the same to the condition given in Ref. [87] in a way that the condition
∣∣|∇φn′ij |−

1
∣∣ in Eq. (6.10) is equivalent to the condition

∣∣φn′+1
ij − φn′ij

∣∣ in Ref. [87] at the steady

state (see Eq. (6.7)). In Eq. (6.10), M is the number of the grid points within the band

β of the interface, in which β = 5∆x = 5∆y is usually used in this study. The error

tolerance εreinit varies according to the type of problem, and is mentioned specifically

for each problem in the results section. It is important to note from Eq. (6.10) that

the space steps ∆x and ∆y of the problem affects the value of εreinit selected. The
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superscript n′ implies the virtual timestep corresponds to τ in Eq. (6.7) which differs

from the real timestep n. The gradient ∇φ in this reinitialisation step is calculated

using the central difference scheme.

6.3.2.4 Step 4: Solving for V (x, y, t0)

In the level set method, a normal vector n and curvature κ can be calculated directly

in the whole domain by using

n =
∇φ
|∇φ|

, κ = ∇ ·
(
∇φ
|∇φ|

)
. (6.11)

These two quantities are important for the evolution of the velocity (and hence the cell

surface density) in Eq. (6.2). Besides, it has been shown in Ref. [59] that ∇2
`V =

∇2V − κ∂nV − ∂nnV , where ∂nV = ∂V/∂n = n · ∇V and ∂nnV = ∂2V/∂n2, which

require us to calculate frequently the normal vector n and curvature κ. Since the

level set function φ is taken to be a signed distance function, there is a possibility

of producing a jump in the gradient of φ which causes the normal vector to become

ambiguous. This jump is produced at points that are equidistant from two or more

of the interface points, for example the centre of circle (that also happens to fall on

the grid points). To alleviate this issue, we use the technique proposed in Ref. [56] by

taking the normal vector n = (n1, n2) as the average of the four limiting normal vectors

calculated by the backward and forward finite differences.

By writing the normal vector componentwise, and considering a two-dimensional

domain in the xy−plane, we can write certain terms as follows:

∇V · V n = (n1V )Vx + (n2V )Vy (6.12)

∇2V = ∇ · (∇V ) =
∂2V

∂x2
+
∂2V

∂y2
(6.13)

∂nV =
∂V

∂n
= n · ∇V =

[
n1

n2

]
·
[
∂V/∂x
∂V/∂y

]
= n1Vx + n2Vy (6.14)

∂nnV =
∂2V

∂n2
= n ·H(V ) · n = n2

1

∂2V

∂x2
+ 2n1n2

∂2V

∂y∂x
+ n2

2

∂2V

∂y2
(6.15)
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where H(V ) is the Hessian matrix of V . This consequently recasts Eq. (6.2) as:

Vt = D

(
∂2V

∂x2
+
∂2V

∂y2

)
+ α(x, y, t) (6.16)

where

α(x, y, t) = − [(n1V )Vx + (n2V )Vy]− κV 2 −AV

−Dκ (n1Vx + n2Vy)−D
(
n2

1

∂2V

∂x2
+ 2n1n2

∂2V

∂y∂x
+ n2

2

∂2V

∂y2

)
(6.17)

Space discretisations

As done in Ref. [59], the advection terms (n1V )Vx + (n2V )Vy in Eq. (6.17) are dis-

cretised using the upwind scheme while the other terms in Eq. (6.17), including the

Laplacian operator in Eq. (6.16), are discretised using the central difference schemes.

The upwind approximation of the advection terms is done as follows:

(n1V )Vx + (n2V )Vy ≈ max(n1V, 0)V −x + min(n1V, 0)V +
x

+ max(n2V, 0)V −y + min(n2V, 0)V +
y . (6.18)

Note that we only depend on the signs of V n1 and V n2 to correctly determine the

upwind direction. While the derivatives V −x , V
+
x , V

−
y and V +

y can be computed by the

first order forward and backward differences, the high resolution fifth-order WENO

schemes are used in this study [88–91]. On the other hand, the standard second-order

central differences are used when discretising the other non-advective terms including

the normal vector n and curvature κ. These second-order central differences can also

be replaced by the fourth-order central differences, whose formulae can be found for

example in Ref. [94].

Time discretisations

Decomposing the surface Laplacian operator as ∇2
`V = ∇2V − κ∂nV − ∂nnV allows

us to lessen the stiffness caused by surface diffusion [59, 95]). Numerical stability is

obtained by a semi-implicit scheme where the standard Laplacian operator is solved
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implicitly, while the other terms are solved explicitly. Here we use the Alternating

Direction Implicit Method (ADI) [96] to discretise the time derivative that rewrites the

velocity evolution equation in Eq. (6.16) as:

V
1
2
i,j − V 0

i,j

0.5∆t
= D

(
∂2V

1
2

∂x2
+
∂2V 0

∂y2

)
i,j

+ α0
i,j (6.19)

V 1
i,j − V

1
2
i,j

0.5∆t
= D

(
∂2V

1
2

∂x2
+
∂2V 1

∂y2

)
i,j

+ α0
i,j . (6.20)

This allows us to avoid costly numerical calculations incurred by other methods, for

example, the implicit iterative method, if both derivatives ∂2V/∂x2 and ∂2V/∂y2 in Eq.

(6.16) are solved simultaneously. The step to determine V
1
2
i,j from Eq. (6.19) is known as

the predictor step, while the step to find V 1
i,j from Eq. (6.20) is known as the corrector

step. We keep on using α0
i,j in Eq. (6.20) rather than α

1
2
i,j , which will otherwise add

significant amount of calculations. By using the central difference schemes to discretise

the second derivatives, and taking

r =
0.5∆tD

∆x2
=

0.5∆tD

∆y2
(6.21)

(provided ∆x = ∆y), we obtain a system of equations for a specific j (where j =

1, 2, . . . , Y + 1):

ArV
1
2
j = γ0

j (6.22)

where V
1
2
j = [V

1
2

1,j , V
1
2

2,j , . . . , V
1
2
X+1,j ] is the unknown vector. On the other hand, the

vector γ0
j = [γ0

1,j , γ
0
2,j , . . . , γ

0
X+1,j ] is a known vector whose elements are computed at

each time step by

γ0
i,j = V 0

i,j + r
(
V 0
i,j+1 − 2V 0

i,j + V 0
i,j−1

)
+ 0.5∆tα0

ij . (6.23)

The (X + 1)× (X + 1) matrix Ar is represented by the tridiagonal matrix

84



Ar =



1 + 2r −2r 0 · · · 0 0 0
−r 1 + 2r −r · · · 0 0 0
0 −r 1 + 2r · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · 1 + 2r −r 0
0 0 0 · · · −r 1 + 2r −r
0 0 0 · · · 0 −2r 1 + 2r


(6.24)

and α0
ij in Eq. (6.23) is obtained from Eq. (6.17). Solving Eq. (6.22) for j =

1, 2, . . . , Y +1 gives a matrix [V
1
2
i,j ]1≤i≤X+1,1≤j≤Y+1. Once V

1
2
i,j is obtained for all i’s and

j’s, we need to implement the corrector step.

Similarly to the previous step, we obtain a system of equations for a specific i (where

i = 1, 2, . . . , X + 1):

ArV
1
i = µ

1
2
i (6.25)
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)
+ 0.5∆tα0

i,j . (6.26)

Similarly, the matrix Ar is the cyclic trigonometric matrix in Eq. (6.24), while α0
ij in

Eq. (6.26) is obtained from Eq. (6.17). Solving Eq. (6.25) for i = 1, 2, . . . , X + 1 gives

a matrix [V 1
i,j ]1≤i≤X+1,1≤j≤Y+1, whose elements are the required solutions for t1.

Performing the steps 2 to 4 (described in detail in Sects. 6.3.2.2 to 6.3.2.4), the

solution for φ and V has now advanced one time step. The zero level set of φ1 gives the

new interface position S(t1) and φ1 is still a distance function. The values of the velocity

function V 1 at the interface points are the interface velocity V |S(t1). To progress from

t1 to t2 = t1 + ∆t and further, Steps 2 to 4 need to be repeated.

6.4 Results

In this section, we present some numerical examples implemented using the level set

method presented in Sect. 6.3, and compare the results with those obtained analytically

or by using the explicit interface parameterisation method in Chapter 3. We then
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present the results when the level set method is applied to a situation of merging of two

interfaces, something that is not straightforward to implement with the explicit interface

parameterisation. We also test the level set method on a few complex tissue interface

geometries of bioscaffolds and trabecular networks. These are a prototype for the design

of more comprehensive model to undertake real tissue remodelling process, for example,

within the complex interconnected trabecular and osteon networks [53, 54, 97].

In the figures of this section, the colour used in each interface represents the surface

density of cells residing on the interface. We look at several aspects of the output,

specifically, the shape of the interface, cell density on the interface and conservation of

cell number. Cell number is calculated by integrating the product of the interface length

and cell surface density, i.e. N(t) =
∫
S(t) ρd` throughout the interface. Here, unless

otherwise stated, we set A = 0 which means there is no cell depletion. Consequently,

we expect the cell number to be constant throughout the interface motion, so that any

recorded loss of cell number can then be attributed to numerical shortcomings.

6.4.1 Circular interface

Starting with a radius R0 and a homogeneous cell surface density ρ0, we can calculate

(refer Eqs. (26)-(27) of Chapter 3) the analytical radius and cell surface density at any

time t:

R(t) =
√
R0(−2kfρ0t+R0) , ρ(t) = R0ρ0/R(t) (6.27)

For a circular interface, changing cell diffusivity D gives no effect on the evolutions

of interface and cell surface density. This is clearly seen in Eqs. (6.27) which do not

depend on D.

Fig. 6.3 (left and middle) shows the output of the level set method and the analytical

solution when the interface is moving inwards. Here, the cell secretion rate kf, is scaled

to 1, while R0 = 9/(2π) mm and ρ0 = 0.016 mm/day (and hence v0 = kfρ
0 = 0.016

mm/day) initialise the interface radius and cell density, respectively. The choice v0 =

ρ0 = 0.016 mm/day is due to the calibration with in-vivo experimental output [47]. The

interfaces in both of these plots match very well, showing the excellent performance of

our level set method. The numerical cell number N(t) throughout the interface motion

is constant indicating conservation of cell number (Fig. 6.3 (right)).
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Figure 6.3: Temporal plots showing numerical and analytical output for inward motion of
circular interface. The analytical solution is obtained from (6.27) while the numerical
solution is calculated from the methods in Sect. 6.3.2. The numerical cell number is

constant throughout the interface motion. The numerical scheme has details εreinit = 5,
β = 5∆x = 5∆y, x = −2.5 : ∆x : 2.5, y = −2.5 : ∆y : 2.5, t = 0 : ∆t : 34 days, where

∆x = ∆y = 0.0313 and ∆t = 0.0189.

6.4.2 Hexagonal and square interfaces

Similarly to the hexagonal and square interfaces (both have the same perimeter), we

take kf = 1 and ρ0 = 0.016 mm/day (and hence v0 = kρ0 = 0.016 mm/day). Here,

cell diffusion is taken as D = 0.0001(low), 0.0005, 0.001, 0.005 (medium). The level set

results are compared with the output produced by the explicit interface parameterisa-

tion method. Figs. 6.4 and 6.5 show the output of the hexagonal and square interfaces,

respectively. In general, the output produced by the level set method exhibits the same

behaviours as when using the explicit interface parameterisation: development of cor-

ners at low cell diffusion and regularisation (or smoothing) effect at medium diffusion,

where the final interface for the latter becomes roughly circular. The case of high diffu-

sion has considerably stricter CFL condition in the level set method (even after using

ADI), and hence has not been studied extensively. While the output of the level set

and explicit parameterisation for the hexagonal interface are much alike, the square

interfaces in Fig. 6.5 seem to differ in terms of their velocities. This is caused by a

numerical loss of cell number.

Fig. 6.6 shows the corresponding cell number throughout the inwards motion of the

interfaces. The level set method records certain loss of cell number, as opposed to the

case of explicit interface parameterisation that preserves cell number. This loss of cell

number appears to be more severe in the case of the square interface, rather than its

counterpart. Since N(t) =
∫
S(t) ρd` and the density ρ (or velocity V ) is coupled to the

interface embedded in the level set function φ, it is not surprising that the evolution of
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Figure 6.4: Evolutions of the hexagonal interface for D = 0.0001, 0.0005, 0.001, 0.005
(from top to bottom) calculated using finite difference level set method (left column) and

polar finite volume K-T scheme (right column). For the level set method, εreinit = 5,
β = 5∆x = 5∆y, x = −2.5 : ∆x : 2.5, y = −2.5 : ∆y : 2.5, t = 0 : ∆t : 26 days, where

∆x = ∆y = 0.0278 and ∆t = 0.0163. For the finite volume scheme, we use θ = 0 : ∆θ : 2π
and t = 0 : ∆t : 26 where ∆θ = 0.0349 and ∆t = 0.0163.

the square interface produced by the level set method (left column of Fig. 6.5) is not

similar to that of the explicit interface parameterisation (right column of Fig. 6.5).

6.4.3 Fusion of two circular interfaces

We test the level set method on a hypothetical situation in trabecular struts where there

is a topological change in the interface. We start with two nearby circular interfaces,

each with a radius 9/(4π) and with centres 1.9 mm apart, and assume that new tissue
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Figure 6.5: Evolutions of the square interface for D = 0.0001, 0.0005, 0.001, 0.005 (from
top to bottom) calculated using finite difference level set method (left column) and polar

finite volume K-T scheme (right column). For the level set method, εreinit = 5,
β = 5∆x = 5∆y, x = −2.5 : ∆x : 2.5, y = −2.5 : ∆y : 2.5, t = 0 : ∆t : 26, where

∆x = ∆y = 0.0313 and ∆t = 0.0163. For the finite volume scheme, we use θ = 0 : ∆θ : 2π
and t = 0 : ∆t : 26 days where ∆θ = 0.0393 and ∆t = 0.0163.

is grown outwards from their surfaces. These two interfaces and their fusion cannot

easily be parameterised by a smooth explicit parameterisation, but it is possible to

capture this evolution conveniently using the level set method. The moment when the

two interfaces meet can directly be calculated using the analytical solution of R in Eq.

(6.27). Here, we obtain tfusion ≈ 17 days.

Fig. 6.7 (left) shows the merging of the two circular interfaces, with the first and

final tissue geometries shown in Fig. 6.7 (right). This simulation represents the fusion
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Figure 6.6: Evolution of cell number along the inward motion of hexagonal (left) and
square (right) interfaces.

of two trabecular struts seen in cross section, due to bone gain induced for example

by mechanical adaptation of bone. As for now, we only use D = 0.0001 mm2/day,

which has been shown to give good match when comparing our model with the in-vitro

experimental data [47]. The initial velocity is again chosen to be v0 = 0.016 mm/day.

The reverse process can be done by assuming the cells to be tissue-resorbing cells

(osteoclasts), and hence the tissue secretion rate is changed to tissue resorption rate.

Starting from the final interface of Fig. 6.7 as the new initial interface with v0 = 0.016

mm/day, the evolution shown in Fig. 6.8 does not recover the initial interface assumed

for formation, i.e., two separate circles. In other words, bone resorption is not simply

bone formation reversed in time. The reason for this time irreversibility is due to having

to resort to weak solutions after the emergence of shocks which breaks time-reversal

symmetry. One of the examples is the irreversibility of chemical reactions, for instance,

when a fire line burns grass. Two fire fronts will not cross each other because once grass

is burnt, it is not possible to ‘unburn it’. While our cell-based model also possesses

irreversible reaction rates (cell death), the analogy with fire fronts is the fact that when

two tissue interface fronts collide with each other, tissue-forming cells will not invade

tissue already formed by the other front to continue adding new tissue within this

existing tissue, but they will interact and reorganise themselves nonlinearly [58].

Fig. 6.9 shows the reduction in cell number calculated by the level set method,

which starts earlier than the fusion time at tfusion ≈ 17 days. The number continues

to decrease at a slower rate and we expect that it will become fairly constant after

some time. The loss of cells is due to the corners development during fusion, as will be
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discussed in Sect. 6.5.

Figure 6.7: Outward motion of two circular interfaces at D = 0.0001 calculated using the
level set method (left). The initial and final interfaces (right). In this simulation, εreinit = 5,

β = 5∆x = 5∆y, x = −2.5 : ∆x : 2.5, y = −2.5 : ∆y : 2.5, t = 0 : ∆t : 32 days, where
∆x = ∆y = 0.0238 and ∆t = 0.0167 and 0.0133.

Figure 6.8: Inward motion of interface at D = 0.0001 calculated using the level set
method. The initial interface of this simulation is taken from the final interface of Fig. 6.7.
Seeded with a constant density, the evolution does not recover the two separate circles. In

this simulation, εreinit = 5, β = 5∆x = 5∆y, x = −2.5 : ∆x : 2.5, y = −2.5 : ∆y : 2.5,
t = 0 : ∆t : 32 days, where ∆x = ∆y = 0.0238 and ∆t = 0.0167 and 0.0133.

6.4.4 Curvature-controlled tissue growth in bioscaffold

Bioscaffolds are important to allow cell attachment and to support tissue formation.

In the bioscaffold experiments of Refs. [32–34, 36], it was shown that the velocity of

tissue formation at concave areas of bioscaffolds is proportional to the local curvature,

while at flat and convex areas, there is little tissue growth. To imitate this situation, we

modify slightly the evolution equation of interface in Eq. (6.1) by adding a curvature-

dependent Heaviside-like function producing
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Figure 6.9: Evolution of numerical cell number for two circular interfaces that merge at
time tfusion ≈ 17 days, calculated using the level set method.

Figure 6.10: Evolutions of four square pores simultaneously in a bioscaffold calculated
using the level set method, where the grey colour represents the bioscaffold, the magenta
colour represents the new tissues, and the white colour represents the pore areas (left). A

single pore produced by the explicit parameterisation model (right).

φt +H(κ)V |∇φ| = 0 (6.28)

such that

H(κ) =

{
1 for κ < 0 (concave)
0 for κ ≥ 0 (flat and convex)

(6.29)

Here we use cell secretion rate kf = 1, diffusivity D = 0.0001 mm2/day, cell depletion

rate A = 0.1/day, and initial cell density ρ0 = 0.016 mm/day (and hence initial velocity

v0 = 0.016 mm/day).
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Figure 6.11: Evolution of trabecular bone calculated using the level set method, with the
initial interface obtained from Ref. [97] is as shown at time t = 0. The resorption of bone

causes inward motion of the bone interface and elimination of tissues (top). The formation
of bone causes outward motion of the bone interface and fusion of tissue regions (bottom).

Note that the time t is not representative to the real proses in bone tissues due to the
arbitrary value ρ0 = 0.016 mm/day chosen for the initial surface density of cells.

Fig. 6.10 (left) shows the evolutions of four square pores in a virtual bioscaffold.

Here, the grey colour represents the bioscaffold, the magenta colour represents the

new tissues, and the white colour represents the pore areas. The level set method has

the capability to evolve all these pores simultaneously. The explicit parameterisation

model, while producing similar tissue growth pattern in Fig. 6.10 (right), can only

conveniently deal with a single pore. Future works on this topic can involve simulating

more pores with various pore shapes to imitate a real 3D bioscaffold. The level set

method has been used to study the curvature-controlled tissue growth in bioscaffolds

in Guyot et al. [37–39]. However, the model used in these studies does not take into

account the presence of cells and their activities (for example the tissue secretion rate

of cells, cell diffusion and cell depletion).
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6.4.5 Fusion and elimination of trabecular struts

The level set method is now tested on a realistic complex bone geometry. The initial

interface shown in Fig. 6.11 (left) is extracted from a histological section of trabecular

bone from Ref. [97]. Here we use the same values of parameters as in Sect 6.4.4.

Temporal snapshots showing bone loss due to resorption are presented in Fig. 6.11

(top) and bone gain due to formation in Fig. 6.11 (bottom). These two events, which

involve elimination and fusion of interfaces, are conveniently handled by the level set

method.

6.5 Discussion and conclusions

In this study, the level set equation has been coupled to the evolution equation of

velocity (or cell surface density, since v = kfρ in Eq. (2.3)). This allowed us to

model any complex (e.g. disjoint) two-dimensional tissue interface by solving a single

governing evolution law for the interface, which is something that is difficult to do with

the explicit parameterisation model that we have developed in Ref. [47] (reproduced in

Chapter 3). The method could also enrich the level set techniques readily available in

tumor growth and wound healing models [81–84].

The ability of the level set method to handle topological changes of interfaces makes

the method powerful [98]. The extension to three dimensions, although often mentioned

in the literature to be ‘direct’, needs certain modifications. This includes considerations

of how cell density should be modelled on a three-dimensional tissue interface, which

might differ from the two-dimensional case due to the anisotropy of curvature. However,

an advantage of the level set method is its simplicity in calculating geometric variables,

particularly the normal vector and curvature (see Eq. (6.11)).

Our results showed that the loss of cell number for the circular interface is small

and can be omitted. However, the loss becomes perceptible in the case of the hexago-

nal interface, and significant for the square interface, due to its sharper corners. This

suggests that the loss of cell number incurred by the current level set model originates

from mishandling the dynamics occuring at corners. This is also the case in the non-

conservative form of the explicit parameterisation model (see Sect. ‘Conservative form

and total cell number’ of Chapter 3).

At developing corners of the interface, the level set function φ becomes nonsmooth,

its derivatives become discontinuous, and most of the associated geometric quantities
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such as the normal vector to the interface and curvature become ambiguous [92]. Since

the velocity function defined in Eq. (6.2) is coupled to the level set function φ through

both the normal vector and curvature, we deduce that the loss of cell number is mainly

due to the inaccurate estimation of these quantities. The reason why the numerical cell

number decreases even before merging occurs during the fusion of two circular interfaces

(Fig. 6.9) at tm ≈ 17 days is that the estimations of the normal vector and curvature in

a neighbourhood of the interface are ill-defined when interfaces are close to each other

[99]. The issue of inaccurate numerical estimates of the normal vector and curvature

in the solution including during fusion is also mentioned in Refs. [100–106] in their

respective studies.

Several methods have been suggested to improve the estimation of the normal vec-

tor and curvature, such as the ‘advected normal method’ [101] and a similar method

named the ‘gradient augmented level set method (GALS)’. The latter, which has been

proposed in [107], is a semi-Lagrangian method based on bicubic Hermite interpolation

with high order accuracy and small stencil. These two methods couple the level set

function with separate evolution equations of the normal vector and gradient, respec-

tively. Curvature is then calculated either from the normal vector using the relationship

κ = ∇ · n or from the gradient using κ = ∇ · (∇φ/|∇φ|). A method generalising the

GALS method to arbitrary order has been presented in Ref. [108], known as the ‘jet

schemes’. Other methods can also be found in [99, 102–106, 109]. The availability of

various methods presented above looks promising for better solution estimation. An-

other possible source for the numerical loss of cell number is the inaccuracy of the

level set function reinitialisation particularly in highly curved regions of the interface

[98]. This problem is known in the level set literature as mass or area conservation

problem. A number of techniques have been developed to limit this problem, called

mass-preserving level set method [60, 92, 110, 111].
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Chapter 7

Conclusions and outlook

In this thesis, we investigated growth patterns of biological tissues that evolve under

geometrical controls by developing a series of mathematical models. The motivation for

this study emanated from contradicting observations on the role of tissue curvature in

in-vitro bioscaffold tissue growth experiments, and in-vivo bone tissue growth dynamics.

To better understand the mechanistic role of tissue curvature in the evolution of

biological tissues, we developed a cell-based mathematical model that includes a sys-

tematic influence of curvature on the population of cells synthesising new tissue. New

tissue produced near concave areas of the tissue interface tends to crowd, resulting in

faster tissue growth in these regions. In contrast, new tissue produced near convex

areas of the tissue interface tends to spread, resulting in slower tissue growth in these

regions. This curvature-induced crowding and spreading of tissue material was for-

malised mathematically as a geometric term in mass balance equations describing the

evolutions of tissue interface and tissue-synthesising cells (Chapter 3). Previous math-

ematical models of the influence of curvature on tissue growth were purely geometrical

and phenomenological (e.g., relating tissue interface velocity directly to curvature).

These phenomenological models provided limited opportunities to investigate biologi-

cal and physical mechanisms responsible for the geometric control of tissue growth. The

importance of our mathematical description of the inevitable geometric pull induced

by crowding and spreading effects lies in being able to single out this influence from

experimental data, and thereby accessing finer influences of geometry on the behaviour

of cells.

Application to in-vitro and in-vivo biological tissue growth. This mathemat-

ical model was first applied to in-vitro experiments of new tissue growth in porous
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bioscaffolds (Chapter 3). We found that cell diffusion along the interface drives im-

portant qualitative changes in tissue growth patterns and in the distribution of tissue-

synthesising cells at the interface, including: (i) oscillatory motion and the development

of shocks propagating sideways at low diffusion; (ii) effective smoothing of the initial

substrate geometry at intermediate diffusion; and (iii) centred shocks at high diffu-

sion. At intermediate cell diffusivity, the model captures both smoothing of the initial

substrate geometry and tissue deposition slowdown. Tissue deposition slowdown was

observed in the in-vitro experiments in Refs. [32, 33], but not captured by previous

geometric models of curvature control. Our model thus provides a novel mechanistic

interpretation of the geometric control of tissue growth observed in these experiments,

which was the first part of Research Question 1.

The mathematical model was also applied to the in-vivo situation of bone remod-

elling (Chapter 5), in which cortical pores created by bone-resorbing cells are closed in

by bone-forming cells (osteoblasts) as part of a normal bone renewal process. By sin-

gling out the systematic influence of curvature on the collective crowding and spreading

of osteoblasts, we were able to determine from experimental data on bone formation

dynamics how the geometry of infilling bone pores influences the individual behaviour

of osteoblasts (Research Question 3). We found that the secretory rate of osteoblasts

is not controlled by curvature, but rather by the average porosity of the infilling cav-

ity, and that osteoblast depletion increases significantly during osteon closure. These

insights suggest a mechanical control of cell secretory rate via osteocyte signalling. In-

deed, local mechanical stresses are known to be highly dependent on local porosity in

bone and bioscaffolds [38, 43, 112, 113], and to have the capability to influence cell

differentiation and tissue matrix secretion [38].

These two studies enable us to reconcile the apparent discrepancy between the

curvature dependence of tissue growth in in-vitro bioscaffolds experiments and in-vitro

bone formation dynamics. The dynamics of tissue growth can be captured by the

mathematical model in both situations, provided the cells’ individual behaviours are

adjusted (second part of Research Question 1).

Hyperbolic curvature flow: shock wave development, and shock wave struc-

ture. The numerical simulations of the mathematical model in Chapter 3 suggested

the emergence of shock waves in some regimes of diffusivity that we analysed theoreti-
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cally in Chapter 4 (Research Question 2). The hyperbolic curvature flow of the model

could be analysed by the theory of hyperbolic conservation laws in the zero-diffusion

limit. Using Riemann invariants and a well-known theorem by Lax [67], we showed rig-

orously that the interface of the tissue develops cusps in finite time whenever the initial

tissue substrate is concave in some region of the interface. A complete description of

the propagation of the shock wave structure is possible and confirms the accuracy of

the numerical schemes employed in Chapter 3.

Future work related to this topic includes the theoretical investigation of these

behaviours at nonzero diffusion. It is unclear numerically whether the inclusion of

diffusive damping necessarily prevents the emergence of cusps in the interface. Also,

numerical simulations suggest the existence of two critical diffusive dampings. One

at which the interfaces converges to a flat interface the quickest, and one at which

oscillatory motion of the interface is entirely damped. These two critical behaviours

are known to coincide in the motion of a damped harmonic oscillator, but they seem

to be distinct here (see Sect. 3.2, Fig. 3). Clearly the addition of diffusion cause the

equations to fall into a different class of PDEs and different analysis techniques will be

required to investigate these questions, such as methods developed in the analysis of

curvature flows.

The two-dimensional tissue growth considered in the thesis may be interpreted as

the growth of a three-dimensional tissue that is homogeneous in the third dimension,

and that would be seen in a transverse cross section. All the shock waves that may

emerge in 2D can therefore be observed in 3D too. However, shocks in 3D would allow

for new shock structures as well due to the tensorial aspect of the curvature of tissue

surfaces. A shock may propagate along one direction jointly with a rarefaction wave

in the perpendicular direction, because curvature in one direction of the tissue surface

may have the opposite sign as curvature in the other direction.

In Chap. 3, it is shown by the model that shocks also develop when cell diffusion

is strong: high cell diffusivity causes uniform distributions of cells, and hence a tissue

interface that evolves by uniform offsets. This situation corresponds to the case of very

low interface diffusion of the deterministic KPZ (Kardar-Parisi-Zhang) equation in Ref.

[114]. In the context of biological tissues such as bone, simulations we performed with

high and low cell diffusivities are not realistic, since the interface of the growing tissue

would not exhibit smoothing. Smoothing of the interface occurs most efficiently at
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intermediate cell diffusivities, where lateral cell diffusion counteracts the emergence of

curvature-induced cell inhomogeneities but retains higher tissue growth rates in con-

cavities of the tissue substrate [32, 33, 114]. Whether shock wave in tissue interface

motion may occur in in-vitro setups or abnormal bone formation in vivo remains an

open question.

While the theory of shock formation in high dimension is available [64], our explicit

parameterisation model in Chap. 3 would first need to be extended to account for higher

dimension setups. This is difficult to implement, and is the reason why we resorted to

developing a level set method in Chap. 6.

Extension to complex interface geometries and to three dimensions. In

Chapter 6, we developed a parameterisation-free method of the mathematical model

based on the level set method in order to simulate curvature-controlled tissue growth in

complex interface geometries. The results obtained by this method compared well with

those obtained using explicit parameterisations. It enabled the simulation of important

biological situations that arise during bone formation and bone resorption, in which

bone structure undergoes abrupt topological changes due to fusion or fenestration of

trabecular struts (Research Question 3). However, some of these simulations exhibited

significant nonconservation of cell number. Numerical loss of cells occurs predominantly

when the interface develops cusps, including during abrupt topological changes of the

tissue interface.

Several numerical techniques exist to circumvent such nonconservation problems in

level set methods (Section 6.5). These shall be investigated in future works to enable

more accurate simulations of the evolution of complex trabecular structures. This is an

important area as loss of trabecular connectivity by trabecular fenestration is particu-

larly common during age-related bone loss and osteoporosis. Vertebral microfractures

in the spine, for example, lead to kyphosis, i.e., the spine arches and people decrease

their body height. Understanding the geometric control of trabecular loss might help

us understand the evolution of such disorders, and predict the site-specific efficiency of

anti-resorptive drug treatments.

Bones and other biological tissues, whether natural or synthetic, are inherently

anisotropic 3D materials. As the gap between mathematical modelling and biomed-

ical or clinical applications closes, it will be of prime importance to generalise the
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two-dimensional hyperbolic curvature flow proposed in this thesis to three dimensions.

Bioscaffold experiments have been shown to exhibit three-dimensional effects [34, 37–

39]. Our determination of the influence of geometry on the collective and individual

behaviours of cells might still be affected by irregularities of pores occurring in the third

dimension, which were not included in the 2D models [39, 115].

The level set method developed in Chapter 6 provides a natural mathematical frame-

work for the extension of the mathematical model to complex 3D interfaces and struc-

tures. The evolution equations of the level set functions involve vector differential

operators and are similar to the evolution equations of surfactant density developed in

arbitrary dimension by Stone in Ref. [51]. A level set method has been utilised in Refs.

[37–39] to simulate the growth of new tissue in 3D bioscaffolds by a mean curvature

flow. However, this type of curvature flow is a geometric model only. It does not repre-

sent a population of cells, and it is much easier to implement as it involves a single level

set function only. Nevertheless, these studies include a dynamic microenvironment of

cell culture, by considering fluid flow and the production of fluid-flow-induced shear

stress. This kind of approach would enable the investigation of complex interactions

between the geometry and mechanics in three-dimensional tissue structures, that would

be challenging to conduct with explicit parameterisations of the tissue interface.

Influence of mechanics on cell behaviour The in-vitro experiments of Refs. [32,

33] did not involve mechanical loading nor the generation of osteocytes like in bone

remodelling. The absence of mechanical stimulus onto tissue-synthesising cells in vitro

is likely to affect their individual behaviour compared to in-vivo bone formation. Some

bioscaffold experiments of tissue growth have been conducted under mechanical loading

[37–39]. The application of our mathematical model to these situations could shed more

light into the coupling between geometrical and mechanical regulations of the individual

behaviour of cells growing new tissue.

The influence of local mechanical clues for tissue growth rates considered in Chap.

5 focuses on the single pore scale. This treatment is limited to the scale of a single bone

remodelling unit as no consideration was made on the density of pores, nor on the three

dimensional pore structure. Despite its simplicity, this treatment remains accurate

in cortical bone, where pore structure is mostly cylindrical (homogeneity along the

longitudinal axis) and single bone remodelling units represent standalone bone forming
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events.

Guyot et al. have modelled links between tissue growth and mechanical shear

stresses in bioreactors based on experimental data [37–39]. In these works, the level

set method is used to evolve the tissue interface as a mean curvature flow, with an

interface velocity coupled additionally to the shear stresses induced on tissue-forming

cells by the perfusion of a physiological solution in the bioreactor. The shear stresses

are calculated using the Brinkman equation (modified Stokes and Darcy equations).

The mathematical model and experimental setup in Ref. [37–39] are elegant, but

the mathematical model has its own limitation as it does not include a description

of the cell populations. Extensions of the models presented in this thesis could com-

bine the cell-based model of curvature-induced crowding/spreading of cells with the

Brinkman equation to determine shear stresses. However, to deal with the complex

three-dimensional geometries of scaffolds in bioreactors, an important requirement is

to first extend the model to three dimensions.

Cell patterning and cell migration Most studies of biological tissue growth focus

on the quantity and shape of the new tissue produced. There is very little quantitative

information on changes in cell density associated with tissue growth. Some information

is available in bone histomorphometric studies, and we have used this information in

Chap. 5 to calibrate the mathematical model of bone pore infilling. However, this data

is not accurate enough to provide detailed experimental links between curvature and

cell density in irregular geometries. Such links are important to investigate to develop a

better understanding of how the systematic curvature-induced crowding and spreading

of cells at concavities and convexities of the tissue substrate may be counteracted by

other mechanisms. Tissue engineering constructs are a promising avenue for investigat-

ing quantitative links between curvature and cell density, due to the ease with which

cells can be stained and tracked in such setups.

A major mechanism by which cells may counteract curvature-induced cell crowding

or spreading is by modifying their own migration properties. In this thesis, cell mi-

gration was assumed to be uniformly diffusive only. However, it is possible, and quite

likely, that migration properties of cells may depend themselves on substrate curva-

ture. In Ref. [116], vortex-like patterns of cells were seen to form at the umbilical

points of ellipsoid surfaces, due to the particles moving so as to minimising the “in-
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teraction energy” between them, an energy that depends on the cell distribution. The

proper identification of curvature-dependent migration properties requires the extrac-

tion, from measurements of cell distribution, of the systematic influence of curvature

on cell crowding or spreading.

Controls of the arrangement of the anisotropic extracellular matrix In

bioscaffold experiments, it was observed that actin stress fibres in cells located at the

proximity of tissue interface were aligned parallel to the interface [32, 33, 35, 36]. This

is to be contrasted to other location far from the tissue interface, where the actin stress

fibres were found to be randomly oriented. In Bidan et al. [35], it was shown that

bulk tissue produced in the bioscaffolds did not expand or compress when maturing,

and neotissue production mainly occured close to the tissue interface. Tissue fiber

anisotropies also occur in bone tissues. Woven bone is made of poorly organised tissue

where collagen fibers and mineral crystals are arranged randomly. In contrast, lamellar

bone is a highly organised bone, made up of by parallel layers of collagen fibers and

mineral crystals [4]. In these cases, the simple effect of curvature on tissue growth

modelled by our equations still holds, but these equations do not model the anisotropic

generation of fibres in the tissue. They model the overall shape (and quantity) of new

tissue produced and the cell population.

The generation of anisotropic and inhomogeneous tissue material properties within

the evolving new tissue boundaries requires the introduction of fields η(r
¯
, t) within the

tissue that represent fibre orientation or fibre arrangement. These fields evolve by

means of generalised bulk and surface balance equations that depend in particular on

the velocity of the tissue interface [45]. The purpose of this thesis was precisely to

develop cell-based mathematical models of the tissue interface velocity, so that they

can be coupled to detailed models of tissue material properties. Of particular interest

will be the study of the influence of interface curvature for the generation of tissue

anisotropies, e.g. due to inhomogeneities in cell density [117]

Geometric control of tissue resorption. The present thesis focused on the geo-

metrical control of new tissue formation. Equally important is the geometric control

of tissue resorption, particularly in bone where remodelling starts with bone resorption

and may lead to irreversible bone loss. Curvature induces a similar collective crowding

or spreading of bone-resorbing cells, except that it works in reverse. Osteoclasts tend
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to crowd when resorption occurs on convex portion of the bone surface, and they tend

to spread when they resorb concave portions of the bone surface. The curvature control

of the collective behaviour of osteoclasts can be modelled much in the same way, except

that the normal velocity of the interface changes sign. We can define the velocity of a

resorbing interface as v = −vr, where vr > 0 is given by

vr(rS , t) = kr(rS , t) µ(rS , t) (7.1)

where kr is the rate of bone resorption of a single osteoclast (volume of bone resorbed

per cell per unit time) and µ is the cell surface density of osteoclasts.

Bone balance during remodelling is critical to the structural integrity of bones. Our

results in Sect. 6.4.3 have shown that achieving bone balance during remodelling is not

simply a matter of reversing time, i.e., of reversing interface velocity. The propagation

of shock waves seen in tissue growth patterns (Sect. 4.3) and the satisfaction of an

entropy condition by these shocks mean that information propagating along character-

istics is gradually lost where characteristics collide, even in the absence of diffusion. The

evolution of the interface is thereby irreversible. Substituting bone-resorbing cells for

bone-forming cells instantly will not rewind the evolution of the interface (see Fig. 6.8).

This lack of symmetry between bone resorption and bone formation could be a very

important factor to analyse for the evolution of bone disorders such as osteoporosis,

as well as in the mechanical adaptation of bone tissue. The symmetry breaking of the

geometric control of tissue formation and resorption may provide a very fundamental

reason why it is harder to gain bone than it is to lose it [46, 118].

Bone resorption has been difficult to investigate experimentally until recent years

because resorption removes records in bone. It is not possible to label regions in bone

tissues that keep track of where there has been bone resorption [119], in contrast to

bone formation which can be tracked using tetracycline double labeling techniques [120].

However, recent developments in imaging technologies have enabled the use of time-

lapse in-vivo micro-computed tomography (micro-CT) in longitudinal animal studies.

This has enabled the evolution of bone resorbing surfaces to be tracked and quantified

[119, 121–125]. As these techniques become more broadly available, mathematical mod-

els that investigate the geometric control of both bone resorption and bone formation

will be able to shed new light into the geometric regulations of individual cell behaviours

of osteoclasts and osteoblasts. It is possible to envision that in a not-so-distant future,
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this kind of studies coupled with micro-finite-element analyses [119, 126, 127] will be

able to address new challenging questions on the mechanoregulation of active bone cells.

Other geometrical factors of tissue formation. The mathematical model devel-

oped in this thesis focused on the microscopic scale of interaction between cells and

tissue, ranging from about 10µm to 200µm. At this scale, the most important variables

characterising the morphology of bone tissue are the surface curvature, the porosity,

and the availability of bone surfaces that bone-resorbing cells and bone-forming cells

attach to and operate on [8] (see Fig. 1.2). We did not investigate the influence of

bone surface availability in this thesis. At the tissue scale (∼1mm), bone surface avail-

ability is described by the density of surfaces in a region of interest (bone surface area

per unit volume) [128, 129]. It has been shown by Martin (1984) (see [128]) that the

density of surfaces correlates well with porosity. This is clearly the case for perfectly

circular cylindrical pores in cortical bone, in which the density of surfaces (∼R) is

proportional to
√
φ (since φ ∼R2). However, this relationship is modified in irregular

pores, and it would be interesting to investigate whether different models of individual

cell behaviours depending on porosity and surface density would lead to distinguishable

tissue growth patterns.

The porous space of bone remodelling cavities is also a micro-environment contain-

ing several signalling molecules such as TGF-β, RANKL, and OPG that couple bone-

resorbing and bone-forming cells, leading to the establishment of cellular structures

propagating as travelling waves within cortical bone whilst renewing it [2, 4, 48, 130].

It remains unclear how the communication between osteoclasts and osteoblasts me-

diated by the diffusion of these signalling molecules is affected by the confined and

evolving pore space.

Application to other tissues. Finally, the model developed in this study could

also be applied to similar problems in which geometry plays a regulatory role, such as

tumor growth, wound healing and other problems of moving interfaces where velocity

is proportional to the density of a population of particles residing near the interface.

Geometry is known to be able to affect cancer cells. For example, the curvature of a

tumour’s periphery has been shown to regulate the spatial arrangement of cells due to

interfacial energy created by cortical tension and intercellular adhesion [131]. Deposi-

tion and removal (etching) of particles to and from a surface may also suit this model
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since these processes alter the surface profile as particles are deposited or removed [58].

In such other applications, the relationship between the normal velocity of the interface

and the density of particles may no longer be linear. This could in turn lead to different

classes of growth patterns.
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Appendix

A.1 The rarefaction conditions

In Sect. 4.2.2, we showed that Riemann invariants can easily be found from the integral

curves. The range of physically correct solutions of um on the 1-integral curve is given

by a rarefaction condition: across the 1-rarefaction wave, characteristics must increase

i.e. λ1(σl, ηl) < λ1(σm, ηm) in order for the characteristics to spread and hence to not

collide with each other (see Fig. 4.2 (left)). Using λ1 from Eq. (4.12), the 1-rarefaction

condition λ1(σl, ηl) < λ1(σm, ηm) becomes

(1 + σl)e
arctan(σl)√

1 + σ2
l

>
(1 + σm)earctan(σm)√

1 + σ2
m

. (A.1)

This inequality cannot easily be solved analytically for σm. However the function

f(σ) = (1+σ)earctan(σ)√
1+σ2

is monotone increasing. The derivative f ′(σ) =
2earctan(σ)

(1 + σ2)3/2
is

positive for any σ. Therefore, the above inequality in Eq. (A.1) is satisfied when

σl > σm (A.2)

for any σl, σm ∈ R.

Similarly, the range of physically correct state of um on the 2-integral curve is

given by the rarefaction condition: across the 2-rarefaction wave, characteristic must

increase i.e. λ2(σm, ηm) < λ2(σr, ηr) (see Fig. 4.2 (right)). Using λ2 from Eq. (4.12),

this condition implies that

(σm − 1)e− arctan(σm)√
1 + σ2

m

>
(σr − 1)e− arctan(σr)√

1 + σ2
r

. (A.3)

The function f(σ) = (σ−1)e− arctan(σ)
√

1+σ2
is monotone increasing. Its derivative with respect

to σ, f ′(σ) = 2e− arctan(σ)

(1+σ2)3/2

[(
σ − 1

2

)2
+ 3

4

]
is positive. The above inequality is satisfied

when
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σm > σr (A.4)

for any σr, σm ∈ R.

A.2 The rarefaction waves

In order to determine the rarefaction wave ū(ξ) = (σ̄(ξ), η̄(ξ)) that varies for example

for ξa ≤ ξ ≤ ξb, we solve the system of ODEs [64]:

ū′(ξ) =
r(ū(ξ))

∇λ(ū(ξ)) · r(ū(ξ))
. (A.5)

Here ξ = x/t. To find the boundaries, we set

ξa = λi(ul′) , ξb = λi(ur′). (A.6)

where ul′ and ul′ are any of the left and right states of a Riemann problem.

A.2.1 Determining the 1-rarefaction wave

From Eq. (4.34), the solution with 1-rarefaction wave can be written as (see also Fig.

4.2 (left)):

u(x, t) =


ul if ξ ≤ ξ1

ū1(ξ) if ξ1 ≤ ξ ≤ ξ2

um if ξ ≥ ξ2

(A.7)

where ξ = x/t. To find the left ξ1 and right ξ2 boundaries of the 1-rarefaction wave of

our system, the first eigenvalue λ1 from Eq. (4.12) is used in Eq. (A.6). This produces

the following rarefaction boundaries:

ξ1 = λ1(ul) = − kfηl
1 + σ2

l

(σl + 1) , ξ2 = λ1(um) = − kfηm
1 + σ2

m

(σm + 1). (A.8)

To determine ū1(ξ) in Eq. (A.7), we substitute the eigenvalue λ1 from Eq. (4.12) into

the system of ODEs in Eq. (A.5) producing:

ū′1(ξ) = −(1 + σ̄2)2

2kfη̄

 1
η̄(σ̄ + 1)

1 + σ̄2

 (A.9)
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where the right eigenvector r1 is given by Eq. (4.13) and ∇λ1 · r1 by Eq. (4.14).

Component-wise, the resulting ODEs are

dσ̄

dξ
= −(1 + σ̄2)2

2kfη̄
,

dη̄

dξ
= −(1 + σ̄)(1 + σ̄2)

2kf
. (A.10)

This is a system of autonomous ODEs. The easiest way to solve this system of ODEs is

by decoupling one of the equations followed by solving the resulting decoupled equation.

Here, we utilise the 1-integral curve from Eq. (4.20) to achieve this purpose. This is

because only the pairs of σ̄ and η̄ that reside on the integral curve are accepted as the

solutions ū1 = (σ̄ η̄). Thus, substituting η̄ from the 1-integral curve of Eq. (4.20) into

the first equation in Eqs. (A.10) gives

earctan(σ̄)

(1 + σ̄2)3/2

dσ̄

dξ
= −

earctan(σl)
√

1 + σ2
l

2kfηl
. (A.11)

Integrating Eq. (A.11) with respect to ξ using integration by parts on the LHS, and

direct integration on the RHS, and using the first rarefaction boundary condition ξ1 of

Eq. (A.8), we obtain the solution σ̄ of the 1-rarefaction wave in implicit form as:

earctan(σ̄)(1 + σ̄)√
1 + σ̄2

= − ξ
kf
w1(σl, ηl) = − ξ

kf
w1(σm, ηm) (A.12)

where again ξ = x/t and the 1-Riemann invariant w1 is given by Eq. (4.23). Note

that the Riemann invariant w1(σl, ηl) is equal to w1(σm, ηm) on the integral curve. Eq.

(A.12) can be solved by an iterative method for nonlinear equations, such as Newton’s

method [64]. The corresponding 1-rarefaction wave solution for η̄ in (A.12) is

η̄ =
earctan(σ̄)

√
1 + σ̄2

w1(σl, ηl)
=
earctan(σ̄)

√
1 + σ̄2

w1(σm, ηm)
(A.13)

since (σ̄, η̄) resides on the integral curve (4.20). Finally, the set (σ̄, η̄) obtained from

Eqs. (A.12) and (A.13) is the solution ū1 for the 1-rarefaction wave in Eq. (4.34).

A.2.2 Determining the 2-rarefaction wave

Similarly to the case of 1-rarefaction wave, the solution with 2-rarefaction wave can be

written as (see Fig. 4.2 (right)):
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u(x, t) =


um if ξ ≤ ξ3

ū2(ξ) if ξ3 ≤ ξ ≤ ξ4

ur if ξ ≥ ξ4

(A.14)

where ξ = x/t. To find the left ξ3 and right ξ4 boundaries of the 2-rarefaction wave,

the second eigenvalue λ2 from Eq. (4.12) need to be used in Eq. (A.6). This produces

the following rarefaction boundaries:

ξ3 = λ2(um) = − kfηm
1 + σ2

m

(σm − 1) , ξ4 = λ2(ur) = − kfηr
1 + σ2

r

(σr − 1). (A.15)

To determine ū2(ξ) in Eq. (A.14), we solve the system of ODEs in Eq. (A.5) which

are given component-wise as (note that r2 is given by Eq. (4.13) and ∇λ2 · r2 is given

by Eq. (4.14)):

dσ̄

dξ
= −(1 + σ̄2)2

2kfη̄
,

dη̄

dξ
= −(σ̄ − 1)(1 + σ̄2)

2kf
. (A.16)

As in the case of 1-rarefaction wave, this is also a system of autonomous ODEs. To

solve this system, we follow the method used in the previous section, i.e. by decoupling

one the equations in Eq. (A.16). Using the 2-integral curve from Eq. (4.20), the first

equation in Eqs. (A.16) decouples as:

e− arctan(σ̄)

(1 + σ̄2)3/2

dσ̄

dξ
= −

e− arctan(σr)
√

1 + σ2
r

2kfηr
. (A.17)

Integrating Eq. (A.17) with respect to ξ using integration by parts on the LHS, and

direct integration on the RHS, and using the second rarefaction boundary condition ξ4

of Eq. (A.15), we obtain the solution σ̄ of the 2-rarefaction wave in implicit form as:

e− arctan(σ̄)(σ̄ − 1)√
1 + σ̄2

= − ξ
kf
w2(σr, ηr) = − ξ

kf
w2(σm, ηm) (A.18)

where ξ = x/t and the 2-Riemann invariant can be found in Eq. (4.23). The corre-

sponding rarefaction wave solution for η̄ in (A.18) obtained from the 2-integral curve

is:

η̄ =
e− arctan(σ̄)

√
1 + σ̄2

w2(σr, ηr)
=
e− arctan(σ̄)

√
1 + σ̄2

w2(σm, ηm)
(A.19)
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since (σ̄, η̄) resides on the 2-integral curve in Eq. (4.20). The resulting set of (σ̄, η̄)

obtained from Eqs. (A.18) and (A.19) is the solution ū2 for the 2-rarefaction wave in

Eq. (4.35).

A.3 The Hugoniot loci and the shock speeds

This section presents the method to determine the Hugoniot loci and the shock speeds

of our model. We first consider the original nonlinearised problem, before linearising the

equations to determine which loci and shock speed that correspond to each eigenvector.

A.3.1 Nonlinearised problem

Following LeVeque [64], we consider all states u = (σ, η) that can be connected to a fixed

state u∗ = (σ∗, η∗) by a shock. The state u∗ can represent the left state ul = (σl, ηl) or

the right state ur = (σr, ηr). Across a shock, the Rankine-Hugoniot condition holds,

and it can be written as s[u] = [f(u)] for a system of conservation laws. Here [u]

and [f(u)] represent the jumps in u and f(u), respectively, across the shock. For

example, in a single conservation law problem, the jumps become [u] = ur − ul and

[f(u)] = f(ur)− f(ul).

In our problem of two conservation laws, the Rankine-Hugoniot condition can be

written as:

s(σ∗ − σ) = −kf(η∗ − η) (A.20)

s(η∗ − η) = −kf

(
σ∗η2
∗

1 + σ2∗
− ση2

1 + σ2

)
. (A.21)

Here we use u and f(u) from Eqs. (4.5) and (4.6). We wish to find all states u = (σ, η)

and the corresponding speeds s (either s1 or s2) satisfying Eqs. (A.20) and (A.21). In

the above system, there are two equations with three unknowns, so we expect to find a

one-parameter family of solutions, where the parameter is chosen to be σ.

Manipulating Eq. (A.20) we have

s = −kf
η∗ − η
σ∗ − σ

. (A.22)

Substituting s from Eq. (A.22) into Eq. (A.21), we obtain a quadratic equation in η

which can be solved to give two Hugoniot loci for η which are:

111



η =
η∗

1 + σσ∗

(1 + σ2)± (σ∗ − σ)

√
1 + σ2

1 + σ2∗

 (A.23)

(note the ‘+’ and ‘−’ signs). All the points u = (σ, η) which satisfy the loci in Eqs.

(A.23) are the possible states that can be connected to the fixed state u∗ by a shock

wave. The shock wave is a 1-shock wave if u∗ = ul, and a 2-shock wave if u∗ = ur.

Replacing η in Eq. (A.23) back into Eq. (A.22) we obtain the shock speeds

s =
kfη∗

1 + σσ∗

−σ ±√1 + σ2

1 + σ2∗

 . (A.24)

We do not know, however, which of the ‘+’ and ‘−’ signs in Eq. (A.23) and Eq. (A.24)

correspond to the 1-shock wave and 2-shock wave. To resolve this issue, we need to

consider the linearised problem.

A.3.2 Linearised problem

To linearise the problem about u∗, we take σ = σ∗+µ, where µ� 1. This implies that

σ = σ∗ when µ = 0. Expanding in Taylor series to the first order, we obtain

η = η∗

[
1 +

σ∗µ
1 + σ2∗

+ O(µ2)∓
(

µ

1 + σ2∗
+ O(µ2)

)√
1 + O(µ)

]
= η∗

[
1 +

µ

1 + σ2∗
(σ∗ ∓ 1)

]
+ O(µ). (A.25)

Therefore, the linearised version of Hugoniot loci is:

u =

[
σ
η

]
=

[
σ∗
η∗

]
+ µ

 1
η∗(σ∗ ∓ 1)

1 + σ2∗

 . (A.26)

Comparing with the eigenvectors in Eqs. (4.13), these linearised loci in Eq. (A.26) are

tangential to the vectors r2 (when taking the ‘+’ sign in (A.23)) and r1 (when taking

the ‘−’ sign in (A.23)). From this it is clear that choosing the ‘+’ sign in (A.23) gives

the locus of 2-shock, while the ‘−’ sign gives the locus of 1-shock.

Rewriting from Eqs. (A.23), the Hugoniot locus are

112



η1 =
ηl

1 + σσl

[
(1 + σ2)− (σl − σ)

√
1 + σ2

1 + σ2
l

]
(A.27)

η2 =
ηr

1 + σσr

(1 + σ2) + (σr − σ)

√
1 + σ2

1 + σ2
r

 (A.28)

in which the subscripts 1 and 2 correspond to the 1- and 2-shocks.

A.4 The entropy conditions

To effectively solve hyperbolic equations that develop shocks, an additional condition

is needed to ensure the solution is unique and physically correct.

A common numerical method is the vanishing-viscosity method. This method is

implemented by adding a small amount of viscosity or diffusion into the system of

conservation laws. It has been shown that when the viscosity parameter ε → 0, a

limiting solution is obtained, which captures the same discontinuity as the shock wave

[58, 64].

This method can be hard to analyse within the theory of conservation laws. An

alternative is to apply an entropy condition to select the physically correct weak so-

lution. The use of the entropy condition discards the portions of possible states um

on the Hugoniot loci that are not physically correct. The entropy condition states

that a shock requires characteristics to run into the shock as time advances [64, 67].

This is shown for example in Fig. 4.3. A discontinuity with characteristics emanating

from it would be unstable to perturbations and lead to unphysical evolutions, such as

a rarefaction shock [69]. To have the solution characteristics running into the 1-shock,

the characteristic must decrease i.e. λ1(σl, ηl) > s1 > λ1(σm, ηm). Across the 2-shock,

the characteristic must also decrease i.e. λ2(σm, ηm) > s2 > λ2(σr, ηr). The next two

sections present the calculations made when adapting these entropy conditions into our

system.

A.4.1 The entropy condition of 1-shock

In this section, we find the entropy condition of 1-shock that connects the left state

ul with the middle state um, where the value of the vector state ul is given by the

Riemann problem in Eq. (4.33). As shown in Fig. 4.3 (left), a shock should possess

characteristics going into it. This implies that across 1-shock, characteristics must
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decrease, i.e., λ1(ul) > s1 > λ1(um). From Eq. (4.12), the eigenvalues at the constant

states are

λ1(ul) = − kfηl
1 + σ2

l

(σl + 1) , λ1(um) = − kfηm
1 + σ2

m

(σm + 1) . (A.29)

Since the 1-shock connects ul to um, and (of course), um to ul, then the speed of

1-shock from Eq. (A.24) can be written as:

s1 =
kfηl

1 + σmσl

[
−σm −

√
1 + σ2

m

1 + σ2
l

]
, s1 =

kfηm
1 + σlσm

−σl −
√

1 + σ2
l

1 + σ2
m

 (A.30)

(note that we are using the negative part, as discussed in Sect. A.3.2). Then the

condition λ1(ul) > s1 > λ1(um) becomes

− kfηl
1 + σ2

l

(σl + 1) >
kfηl

1 + σmσl

[
−σm −

√
1 + σ2

m

1 + σ2
l

]

=
kfηm

1 + σlσm

−σl −
√

1 + σ2
l

1 + σ2
m

 > − kfηm
1 + σ2

m

(σm + 1) (A.31)

Here we need to find the range of σm that satisfies the first and second inequalities in

(A.31).

A.4.1.1 First inequality

The first inequality in (A.31) above gives

−1 +
σm − σl
1 + σmσl

+
1 + σ2

l

1 + σmσl

√
1 + σ2

m

1 + σ2
l

> 0 (A.32)

Manipulation of the inequality in (A.32) shows that it is satisfied when

σm > σl if σl ≥ 0
σl < σm < −1/σl if σl < 0

(A.33)

If we take the expression on the LHS of (A.32) as the function f(σm) = f(σm|σl) =

−1 + σm−σl
1+σmσl

+
1+σ2

l
1+σmσl

√
1+σ2

m

1+σ2
l

, then the entropy condition in (A.33) can also be seen in

the f(σm) plots in Fig. A.1 for various σl.
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Figure A.1: f(σm) plots where f(σm) is given in Sect. A.4.1.1 for arbitrarily chosen
σl = −1, 0, 1

A.4.1.2 Second inequality

Similarly, the second inequality in (A.31) gives

−1 +
σl − σm
1 + σlσm

+
1 + σ2

m

1 + σlσm

√
1 + σ2

l

1 + σ2
m

< 0 (A.34)

The inequality in (A.34) is satisfied when

σm > σl if σl ≤ 0 and σm 6= −1/σl
σm < −1/σl and σm > σl if σl > 0

(A.35)

This is also shown in the f(σm) plots in Fig. A.2 where f(σm) = −1 + σl−σm
1+σlσm

+

1+σ2
m

1+σlσm

√
1+σ2

l
1+σ2

m
.

A.4.1.3 Combining first and second inequalities

The conditions in (A.33) and (A.35) can be combined to give the entropy condition of

1-shock which is:
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Figure A.2: f(σm) plots where f(σm) is given in Sect. A.4.1.2 for arbitrarily chosen
σl = −1, 0, 1

σm > σl if σl = 0
σl < σm < −1/σl if σl < 0

σm > σl if σl > 0
(A.36)

or simply

σl < σm < −1/σl if σl < 0
σm > σl if σl ≥ 0

(A.37)

A.4.2 The entropy condition of 2-shock

In this section, we find the entropy condition of 2-shock that connects the middle state

um with the right state ur, where the value of the vector state ur is given by the

Riemann problem in Eq. (4.33). As shown in Fig. 4.3 (right), characteristics must

be going into the shock, and hence we have λ2(σm, ηm) > s2 > λ2(σr, ηr). From Eq.

(4.12), the eigenvalues at the constant states are
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λ2(σm, ηm) = − kfηm
1 + σ2

m

(σm − 1) , λ2(σr, ηr) = − kfηr
1 + σ2

r

(σr − 1) . (A.38)

Since the 2-shock connects um to ur, and of course, ur to um, then the speed of 2-shock

from Eq. (A.24) can be written as:

s2 =
kfηm

1 + σrσm

−σr +

√
1 + σ2

r

1 + σ2
m

 , s2 =
kfηr

1 + σmσr

−σm +

√
1 + σ2

m

1 + σ2
r

 (A.39)

(note that we are using the positive part, as discussed in Sect. A.3.2). Then the entropy

condition becomes

− kfηm
1 + σ2

m

(σm − 1) >
kfηm

1 + σrσm

−σr +

√
1 + σ2

r

1 + σ2
m


=

kfηr
1 + σmσr

−σm +

√
1 + σ2

m

1 + σ2
r

 > − kfηr
1 + σ2

r

(σr − 1) (A.40)

Here we need to find the range of σm that satisfies the first and second inequalities in

(A.40).

A.4.2.1 First inequality

The first inequality in (A.40) gives

−1 +
σm − σr
1 + σmσr

+
1 + σ2

m

1 + σmσr

√
1 + σ2

r

1 + σ2
m

< 0 (A.41)

This first inequality of 2-shock is similar to the first inequality of 1-shock in (A.32)

except for the direction of the inequality, and σl now is being replaced by σr. This is

also shown in the f(σm)-plots of Fig. A.3 for various σl, where f(σm) = f(σm|σr) =

−1 + σm−σr
1+σmσr

+ 1+σ2
m

1+σmσr

√
1+σ2

r
1+σ2

m
. Therefore, by using the results of the first inequality of

1-shock in (A.33), the inequality in (A.41) is satisfied when

σm < σr if σr ≥ 0 and σm 6= −1/σr
σm < σr and σm > −1/σr if σr < 0

(A.42)
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Figure A.3: f(σm) plots where f(σm) is given in Sect. A.4.2.1 for arbitrarily chosen
σr = −1, 0, 1

A.4.2.2 Second inequality

The second inequality in (A.40) gives

−1 +
σr − σm
1 + σmσr

+
1 + σ2

r

1 + σmσr

√
1 + σ2

m

1 + σ2
r

> 0 (A.43)

This second inequality of 2-shock is similar to the second inequality of 1-shock in (A.34)

except for the direction of the inequality, and σl now is being replaced by σr. This is

also shown in the f(σm)-plots of Fig. A.4 for various σr, where f(σm) = f(σm|σr) =

−1+ σr−σm
1+σmσr

+ 1+σ2
r

1+σmσr

√
1+σ2

m
1+σ2

r
. Therefore, by using the results of the second inequality of

1-shock in (A.35), the entropy condition for the second inequality of 2-shock is satisfied

when

σm < σr if σr ≤ 0
−1/σr < σm < σr if σr > 0

(A.44)
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Figure A.4: f(σm) plots where f(σm) is given in Sect. A.4.2.2 for arbitrarily chosen
σr = −1, 0, 1

A.4.2.3 Combining first and second inequalities

The conditions in (A.42) and (A.44) can be combined to give the range of σm where

entropy condition of 2-shock is satisfied, which is:

σm < σr if σr = 0
σm < σr if σr < 0

−1/σr < σm < σr if σr > 0
(A.45)

or simply

σm < σr if σr ≤ 0
−1/σr < σm < σr if σr > 0

(A.46)
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