
VORTEX DYNAMICS IN TWO-DIMENSIONAL

BOSE–EINSTEIN CONDENSATES

Andrew J. Groszek

Submitted in total fulfilment of the requirements of
the degree of Doctor of Philosophy

Academic advisors:
Dr. Tapio Simula

Prof. David Paganin

Prof. Kristian Helmerson

School of Physics & Astronomy, Monash University

March, 2018





i

© Andrew J. Groszek, 2018





iii

Abstract
Superfluids such as dilute gas Bose–Einstein condensates (BECs) can support

topological excitations including quantised vortices. These vortices are in many

ways similar to those found in classical fluids and may be viewed as the elementary

building blocks of turbulence in superfluids, coined quantum turbulence (QT).

By elucidating the relationship between classical and quantum fluid dynamics,

progress towards uncovering the universal properties underlying the poorly under-

stood phenomenon of hydrodynamic turbulence may be achieved. In this thesis,

we focus our attention on the dynamical behaviour of two-dimensional (2D) BECs,

in which the quantised vortices are reduced to point-like objects. This regime is

not only simpler in many ways than its three-dimensional counterpart, but is also

understood to give rise to unique dynamical features such as large scale Onsager

vortex clusters in 2D turbulence.

To understand the fundamental properties of vortex motion in 2D, we consider

the simplest case of a single vortex in a BEC. We derive a general and exact equation

of motion for a vortex in a 2D BEC, and demonstrate its accuracy for one- and

two-vortex configurations using Gross–Pitaevskii simulations. In doing so, we are

able to resolve a number of inconsistencies in past literature. We then proceed with

an analyis of two-vortex motion, which we model using a simplified point-vortex

description. We identify an untraversable boundary in the phase space of possible

initial conditions, corresponding to a topological change in the vortex trajectories.

We then move to a detailed examination of 2D QT, in which we focus specifically

on understanding and characterising the formation of Onsager vortex clusters. We

first investigate the effects of geometry on the dynamical formation of Onsager

vortices in decaying turbulence, and determine that harmonic traps prevalent in

experiments considerably decrease the visiblity of these large scale flows when

compared to uniform, steep-walled configurations. We then use Monte Carlo

simulations to probe the highest energy limit, where we identify the condensation

of Onsager vortices, in analogy with a BEC. With our definition, we are able to

draw a distinction between vortex clustering and condensation, and we determine

that the latter does not take place in our dynamical simulations. Finally, we

introduce a technique to measure the vortex temperature—an observable that

can be used to quantitatively describe the emergence of vortex clusters in 2D

turbulence. Applying our methodology to simulations of decaying turbulence,

we confirm that the visual inspection of vortex clustering is accompanied by an

increase in the temperature of the vortices.
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1
INTRODUCTION

This thesis presents a computational and theoretical study of vortex dynamics

and quantum turbulence in two-dimensional superfluid Bose–Einstein condensates

(BECs). Broadly speaking, the interest in these topics is twofold. On the one hand,

superfluid systems are intrinsically interesting in their own right, and present a

fascinating intersection between quantum mechanics and fluid dynamics. But

on the other, there is also hope that superfluids may hold the key to making

progress towards solving the formidable challenge of hydrodynamic turbulence,

which to this day is still poorly understood. It is becoming apparent that there are

deep connections between quantum and classical fluids, and it is anticipated that

uncovering these connections may advance our understanding of the universal

properties of turbulence.

However, the field of superfluid turbulence research is still in its infancy, and

we are only just beginning to grasp the problem ahead of us. To date, only a

small number of experiments have been devoted to studying quantum turbulence

in BECs, although that is anticipated to change in the near future. Meanwhile,

theoretical efforts have been intensifying, and much progress has been made over

the past decade towards elucidating the underlying properties of this intriguing

dynamical system. One aspect of quantum turbulence that is already understood

to play a large role in determining the fluid behaviour is its dimensionality—a

feature that is shared by turbulence in classical fluids. As such, turbulence in

two dimensions is not only a conceptual and computational simplification of the

problem, but also presents a dynamical regime in which new and interesting

physics not available in three dimensions arises.

Before delving into the details of quantised vortices and turbulence, however, it

is useful to take a step back and consider this project within the broader context of

Bose–Einstein condensate research. This is a field that is constantly evolving, and

which encompasses a diverse range of physics. To demonstrate this, we provide

a brief overview of the topics of interest in the field—both past and present—in
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Sec. 1.1 below. Given the sheer amount of work that has been done, it is difficult

to adequately describe all of it. As such, the purpose of the review presented here

is more to give the reader a ‘flavour’ of BEC research, and in doing so motivate

the widespread interest in these systems. Since the main focus of the thesis is the

study of quantised vortices, we proceed by introducing this topic in Sec. 1.2, where

we provide a brief background of past and contemporary research directions. We

then conclude this introductory chapter with three sections devoted to outlining

the contents of the thesis. A broad statement of the goals and scope of our work is

presented in Sec. 1.3, followed by a specific overview of all subsequent chapters

in Sec. 1.4. Finally, the list of publications that have resulted from this work is

presented in Sec. 1.5.

1.1 Bose–Einstein condensates: An overview
At the time of writing this thesis, over two decades have passed since the first

realisation of Bose–Einstein condensation1 in dilute ultracold atomic gases [1–3].

During this time, the study of these systems has become not only ubiquitous, but

broadly varied in scope [4]. The widespread interest in Bose–Einstein condensates

stems largely from the fact that these systems provide a rare manifestation of

quantum mechanics at macroscopic length scales. In addition, they are highly

controllable in experimental settings, and can be manipulated in a plethora of ways

using optical and magnetic fields. Bose–Einstein condensates are also exceptionally

well-suited to a theoretical treatment, because the weak interactions between

the atoms in the dilute gas allow for the application of a straightforward and

remarkably accurate mean-field approach [5–7]. For these reasons, dilute gas

BECs present an ideal physical system in which to explore the rich and diverse

properties of quantum mechanics [8–10].

There are now dozens of research laboratories around the world regularly

producing ultracold atomic BECs. Typically, these systems consist of ∼ 103–106

constituent particles, and are on the order of ∼ 100µm in size. They are created

by cooling a dilute gas of atoms (such as alkalis 87Rb, 23Na or 41K) past a certain

critical temperature—generally between 0.1–1µK—at which point the condensate

spontaneously forms. The cooling process usually takes place in two stages. Firstly,

laser cooling [11–13] is applied to lower the temperature of the gas to ∼ 100µK,

allowing the atoms to be held in place using magnetic and/or optical fields. Once

1. A formal definition of Bose–Einstein condensation is left for Sec. 2.1; for now, it suffices to
consider a BEC as a collection of particles acting in unison as a single quantum state.
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this has been achieved, evaporative cooling [14] is used to eject the most energetic

particles from the gas, leaving those which remain significantly colder, on average.

This second stage of cooling causes ∼ 90% of the trapped atoms to be lost, but

reduces the temperature to ∼ 10–100 nK, which is cold enough for most of the

atoms to enter the condensed state. At these temperatures, the diluteness of the

gas is essential2, as it prevents the atoms from forming a solid.

In the years since their initial experimental realisation, atomic BECs have ac-

cumulated interest across a wide variety of fields, and have found numerous

applications. They have been utilised as quantum simulators [15–18] to study

comparatively complicated condensed matter systems such as high temperature su-

perconductors, since the strong interactions in those systems prohibit the study of

their fundamental properties. They have also been applied to the field of quantum

metrology [19–21], where tools such as quantum entanglement and spin squeezing

are employed to obtain precision measurements beyond the classical limit. Bose–

Einstein condensates are also candidates to become quantum computers [22–24],

as the atoms can take on the role of quantum bits and be used to form the logic

gates fundamental to computation.

One of the features of BECs that makes them so versatile is their highly config-

urable geometry, which can be tuned in experimental settings via an adjustment

of the applied magnetic and optical fields that form the trapping potential for the

atoms. The most commonly used configuration is a harmonic trap, which in a

three-dimensional (3D) setup forces the atomic cloud to take on an approximately

spherical profile with a radially decreasing density. One-dimensional (1D) and

two-dimensional (2D) geometries are also readily achievable via an adjustment of

the applied field strengths in each direction [25]. By changing the dimensionality

of the BEC, new regimes of physical behaviour can be explored. For example,

2D systems exhibit a Berezinskii–Kosterlitz–Thouless transition [26–28], in which

vortex–antivortex pairs spontaneously unbind above a certain critical tempera-

ture [29,30]. Likewise, in 1D, phase fluctuations [31] and atomic interactions [32]

are understood to play a larger role than in other dimensionalities.

New physics also emerges when the atoms are confined in an optical lattice

configuration. A one-, two- or three-dimensional grid of individual trapping sites

can be created using an interference pattern produced by counter-propagating

laser beams in each direction. The degree of control is so high that individual

atoms can be trapped in each lattice site, and their tunneling and interaction

2. Typical BECs are ∼ 104 times less dense than air at room temperature and atmospheric pressure.
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properties can be observed and modified [33]. In this setup, cold atoms constitute

a particularly interesting analogue with condensed matter systems, due to the

crystalline nature of the lattice. This connection has been directly established via

the observation of a superfluid–Mott insulator transition in optical lattices [34,35].

As a result of years of experimental advances, control over the trapping ge-

ometry is now at an unprecedented level. Arbitrary potentials can be created

using a variety of methods, such as ‘painting’ time-averaged optical fields using a

rapidly moving laser [36] or programming static potentials directly onto digital-

micromirror devices [37]. Recently, experiments have also begun to move towards

uniform traps with hard walls [38–42]. As we will see in later chapters, this geom-

etry is particularly relevant for studying vortex motion and quantum turbulence in

two dimensions.

In this thesis, we will be interested predominantly in the dynamical properties

that emerge when a Bose–Einstein condensate is perturbed from equilibrium.

Significant research in the early days of BEC went into creating and measuring

the elementary excitations of the condensate, which take the form of sound waves,

and in a trap can give rise to collective oscillations of the entire cloud [43–48].

BECs are also capable of exhibiting nonlinear dynamics, including topological

features such as solitons and quantised vortices. A soliton or solitary wave is

a one-dimensional localised density extremum that travels at constant velocity

without dispersing. These excitations have been studied extensively [49], and

can be created in condensates with both repulsive [50–52] and attractive [53,54]

atomic interactions. The interest in these phenomena can be attributed, in part,

to their occurrence in a range of disparate physical systems, such as nonlinear

optical fields [55] and shallow liquids [56]. In BECs, many fascinating dynamical

processes involving solitons have been observed, such as their interaction [57]

and collision [58] dynamics, and their decay into vortex rings via the snake

instability [59]. Since quantised vortices are the main topic of interest in our work,

they will be treated in detail in Sec. 1.2 below.

Although we will only consider the ‘simplest’ case of a scalar dilute gas BEC

in the work presented here, it is worth noting that many more exotic varieties

of condensates are now possible. Simultaneously trapping multiple hyperfine

states of a single bosonic species of atom gives rise to a spinor condensate [60,61],

which can be used to study uniquely magnetic phenomena such as spin mixing [62]

and spin–orbit coupling [63,64]. These systems were first realised in 1998 [65],

and have since become the subject of their own field of research [66]. Another
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example is the dipolar BEC, in which the atoms exhibit a strong electric or magnetic

dipole moment, giving rise to long range dipole–dipole interactions (in addition

to the usual contact interactions relevant to dilute gases). Dipolar condensates

have recently been created [67, 68], and already much interesting physics has

been seen to result from their interactions, such as the existence of strictly d-

wave properties [69], and the formation of stable quantum droplets [70, 71].

It is also possible for ultracold fermionic gases to condense via the creation of

bosonic molecules [72], and these systems are now the centre of their own mature

field of research [73]. Finally, we note that Bose–Einstein condensation can be

extended beyond dilute gases altogether: exciton–polariton [74,75], magnon [76]

and photon [77] condensates have now been experimentally realised, which all

possess the distinctive feature of being attainable at room temperatures.

1.2 Vortices in Bose–Einstein condensates
Dilute gas Bose–Einstein condensates are, in general, superfluid in nature. Con-

sequently, the possible flow patterns are severely restricted, as we will discuss in

Chapter 2. Unlike in a classical fluid, vorticity cannot be continuously distributed

throughout a superfluid, and as a result any circulation is ‘stored’ in points of

vanishing density, known as quantised vortices. In this thesis, we restrict our focus

to the case of single component BECs, where the quantised vortices are, loosely

speaking, analogous to vortices in classical fluids: they are line-like objects about

which there is rotational fluid flow. However, they are also distinct from classical

vortices in a number of fundamental ways:

(i) The circulation around a quantised vortex must take on a discrete value

(as we will see in Chapter 2). Classical vortices, by contrast, have no such

restrictions on their velocity field and can thus have any value of circulation.

(ii) Quantised vortices are localised in space and have a well-defined core struc-

ture, whereas classical vortices are poorly defined and can exist in a variety

of forms.

(iii) Quantised vortices are topologically protected, meaning that they cannot be

locally removed from the system—they must either leave the fluid via the

boundary, or undergo an annihilation event (see Sec. 2.5.3). Classical vor-

tices, on the other hand, can dissipate via viscous action, thereby transferring

all of their energy into the surrounding fluid.
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The analogy between classical and quantum fluid flows will be revisited and

expanded upon in the context of turbulence in Chapter 3.

Quantised vortices were first conceptualised by Onsager [78] and Feynman [79]

over 60 years ago in the context of superfluid helium. Shortly thereafter, their

existence was confirmed experimentally by Vinen3 [82]. Throughout the half cen-

tury since, quantised vortices have been studied extensively in liquid helium [83],

and have also been identified in a vast number of other physical contexts [84],

such as superconductors [85], nonlinear optical fields [86–88], and free-electron

waves [89–91].

In the early days of atomic BEC, it was uncertain whether these systems should

exhibit superfluidity, and thus whether they could support quantised vortices

at all (see, e.g. Ref. [92]). However, in 1999, the possibility of these states

was confirmed experimentally by Matthews et al. [93]—an achievement that

marked the beginning of a new era in BEC research [see Fig. 1.1(a)]. In the

nearly two decades since, experiments and theoretical works investigating the

properties of vortices have proliferated [94,95]. There now exist a multitude of

experimental techniques with which vortices can be created, such as topological

phase imprinting [93,96], rotating [97,98] or oscillating [99–101] the external

potential, or stirring the cloud with a repulsive laser [102–104]. Vortices can also

form spontaneously via the Kibble–Zurek mechanism [105,106] during a quench

past the BEC phase transition [107], or when three or more condensate fragments

are interfered with one another [108].

Broadly speaking, early research on vortices in BECs focused on two problems:

the motion of a single vortex, and the formation of large vortex lattices. In a

harmonically trapped BEC, a solitary vortex was observed to orbit around the trap

centre [110]—behaviour well predicted by theory [111, 112]. The tilting [113,

114] and bending [115] of a vortex were also studied, and evidence was found

for the excitation of Kelvin waves along the filament of the defect [116] (see

Sec. 2.5.3.2). When the condensate was rapidly rotated, large numbers of vortices

were observed to form [97], and these were observed to arrange themselves

into a triangular Abrikosov lattice structure [117] to minimise their energy [see

Fig. 1.1(b)]. Lattices as large as ∼ 100 vortices were created [118,119], and their

3. The direct observation of quantised vortex lines in superfluid helium proved elusive, however,
due to their∼ 10−10 m core size. Two-dimensional images of vortices were obtained by Yarmchuk
et al. [80] in the late 1970s, although it was not until the mid-2000s that full three-dimensional
visualisation was first reported by Bewley et al. [81]. In both cases, the vortices were imaged
using micron-sized particles that tracked the vortex cores.
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(a) (b)

Figure 1.1: Experimental images of vortices in Bose–Einstein condensates,

adapted from Refs. [93,109]. The greyscale in each figure corresponds to the line

density of atoms integrated over the z-direction (perpendicular to the page), and

the vortices are visible as dark spots. (a) The first observation of a vortex in a

BEC by Matthews et al. [93]. (b) Two images of a vortex lattice from Ref. [109]
(note that the distance scale only applies to this frame). In the right hand figure,

a sinusoidal Tkachenko wave is visible across the lattice, highlighted with red

dashed lines.

excitations, known as Tkachenko oscillations [120,121], were probed by perturbing

the condensate [122,123]. Under certain regimes of forcing, it was shown that an

initially hexagonal lattice could be deformed into a square structure [124]. Rapidly

rotating condensates promised particularly interesting physical consequences due

to a prediction that the lattice would melt and give rise to quantum Hall-like

behaviour at extremely high rotation frequencies [125,126]. Due to experimental

limitations, however, this prediction has never been realised in the laboratory.

More recently, focus has shifted towards investigating the dynamics of small

numbers of vortices. Experimental observations of vortex–antivortex dipoles [102,

127–129] and clusters of two, three and four vortices [128,130–132] have taken

place. Such measurements have only been made possible in recent years by

advances in deterministically creating [133], manipulating [134] and imaging [127,

135] vortices in BECs. These experiments have been complemented by numerous

theoretical and computational studies examining both dynamics [136–140] and

stationary states [141–144] of vortex dipoles and small clusters. These few-vortex

configurations are of interest, in part, because of the potential insight they can

provide into the onset of chaos and turbulence.

Currently, the most pertinent topic of research involving vortices in BECs is

quantum turbulence [145–150]—a highly nonequilbrium dynamical state that cor-

responds to the chaotic motion of large numbers of vortex filaments, and features

a strong interplay between vortices and sound waves. Quantum turbulence has
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received significant attention both experimentally [101,103,151–155] and theoret-

ically [156–171] in recent years, and it is becoming clear that superfluids may help

us to shed light on the fundamental properties of hydrodynamic turbulence, which

remains poorly understood in contemporary physics. In analogy with classical

fluids, dimensionality has a significant effect on the turbulent behaviour, and our

focus on two dimensions leads to interesting properties such as Onsager vortex

clusters and negative absolute temperature states [78]. We will discuss quantum

turbulence, and introduce these concepts in detail, in Chapter 3.

1.3 Thesis scope and motivations
In this thesis, we investigate the dynamics of quantised vortices in trapped

two-dimensional Bose–Einstein condensates. Broadly speaking, we focus on two

disparate dynamical scenarios. Firstly, we study the motion of one- and two-vortex

configurations. In this regime, the dynamics are regular and the vortices follow

deterministic, periodic trajectories through the atomic cloud. As such, we place

emphasis here on precisely describing their orbital motion. By contrast, adding

more vortices to the system gives rise to chaos and turbulence—a subject that

constitutes the second major focus of our work. Due to the complexity of the

dynamics in this regime, we must resort to statistical measures, which ignore the

fine details of the system and instead capture only its coarse-grained behaviour.

We make use of a two distinct approaches to carry out our investigations. The

first of these is the Gross–Pitaevskii equation—the most widely used formalism for

modelling Bose–Einstein condensates. This model accurately describes the vortices

and their interactions with the embedding superfluid, and therefore contains the

essential physics of interest to us. We also employ a simplified point-vortex model

in which the vortices are approximated as particles with zero spatial extent. In this

approach, the vortex dynamics are described with a set of coupled ordinary differ-

ential equations, which include inter-vortex interactions and relevant boundary

conditions. This method, however, ignores the background superfluid, and hence

many fine details of the dynamics are lost. To ensure it is adequate in the sce-

nario being studied, we must therefore benchmark it against the Gross–Pitaevskii

equation.

We apply these models in two ways. The first is to predict dynamics: in each

approach, we input an initial vortex configuration and calculate the resulting

motion as a function of time. However, when the dynamics are turbulent, it

is also useful to characterise the behaviour of large vortex configurations using



1.4. Thesis overview 9

equilibrium Monte Carlo simulations. In this case, there are no dynamics—rather,

we set the approximate energy of the system, and determine the most probable

configuration of the vortices under that constraint.

The primary motivations of the research presented in this thesis can be sum-

marised as follows:

(i) In the few-vortex regime, we aim to describe exactly the motion of vortices

in a two-dimensional Bose–Einstein condensate.

(ii) In the many-vortex regime, our main goal is to characterise the dynamical

formation of large scale vortex clusters in two-dimensional quantum turbu-

lence. We wish to understand why it occurs, what properties of the system it

depends on, and how to quantify it. Where possible, we would also like to

identify features that are universal in 2D quantum turbulence, irrespective

of system properties such as geometry.

(iii) We aim, in part, to guide future experiments in the study of 2D quantum

turbulence. To facilitate this goal, we choose to simulate systems which are

either currently realisable in the laboratory, or will be in the near future.

1.4 Thesis overview
This thesis comprises ten chapters, the remaining nine of which are structured

as follows. Chapter 2 explains the essential theory relevant to the study of Bose–

Einstein condensates. The mean-field Gross–Pitaevskii equation is derived, and

a number of important results of this formalism are outlined. The existence of

quantised vortices is motivated from the theory, and many basic properties of these

topological defects are described in detail.

Chapter 3 presents a brief review of some key properties of turbulence in clas-

sical fluids. We highlight in particular the differences between two- and three-

dimensional hydrodynamic turbulence, with a focus on the statistical behaviour

in each case. We then introduce the concept of quantum turbulence, and em-

phasise the similarities and differences between turbulent behaviour in classical

fluids and superfluids. We also introduce the point-vortex model in the context

of 2D turbulence, and emphasise its aptitude for describing quantised vortices in

superfluids.

In Chapter 4, we specify the details of our numerical simulations—the discrete

representation of a continuous field, the algorithms used for performing numerical
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integration, and our specific implementation of them. We also describe how

vortices are detected and classified in our simulations, a step which is essential for

studying their dynamics and statistical behaviour.

Chapter 5 presents a study of the dynamics of one and two quantised vortices in

a trapped BEC. We derive an exact equation of motion for a vortex in a generally

nonuniform two-dimensional condensate, and show numerically that it describes

the motion of a single vortex in a trapped system more accurately than any other

approach that has been suggested in the literature. We then use our equation

of motion to derive a set of point-vortex equations for vortices in harmonically

trapped BECs, and show that our new model improves over those that have been

used in previous works.

Continuing the theme of few-vortex dynamics, we explore the motion of two

same-sign point-vortices in a harmonic trap in Chapter 6. We discover that a pre-

viously identified bifurcation in their dynamics is associated with an impenetrable

boundary in the phase space of possible initial conditions for the two vortices. On

each side of this boundary, we find that the vortex trajectories are topologically

distinct.

In Chapter 7, we begin our investigation of quantum turbulence in 2D trapped

Bose–Einstein condensates. We focus here on the effects of trapping geometry

with regards to the emergence of large scale Onsager vortex clusters, and find

that the standard harmonic traps used in experiments reduce the visibility of

these large scale clusters when compared with hard-walled uniform traps. We

also examine the microscopic processes underpinning the dynamics, and find that

vortex–antivortex annihilation is usually a three- or four-vortex event, a feature

that is reflected in the vortex number decay behaviour.

In Chapter 8, we use Monte Carlo simulations to identify a condensation process

that takes place for extremely high energy vortex configurations. We introduce a

new observable—the vortex condensate fraction—to quantify this condensation

process, which is in analogy with Bose–Einstein condensation of massive particles.

Using this observable, we are able to unambiguously distinguish between vortex

clustering and vortex condensation, which has not previously been achieved.

We also show that, unlike clustering, condensation does not take place in our

dynamical Gross–Pitaevskii simulations.

Chapter 9 introduces a new method of characterising turbulence in two-

dimensional fluids. For decades, Onsager’s vortex temperature parameter has

been discussed in the context of 2D turbulence, although it has never been mea-
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sured directly. Here, we suggest a new methodology for doing so, which requires

only the knowledge of the locations and signs of all vortices in the fluid. Using our

measurement technique, we are able to quantitatively demonstrate that vortex

evaporative heating is driving the system towards negative temperature states.

Finally, we summarise our results in Chapter 10, and provide a brief discussion

on future directions for this research.

1.5 List of publications
The results from a number of published and submitted papers are presented in

this work. The list of these is included below. Where I am not the first author of

the work, I outline my specific contributions.

• Chapter 5—Ref. [172]: A. J. Groszek, D. M. Paganin, K. Helmerson, and

T. P. Simula, ‘Motion of vortices in inhomogeneous Bose–Einstein condensates’,

Physical Review A 97, 023617 (2018).

• Chapter 6—Ref. [140]: A. V. Murray, A. J. Groszek, P. Kuopanportti, and

T. Simula, ‘Hamiltonian dynamics of two same-sign point vortices’, Physical

Review A 93, 033649 (2016). For this work, I contributed to the analysis of

the data, the discussion of results, and the preparation of the manuscript.

• Chapter 7—Ref. [169]: A. J. Groszek, T. P. Simula, D. M. Paganin, and

K. Helmerson, ‘Onsager vortex formation in Bose–Einstein condensates in

two-dimensional power-law traps’, Physical Review A 93, 043614 (2016).

• Chapter 8—Ref. [173]: R. Valani, A. J. Groszek, and T. P. Simula, ‘Condensa-

tion of Onsager vortices’, arXiv:1612.02930. For this work, I contributed to

the simulations, the analysis of the data, the discussion of results, and the

preparation of the manuscript.

• Chapter 9—Ref. [170]: A. J. Groszek, M. J. Davis, D. M. Paganin, K. Helmer-

son, and T. P. Simula, ‘Vortex thermometry for turbulent two-dimensional

fluids’, Physical Review Letters 120, 034504 (2018).





2
THEORETICAL BACKGROUND

This chapter outlines the theory underpinning both Bose–Einstein condensation

and superfluidity. We first define these two concepts in depth, before deriving

the mean-field Gross–Pitaevskii model which is used throughout this thesis to

simulate condensate dynamics. Following a brief discussion on some important

consequences of this theory, we rigorously introduce the concept of a quantised

vortex. Finally, we draw an analogy with classical fluids, and describe a number

of well-known dynamical processes involving quantised vortex lines.

2.1 Bose–Einstein condensation
All known elementary particles fall into one of two categories, depending on their

intrinsic angular momentum. Particles with integer spin are known as bosons, while

those with half-odd-integer spin are said to be fermions. Quantum mechanically,

these two species of particles behave very differently. When two identical bosons

are interchanged, their wavefunctionψ is unchanged (up to a phase factor of 2nπ,

with n ∈ Z):
ψ(r1, r2) =ψ(r2, r1). (2.1)

As a result, they obey Bose–Einstein statistics, and are able to occupy the same

quantum mechanical state (i.e. r1 = r2 is allowed). By contrast, the wavefunction

of two fermions is antisymmetric under their exchange:

ψ(r1, r2) = −ψ(r2, r1), (2.2)

and hence the overall phase is changed by (2n+1)π. Because of this, two fermions

cannot occupy the same state, since ψ(r, r) = −ψ(r, r) is only true for a vanishing

wavefunction. This property is known as Pauli exclusion, and more generally,

fermions are said to obey Fermi–Dirac statistics [174].

The possibility of Bose–Einstein condensation comes as a direct consequence of



14 2. Theoretical background

these quantum statistics. Einstein realised this in 1924–1925 [175,176], shortly

after Bose suggested applying the machinery of statistical mechanics to a gas of

quantised particles of light [177]. Einstein found that particles obeying Bose’s sta-

tistical framework are, by necessity, indistinguishable from one another, and hence

that there is no upper limit on the number of particles occupying a single quantum

state. As a result, he predicted that there exists a critical temperature below which

the particles form a ‘condensed substance’, as they begin to preferentially occupy

the lowest energy state. In modern terms, this degenerate quantum state is known

as a Bose–Einstein condensate—a state of matter in which the constituent particles

‘synchronise’ with one another to form a single macroscopic quantum object.

An alternative framework for describing the transition to BEC is in terms the

thermal de Broglie wavelength of the bosons. This quantity corresponds to the

characteristic extent of each bosonic wavepacket—as the de Broglie wavelength

grows, the wave nature of the particles becomes more apparent. The thermal de

Broglie wavelength is defined

λdB =
h

p

2πmkB T
, (2.3)

where h is Planck’s constant, kB is Boltzmann’s constant, m is the mass of the atoms,

and T is the temperature. In this picture, the critical temperature Tc corresponds

to the point at which λdB becomes greater than the mean interatomic spacing

n1/d , where d is the spatial dimensionality and n is the atomic density (with units

appropriate for d). Hence,

Tc ∼
h2n2/d

2πmkB
. (2.4)

At this temperature, the wavefunctions of the particles in the gas begin to overlap,

and thus their behaviour becomes correlated over large length scales.

One important feature of Bose–Einstein condensation is that the growth of the

condensate is a continuous function of temperature. For T > Tc, the condensate

fraction (the percentage of atoms that are condensed) is zero. Between T = Tc

and T = 0, the condensate fraction rises continuously to unity. In general, the

expression for the condensate fraction in an ideal gas (i.e. no interactions) is [10]:

N0

N
= 1−

�

T
Tc

�α

, (2.5)

where N0 is the number of atoms in the condensed state, N is the total number
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of atoms in the system, and α is a dimensionless parameter which depends on

physical properties such as dimensionality and geometry. For example, α= 3/2

for particles in a three-dimensional box. The effects of interactions also introduce

corrections to this expression [178]. In a dilute gas, any atoms in thermally excited

states are generally referred to as the thermal cloud, and their interaction with the

condensate atoms can have important implications for the behaviour of the BEC.

In experiments, it is common to reach condensate fractions beyond ∼ 0.9 [179].

2.2 Superfluidity
For over a decade following Einstein’s prediction of Bose–Einstein condensation,

it was thought that this phenomenon could only occur in ideal, non-interacting

gases, and hence that it had no implications for physically realistic systems [180].

It was not until 1938 that this idea was challenged, when London [181] first

suggested a link between BEC and the then recently discovered [182,183] phe-

nomenon of superfluidity in 4He. In the years following, a theoretical framework

emerged in which the connection between BEC and superfluidity became rigorously

established [184–188].

We now understand superfluidity to arise fundamentally from the interactions

between Bose–Einstein condensed particles, which allows them to acquire a macro-

scopically agreed upon phase. This gives rise to a variety of phenomena, such

as [146]:

(i) Frictionless flow below a certain critical velocity vc, determined by the Landau

criterion [185]:

vc =min
�

ε(p)
p

�

. (2.6)

Here, ε(p) is the dispersion relation, relating the energy ε of an excitation to

its momentum p. For flow rates above this velocity, it becomes energetically

favourable for the fluid to generate excitations, leading to dissipation.

(ii) Two-fluid behaviour, whereby the superfluid component (corresponding to

the condensed atoms) and the normal component (corresponding to the

excitations) appear to behave semi-independently. In the limit T → 0, the

superfluid fraction approaches unity, while for T > Tc, it vanishes1.

1. This two-fluid behaviour was recently demonstrated rather strikingly in an experimental ex-
amination of thermal counterflow, where the two components of the fluid move in opposite
directions in response to a temperature gradient [189].
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(iii) Rotation which is restricted to quantised vortex lines. This property will be

described in detail in Sec. 2.4.

However, the link between BEC and superfluidity is a subtle one. Although

a macroscopically occupied state is necessary for superfluidity to manifest, the

opposite is not true2. A simple example is the case of a BEC of non-interacting

particles, for which the dispersion relation takes the form of a free particle, ε(p) =

p2/2m. As a result, the critical velocity in Eq. (2.6) vanishes, and dissipationless

flow is forbidden. Hence, a superfluid can never form in such a system. It is

also incorrect to equate the superfluid fraction with the condensate fraction—in

superfluid helium, these can differ significantly. For example, as T → 0, the

superfluid fraction approaches 1 (as mentioned above), while the condensate

fraction is thought to only reach ∼ 0.1, due to a phenomenon known as quantum

depletion, which arises from the interactions [188].

2.3 Mean-field theory
2.3.1 The Gross–Pitaevskii equation

The standard theoretical approach used to predict the properties of a dilute gas

Bose–Einstein condensate at zero temperature is known as the Gross–Pitaevskii

equation [190,191]. In this description, the many-body quantum field operator

corresponding to the gas of bosons is replaced with a classical field, under the

assumption that the number of condensed particles is large. Here we present a

brief derivation of the model.

We begin with the second quantised Hamiltonian for an interacting Bose gas:

Ĥ =

∫

Ψ̂†(r, t)

�

−
ħh2

2m
∇2 + Vtrap(r, t)

�

Ψ̂(r, t)dr

+
1
2

∫∫

Ψ̂†(r, t)Ψ̂†(r′, t)Vint(r− r′)Ψ̂(r′, t)Ψ̂(r, t)drdr′. (2.7)

In this expression, Ψ̂(r, t) is the quantum field operator describing the gas of

bosons, Ψ̂†(r, t) is its Hermitian conjugate, Vtrap(r, t) corresponds to an externally

applied trapping potential, Vint(r − r′) is the interaction potential, ħh = h/2π is

the reduced Planck’s constant, and ∇2 is the Laplacian operator. In the first

integral, the Laplacian term corresponds to the kinetic energy of the bosons. In

2. Actually, ‘quasi-long-range’ order (and therefore superfluidity) is possible without BEC in 2D
systems below the Berezinskii–Kosterlitz–Thouless transition. However, given the lack of true
long-range order, the whole system cannot be considered to be a single BEC.
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general, the interactions may be strong (as is the case for liquid helium), making

the second term difficult to deal with. However, for a dilute gas BEC, we can

proceed by assuming that the interaction is short-ranged, and that the potential

can be reasonably approximated as a contact interaction. Therefore, we make the

approximation

Vint(r− r′)≈ gδ(r− r′), (2.8)

where the interaction parameter g is defined:

g =
4πħh2as

m
. (2.9)

Here, as is the s-wave scattering length, a physical constant describing the length

scale at which the contact interactions become relevant. In general, it is possible for

the scattering length to be negative, a scenario in which the interatomic interactions

are attractive3. Throughout this thesis, however, we will only be interested in the

case of repulsive interactions, where as > 0.

Substituting Eq. (2.8) into the Hamiltonian, we can integrate out the Dirac delta,

δ(r− r′) in the second term of Eq. (2.7), resulting in

Ĥ =

∫

Ψ̂†(r, t)

�

−
ħh2

2m
∇2 + Vtrap(r, t)

�

Ψ̂(r)dr

+
g
2

∫

Ψ̂†(r, t)Ψ̂†(r, t)Ψ̂(r, t)Ψ̂(r, t)dr. (2.10)

If we assume that the condensate mode is highly occupied, we can express the

total field operator as:

Ψ̂(r, t) =ψ(r, t) +δΨ̂(r, t) (2.11)

where the classical field ψ(r, t) ≡ 〈Ψ̂(r, t)〉 describes the condensate, while the

additional field operator δΨ̂(r, t) accounts for the fluctuations resulting from

excited atoms (by definition, 〈δΨ̂(r, t)〉 = 0). This decomposition is possible

because, when the condensate mode is highly occupied, the corresponding creation

and annihilation operators commute to good approximation, meaning that the

field behaves classically [7,186].

To determine how the field Ψ̂(r, t) evolves in time, we can use the Heisenberg

3. In this case, the atomic cloud becomes unstable and collapses when the atom number exceeds a
certain critical value, as has been observed experimentally [192].
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equation of motion:

iħh
∂

∂ t
Ψ̂(r, t) = [Ψ̂(r, t), Ĥ], (2.12)

where the square brackets here denote commutation. If we then apply the decom-

position Eq. (2.11), and assume that there are no atoms in thermally excited states

(i.e. T = 0), then we can ignore the δΨ̂(r, t) term entirely. Doing so, Eq. (2.12)

simplifies to the Gross–Pitaevskii equation (GPE):

iħh
∂

∂ t
ψ(r, t) =

�

−
ħh2

2m
∇2 + Vtrap(r, t) + g|ψ(r, t)|2

�

ψ(r, t). (2.13)

By convention, ψ is normalised to the number of atoms N in the condensate4,

i.e.
∫

|ψ(r, t)|2 dr = N , meaning that the particle density of the gas is now given by

n(r, t) = |ψ(r, t)|2. Evidently, the GPE takes the form of a nonlinear Schrödinger

equation, where the nonlinearity arises from the atomic interactions. By conven-

tion, the field ψ is usually referred to as the macroscopic wavefunction or the order

parameter of the condensate.

2.3.2 The two-dimensional Gross–Pitaevskii equation

Since our focus for the majority of this thesis will be restricted to two-dimensional

systems, we must make a slight adjustment to Eq. (2.13) by making the replace-

ment g → g2D. The effective two-dimensional interaction parameter g2D is ob-

tained by integrating the three-dimensional parameter over the z-coordinate:

g2D = g
∫

|ψz(z)|4dz, where we have decomposed the field such that ψ(x , y, z) =

ψ2D(x , y)ψz(z). If the fluid density is uniform in the z-direction and has a spatial

extent of lz, then g2D = g/lz. Beyond this chapter, when we refer to ψ(r, t) and g,

we will actually mean ψ2D(x , y, t) and g2D; however, for brevity we will drop the

subscripts. We also take the convention
∫

n(r, t)dr= 1, and hence g2D→ g2DN .

2.3.3 Energy and chemical potential

The energy functional corresponding to the GPE, Eq. (2.13), is given by:

E [ψ(r, t)] =

∫ �

ħh2

2m
|∇ψ(r, t)|2 + Vtrap(r, t)|ψ(r, t)|2 +

g
2
|ψ(r, t)|4

�

dr. (2.14)

4. Note that now N = N0, since T = 0, and we are assuming that the effects of quantum depletion
are negligible [8].
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Under evolution of Eq. (2.13), this quantity is conserved. It is often useful to

consider the separate contributions to this equation, which we define as

EK(t) =

∫

ħh2

2m
|∇ψ(r, t)|2 dr (2.15a)

EP(t) =

∫

Vtrap(r, t)|ψ(r, t)|2 dr (2.15b)

EI(t) =

∫

g
2
|ψ(r, t)|4 dr, (2.15c)

the kinetic, potential, and interaction energies, respectively.

Another quantity of relevance is the chemical potential µ, defined µ≡ ∂E/∂N

(the amount of energy which would be created by adding a single particle to

the system). If ψ is stationary [i.e. ψ(r, t) =ψ(r)exp(−iµt/ħh)], then Eq. (2.13)

reduces to:

µψ(r) =

�

−
ħh2

2m
∇2 + Vtrap(r) + g|ψ(r)|2

�

ψ(r), (2.16)

the stationary GPE, with ‘eigenvalue’ µ5. Comparing Eqs. (2.16) and (2.14), it can

be seen that the chemical potential of a stationary solution can be expressed as an

identity:

µ=
1
N
(EK + EP + 2EI) . (2.17)

It is also worth noting that, in a uniform system, the kinetic and potential terms in

Eq. (2.16) vanish, leaving µ = gn for a stationary solution. Even for a nonuniform

system, it is often worth considering the ‘local’ chemical potential µ(r) = gn(r),

which may vary as a function of space.

2.3.4 The Thomas–Fermi approximation

We can also use the GPE to approximate the shape of the ground state con-

densate within a trapping potential when the number of particles is very large.

As N is increased, the condensate begins to extend spatially due to the repulsive

interactions, and eventually the spatial variation of the wavefunction decreases

enough for the kinetic energy term in the GPE to become negligible compared

to the potential and interaction terms. This limit is known as the Thomas–Fermi

5. Strictly speaking, this is not a true eigenvalue equation, since the ‘eigenstate’ ψ(r) appears in
the nonlinear term.
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x
0 R-R

n(x)

no

Figure 2.1: A one-dimensional slice through the ground state density profile for

a harmonically trapped two-dimensional Bose–Einstein condensate, with g2D ≈
500ħh2/m. The blue line shows the numerically obtained ground state using the

Gross–Pitaevskii equation, while the black dashed line shows the Thomas–Fermi

approximation, Eq. (2.21).

approximation6. Using Eq. (2.16), this leaves

µ= Vtrap(r) + gn(r), (2.18)

which can be rearranged to give a prediction for the density profile

n(r) =
1
g

�

µ− Vtrap(r)
�

Θ
�

µ− Vtrap(r)
�

, (2.19)

where Θ(x) is the Heaviside step function. In this approximation, the density is

zero whenever Vtrap(r)≥ µ.

The most commonly used configuration is a harmonic trap, for which the poten-

tial takes the form

Vtrap(r) =
1
2

m
�

ω2
x x2 +ω2

y y2 +ω2
z z2
�

, (2.20)

whereωi is the trapping frequency for the dimension i ∈ {x , y, z}, which determines

the extent of the cloud in that direction (a higher frequency corresponds to a

stronger confinement). For an isotropic trap, ωi =ω, and Eq. (2.19) reduces to

n(r) =
1
g

�

µ−
1
2

mω2r2
�

, r ≤ R,

= n◦

�

1−
r2

R2

�

, r ≤ R, (2.21)

6. Note that this approximation requires as > 0.
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where n◦ ≡ µ/g, and µ = mω2R2/2, since n(R) = 0 by definition. The length scale

R is commonly referred to as the Thomas–Fermi radius. A comparison between

the approximation, Eq. (2.21) and the numerically calculated ground state density

in a harmonically trapped BEC is shown in Fig. 2.1. There is a minor discrepancy

between the two near x = ±R, which becomes more pronounced as N is decreased.

2.3.5 The healing length
In addition to the characteristic size R of the atomic cloud and the scattering

length as, there is another intrinsic length scale of fundamental relevance to BEC

physics. This scale, known as the healing length ξ, is the distance over which the

condensate returns to its background value if forced to zero (for example, at a

sharp boundary, or at the core of a vortex—see Sec. 2.4.2). The healing length

can be determined by equating the kinetic and interaction energies:

ħh2

2mξ2
= gn, (2.22)

resulting in

ξ=
ħh

p

2mgn
. (2.23)

If the density varies over this length scale, the total energy generated by the

perturbation is minimised, since there are energy costs associated with creating

both density (interaction energy) and density gradients (kinetic energy). In an

experimental setup, the ratio of relevant length scales is typically on the order of

n(x)

no

x
xo R0

Figure 2.2: A one-dimensional slice through the condensate density for a system

with a vortex located at x◦. The black dashed line shows the analytical approxi-

mation of the core shape, Eq. (2.41). For x > R, there is a sharply rising external

potential, forcing the condensate density to zero.
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R/ξ∼ 10–100. Figure 2.2 depicts a one-dimensional slice through a condensate

that contains a vortex at x◦, and has a strong external potential for x > R. Both

density variations occur over the order of a few healing lengths.

2.3.6 Excitations
As well as topological excitations such as vortices and solitons, BECs give rise

to quasiparticle7 excitations, whose energy is given in a uniform system by the

Bogoliubov excitation spectrum [186]:

ε(p) =

�

p2

2m

�

p2

2m
+ 2gn

��1/2

. (2.24)

Here, the quasiparticle with momentum p has wavenumber k = p/ħh, or equiva-

lently, wavelength λ= 2π/k. In the limit of small p, Eq. (2.24) reduces to

ε(p)≈ p
s

gn
m
= pcs, (2.25)

which is a phonon-like dispersion relation, expressed in terms of the speed of sound:

cs =
s

gn
m
=

1
p

2

ħh
mξ

. (2.26)

Hence, long wavelength excitations behave like sound waves traveling at velocity

cs. In the contrasting limit of large p, the dispersion relation (2.24) becomes

ε(p)≈ p2/2m+ gn, (2.27)

which is the characteristic spectrum of a free particle, but with a mean-field shift

gn added. Hence, short wavelength quasiparticles behave as free particles.

Applying the Landau criterion, Eq. (2.6), we note that the critical velocity at

which excitations become energetically favourable is:

vc =min
�

ε(p)
p

�

=min
�

pcs

p

�

= cs. (2.28)

Hence, in a dilute gas BEC, the critical velocity for the onset of dissipation is equal

to the speed of sound, and superfluidity is possible, since cs > 0.

7. A quasiparticle is an emergent phenomenon, usually arising in condensed matter systems, which
behaves in many ways as if it were a particle.
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2.4 Quantised vortices

As discussed in Chapter 1, this thesis will be largely focused on quantised vortices

in BEC systems. We show here that these topological structures emerge naturally

in BECs as a consequence of the fact that the condensate can be described with a

single macroscopic classical field ψ. Many of the properties of quantised vortices

are also straightforward to derive from the mean-field theory outlined above, as

we will show here.

2.4.1 Properties of the superfluid flow

2.4.1.1 The superfluid velocity

We begin by writing the continuity equation for the particle density,

∂n(r, t)
∂ t

+∇ · j(r, t) = 0, (2.29)

where j is the current density, defined by:

j(r, t) =
iħh
2m
[ψ(r, t)∇ψ∗(r, t)−ψ∗(r, t)∇ψ(r, t)] , (2.30)

whereψ is the classical field describing the condensate within the Gross–Pitaevskii

framework. We can decompose the complex valued field ψ into its amplitude
p

n

and phase φ using the Madelung transformation:

ψ(r, t) =
Æ

n(r, t)eiφ(r,t). (2.31)

Substituting this into Eq. (2.30) leads to an expression for the velocity v s of the

superfluid:

v s(r, t) =
j(r, t)
n(r, t)

=
ħh
m
∇φ(r, t). (2.32)

Hence, the superfluid flows along gradients in the phase of the wavefunction.

Consequently, φ can be considered as a potential that gives rise to the velocity. It

should be noted that this velocity does not describe the motion of the atoms in the

condensate. Rather, the superfluid velocity should be thought of as the velocity at

which an object immersed in the superfluid would be advected. Eq. (2.32) has far

reaching consequences for the types of flows which are physically allowed in a

superfluid, as we discuss below.
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2.4.1.2 Quantisation of circulation

Firstly, if we calculate the circulation Γ around any closed contour C in the fluid,

it follows from the single-valuedness of the field ψ that

Γ ≡
∮

C
v s · dl=

ħh
m

∮

C
∇φ · dl=

ħh
m

2πs = κs, (2.33)

where s ∈ Z, and we have defined the quantum of circulation κ= h/m. Thus we

find that the circulation must be quantised in units of κ around any closed loop

in the superfluid. In other words, any vortices present in the superfluid must be

quantised—as a path is traversed around the vortex, the accumulated phase must

be equal to a multiple of 2π. The quantity s, which determines the number of

2π phase windings, is usually referred to as the winding number or the charge of

the vortex. By convention, a vortex with negative circulation is often referred to

as an antivortex. At the vortex core, the phase exhibits a singularity, and hence

the wavefunction is forced to vanish there to avoid becoming multi-valued. This

geometric requirement reflects the topological nature of quantised vortices; a

feature not shared by vortices in classical fluids.

2.4.1.3 Irrotational flow

A second consequence of Eq. (2.32) is that, wherever the phase is non-singular,

the vorticity ω vanishes:

ω(r, t)≡∇× v s(r, t) =
ħh
m
∇×∇φ(r, t) = 0, (2.34)

and the velocity field is said to be irrotational. However, if there is a vortex line

aligned with the z-axis and centred at r⊥◦ = (x◦, y◦), then the vorticity can be

determined by applying Stokes’ theorem to Eq. (2.33), using a contour C in the

xy-plane with areaA that surrounds the core:

∮

C
vs · dl=

∫

A
(∇× v s) · dA= κs, (2.35)

which suggests that

ω=∇× vs = κsẑδ(r⊥ − r⊥◦), (2.36)

due to the phase singularity at the centre of the vortex. Thus, the vorticity of the

fluid is confined to the cores of vortices, and vanishes everywhere else.
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2.4.1.4 The vortex velocity field
Eq. (2.33) can also be used to determine the velocity field produced by the

vortex, assuming azimuthal symmetry around the core:

∮

C
v s · dl= vsθ̂ · 2πrθ̂ = κs, (2.37)

where C is chosen to be a circular contour centred on the vortex, and θ̂ is the unit

vector pointing tangentially to the contour at every point. This can be rearranged

to give the velocity around the vortex:

v s(r) =
ħh
m

s
r
θ̂ . (2.38)

Although the velocity diverges as r → 0, the mass current j does not blow up, since

the density n drops to zero at the core of the vortex.

2.4.2 Vortex energetics
The velocity field, Eq. (2.38), associated with a vortex produces kinetic energy

throughout the condensate, which can be determined by substituting a vortex

ansatz wavefunction into the kinetic energy integral in Eq. (2.15a). Using cylin-

drical co-ordinates, we choose a wavefunction of the form

ψ(r,θ , z) =
p

ñ f (r)eisθ , (2.39)

which corresponds to a vortex of circulation s, located at the origin, and embedded

in a uniform superfluid with background density ñ. The dimensionless function

f (r) describes the vortex core shape. The kinetic energy per unit length is then:

εK =

∫

ħh2

2m
|∇ψ|2 dr=

ħh2ñ
2m

∫ �

�

d f
dr

�2

+ s2 f 2

r2

�

dr. (2.40)

The first term is the energy associated with the shape of the vortex core, while the

second corresponds to the energy of the vortex velocity field. The function f that

minimises this energy for a singly quantised vortex has the approximate form

f (r) =
r

p

r2 + 2ξ2
. (2.41)

In the limit r → 0, this function linearly approaches zero, while f → 1 for r � ξ
(i.e. the density returns to its background value far from the core). Figure 2.2 shows
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the function n(r) = f 2(r), which compares well with the numerically obtained

core shape.

In a uniform system, the integral Eq. (2.40) is unbounded, and hence the energy

is infinite; however, it is still useful to consider the energy within some finite

region from the vortex core, particularly since any real system will have some

characteristic size R. We therefore integrate Eq. (2.40) between the approximate

vortex core size, |s|ξ, and the length scale R. For large enough R, the contribution

from the first term in the integral becomes negligible, and hence:

εk ≈
ħh2ñ
2m

∫ R

|s|ξ
s2 f 2

r2
r dr

≈ s2πħh
2ñ

m
log

�

R
|s|ξ

�

. (2.42)

Due to the multiplicative factor of s2, this expression predicts that a vortex with |s|>
1 charge quanta will be energetically unfavourable and should therefore decay into

|s| singly charged vortices (since circulation must be conserved). This phenomenon

has been observed in experiments [193] and described theoretically [92, 194].

There are, however, specific circumstances in which multiquantum vortices may

remain stable [92,195,196].

2.5 Quantum hydrodynamics

In this thesis, we will explore the relationship between quantum and classical

fluids, and draw analogies between the two. To facilitate the comparison between

these systems, we can begin by expressing the Gross–Pitaevskii equation in the

so-called hydrodynamic form, which reveals a close resemblance to the equation

of motion for an ideal classical fluid. In addition, we can consider the dynam-

ical behaviour of vortices in each type of fluid, which again bear some striking

similarities.

2.5.1 Hydrodynamic Gross–Pitaevskii equation

The Gross–Pitaevskii equation can be expressed in hydrodynamic form by sub-

stituting the Madelung transformation, Eq. (2.31), into Eq. (2.13), and separating
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out the real and imaginary parts of the result. This leaves two coupled equations:

∂v s

∂ t
= −∇

�

1
2

v2
s +

1
m

Vtrap +
1
m

gn−
ħh2

2m2

∇2pn
p

n

�

∂n
∂ t
+∇ · (nv s) = 0.

(2.43)

The first equation is the Euler equation for the fluid. It is effectively Newton’s

second law applied to a parcel of fluid, and expresses the force experienced by

that portion of fluid as the negative gradient of an effective potential energy (the

term in brackets). The second equation is simply the continuity equation for the

density, Eq. (2.29), which ensures that particle number is conserved. In Chapter 3,

we will introduce the equations of motion for a classical incompressible fluid, and

see that they are almost equivalent to these [see Eq. (3.3)]. The only differences

are the condition of irrotationality, ∇× v s = 0 (except within vortex cores), and

the addition of the quantum pressure term in Eq. (2.43) (the last term on the

right hand side of the upper equation), which appears in a BEC due to the fluid

compressibility.

2.5.2 The Helmholtz decomposition

One important difference between dilute gas BECs and many classical fluids

is that the former are highly compressible. It is therefore useful to separate the

velocity field v s into its incompressible and compressible components, v i
s and v c

s ,

respectively. This is done by applying a Helmholtz decomposition:

v s = v i
s + v c

s , (2.44)

where ∇ · v i
s = 0 and ∇× v c

s = 0, by definition. The incompressible component

v i
s can be thought of as pertaining to the velocity fields produced by vortices,

while the compressible part v c
s corresponds to the velocity field of the phonons.

In doing so, we can also decompose the kinetic energy, Eq. (2.15a), into three

contributions:

EK =

∫ �

1
2

mnv2
s +
ħh2

2m
|∇
p

n|2
�

dr

=

∫ �

1
2

mn(v i
s)

2 +
1
2

mn(v c
s)

2 +
ħh2

2m
|∇
p

n|2
�

dr, (2.45)
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where in the second line we have used the fact that v i
s · v

c
s = 0. It is then natural

to define

E i
K =

1
2

m

∫

n(v i
s)

2 dr (2.46a)

Ec
K =

1
2

m

∫

n(v c
s)

2 dr (2.46b)

Eq
K =
ħh2

2m

∫

|∇
p

n|2 dr, (2.46c)

which are, respectively, the incompressible, compressible and quantum pressure

contributions to the kinetic energy.

2.5.3 Vortex dynamics
Given that vortex dynamics are the focus of this thesis, it is worth providing a

brief overview of some basic dynamical processes involving these topological de-

fects. The concepts presented here can be thought of as the ‘archetypal’ dynamical

processes involving vortices, which will form the basis of the more complicated

dynamics that we will be examining throughout this thesis.

2.5.3.1 Interactions between vortices
In an infinite three-dimensional system containing quantised vortex filaments

of circulation κ (which is otherwise homogeneous), velocity fields produced by

the vortices will permeate the entirety of space. The velocity at a given point r

can be approximated using the Biot–Savart law:

v s(r) =
κ

4π

Nv
∑

j

∫

L j

(r′ − r)× dr′

|r′ − r|3
, (2.47)

which effectively inverts the curl in Eq. (2.36) (this assumes that the vortex cores

are infinitesimally thin). The integral here is taken over all vortex lines in the

system, denoted by L j, where j ∈ {1, 2, 3, . . . , Nv} is an index for each vortex line.

Every point along a given vortex filament moves with the background superfluid

velocity v s, as determined by Eq. (2.47). Given that vortices can bend in 3D, the

velocity at any point on a vortex line is affected not only by all points along all

other vortices, but also by all other points along the same line. This is depicted in

Fig. 2.3(a), which shows how a vortex filament can be affected by itself and by

another vortex.

In two dimensions, the problem is simplified, as the vortices are reduced to
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(a) (b) (c)

vs

Figure 2.3: Schematic diagram of basic vortex motions. (a) Two vortex filaments

in 3D interact. The dashed lines indicate that the velocity at the highlighted point

is determined not only by all points on the other vortex, but also by all other

points on the same vortex line. (b) The motion of a vortex (blue) and antivortex

(green) in 2D. The velocity fields are shown in the corresponding colours, and the

direction of motion is indicated by the red lines. (c) The motion of two same-sign

vortices in 2D.

points (alternatively, vortices in 3D become effectively two-dimensional if they are

all aligned with, say, the z-axis). The velocity at any point in space then simply

becomes a discrete sum over the velocity fields produced by every vortex:

v s(r) =
κ

2π

Nv
∑

j

s j ẑ×
r− r j

|r− r j|2
, (2.48)

where the vortices are located at positions {r j} and have charges {s j}, with

j ∈ {1,2,3, . . . , Nv}. From this expression it is straightforward to show two

archetypal forms of vortex interaction: a vortex dipole (consisting of a vortex

and an antivortex) will travel in a straight line perpendicular to their shared axis

[Fig. 2.3(b)], and a pair of same-sign vortices will co-rotate about their centre of

mass [Fig. 2.3(c)]. The instantaneous velocity in each case is v = ħh/md, where d

is the separation between the two vortices.

Equations (2.47) and (2.48) form the basis of two simplified models of vortex

dynamics: the vortex filament model (in 3D), and the point-vortex model (in 2D),

respectively. These models have been applied in the context of both classical and

quantum turbulence. In the former case, true vortices are not line- or point-like

objects, and hence these models are a vast oversimplification. In superfluids, how-

ever, quantised vortices may be well approximated as lines or points at distances far

from the vortex core. As such, there is hope that vortex filament and point-vortex

approaches will prove more fruitful in the latter case. Although we will not discuss

the vortex filament model further, the point-vortex model is introduced in detail

in Sec. 3.2.
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It is worth noting that even an isolated vortex can move. In an infinite uniform

system, a lone straight vortex will be stationary. However, if there are local density

gradients or boundaries, motion can be induced. An analysis of this behaviour

forms the basis of Chapter 5.

2.5.3.2 Kelvin waves
In three dimensions, vortex filaments in both classical and quantum fluids can

exhibit excitations known as Kelvin waves [197]. These are helical deformations

of the vortex line, with frequency ω given by the dispersion relation [83]

ω(k)≈ −
κk2

4π
log

�

1
kξ

�

, (2.49)

where k = 2π/λ is the wavenumber associated with the Kelvin wave of wave-

length λ. Figure 2.4 shows an example of a Kelvin wave propagating along a

vortex filament, with rotation direction opposite to that of the vortex. Indirect evi-

dence for these oscillations in superfluid helium was first obtained by Hall [198],

although more recently, direct visualisation of the core deformation has been

possible [199]. In 2D systems, all Kelvin wave modes except those of the lowest

order are suppressed8. It is this ‘anomalous’ mode that gives rise to the motion of

a single vortex in a two-dimensionally trapped Bose–Einstein condensate [200]

(see Chapter 5). We will also revisit the concept of Kelvin waves in Sec. 3.3 in the

context of quantum turbulence.

2.5.3.3 Vortex–sound interactions
When a vortex filament in a superfluid accelerates, it can emit sound waves,

thereby converting incompressible into compressible kinetic energy. This process

is relevant when multiple vortices approach one another at short distances (see,

e.g. [201]), or when a vortex approaches a fluid boundary. Given that both of

these processes regularly occur in quantum turbulence, vortex–sound interactions

play a large role in this context.

The reverse process is also possible, whereby vortices absorb energy from the

sound field [202,203]. However, sound absorption by vortices is understood to play

a much smaller role than emission in most dynamical processes. This is especially

true in trapped systems, since any sound waves that are produced are repeatedly

reflected from the boundaries, eventually resulting in an incoherent background

8. If the endpoints of the vortex line are fixed, the lowest order mode has wavenumber k = 1/πL,
where L is the length of the vortex.
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Figure 2.4: Depiction of a Kelvin wave along a three-dimensional vortex filament.

The black dotted line indicates the direction of rotation for the helical wave, which

is opposite to the circulation of the vortex.

which effectively produces Brownian motion of the vortex line. It is also possible

for strong sound waves to cause pair creation events, where vortex rings (in 3D)

or dipoles (in 2D) form spontaneously [204]. These processes highlight the strong

interplay between vortex and sound excitations in a BEC, which takes the role of

viscosity in a classical fluid, as we will discuss in Sec. 3.3.

2.5.3.4 Vortex reconnection and annihilation
In three dimensions, when two vortices of locally opposite circulation approach

one another, it is possible for a reconnection event to take place. When this occurs,

the two vortices rapidly approach one another, exchange line ends, and then recoil

at high velocity. In the process, Kelvin waves are excited along the filaments, and

sound waves are emitted [205,206]. A reconnection event is depicted in Fig. 2.5.

Vortex reconnection is also possible in classical fluids, although the process is

driven by viscous effects, and cannot occur in the idealised case where these

are ignored. Thus, we see that, despite the vanishing kinematic viscosity of the

superfluid, the excitation of sound and Kelvin waves act as an effective energy

sink for the reconnection mechanism.

In two dimensions, vortex reconnection reduces to vortex–antivortex annihila-

tion, an event where two vortices of opposite circulation approach one another,

following a straight trajectory at high velocity, as depicted in Fig. 2.3(b). Once

the distance between them decreases beyond a critical value, the pair forms a

vortexonium [169] or Jones–Roberts soliton [207]—a localised rarefaction pulse,

and the two phase singularities disappear. This vortexonium state can be sustained
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(a) (b)

Figure 2.5: Reconnection of two vortex filaments in three dimensions. (a) The

two vortices just before reconnection, with circulation directions indicated; (b)

the two vortices reconnect and move apart at high velocity, exciting Kelvin waves

and emitting sound in the process.

for an extended period of time, and eventually decays via sound emission9. At

zero temperature, the emission of sound must be catalysed by a collision with

either another vortex or a boundary, as we discuss in detail in Chapter 7.

9. It can, however, also reform into the vortex–antivortex pair.



3
TURBULENCE

This chapter begins with a brief digression from Bose–Einstein condensate

physics, and instead discusses some important aspects of classical hydrodynamic

turbulence theory. We outline a number of known statistical features of turbulence,

with a particular focus on cascade processes that are understood to take place

in the dynamics. We draw a clear distinction between the cases of three- and

two-dimensional turbulence, which display markedly different physics due to the

existence of additional conservation laws in the latter case when viscosity is taken

to zero. We also describe a simplified model of point-vortices, which becomes

applicable in the limit of a dilute configuration of 2D classical vortices. We then

return our focus to superfluids, and establish the current base of knowledge

regarding turbulence in these systems. In similarity to the classical case, we again

emphasise the role of dimensionality on the observed behaviour of the turbulence.

3.1 Classical turbulence

3.1.1 Overview
The phenomenon of hydrodynamic turbulence is ubiquitous throughout physics:

the formation of galaxies, the geophysical currents of oceans and atmospheres, the

flow of blood through an animal’s circulatory system, and the stirring of a cup of

coffee are all examples in which turbulence plays a significant role in the transport

of matter, energy and momentum throughout a classical fluid. The scientific

study of this universal physical process dates back at least as far as Leonardo

da Vinci, who made sketches depicting eddies of circulating flow spanning a

range of length scales. This self-similarity across length scales recognised by

da Vinci is a fundamental feature of turbulence, and acts as a foundation upon

which much of the contemporary understanding of the problem is built. Although

our comprehension of fluid dynamics has developed significantly in the time

since da Vinci’s rudimentary observations, hydrodynamic turbulence remains a
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fundamentally unsolved problem in the sense that physical predictions of dynamics

cannot be made, in general, from first principles. As such, turbulence is still an

active area of research.

Perhaps surprisingly, even a strict definition of turbulence still eludes fluid

dynamicists. Most often, rather than being defined, turbulence is described in

terms of the properties it universally displays. A short list might include (i) strong

variability, both spatially and temporally; (ii) ubiquity across length scales; and (iii)

a sensitive dependence to initial conditions [208,209]. This list is not exhaustive,

and many more properties could be included. It does, however, capture the

basic essence of turbulence: a complicated, seemingly random amalgamation of

circulating fluid flows across many length scales.

Naturally, one might ask why turbulence is a problem worth studying at all.

Quite apart from the motivations of a fundamental scientist to uncover the laws

governing the universe, there are many more practical reasons to study turbulence,

since it plays a substantial role in countless engineering applications. For example,

the flow of fluids through pipelines, the aerodynamical properties of vehicles, and

the efficiency of turbines are all impacted by the presence of turbulence. In such

cases, turbulent motion serves to reduce the efficiency of the technology, and must

therefore be minimised. By contrast, there are also applications in which turbulence

is exploited, since it facilitates the rapid transport of energy, momentum and mass

throughout the fluid. This is particularly useful in cases where the aggregation

of multiple fluids is required, such as in combustion engines [210], or industrial

mixing applications [211].

Any theoretical description of fluid dynamics usually begins with the Navier–

Stokes equation, which describes the evolution of an incompressible Newtonian

fluid, and takes the form:

ρ
∂v
∂ t
= −ρ (v · ∇) v −∇p+ρν∇2v + f. (3.1)

This equation governs the dynamics of the velocity field v(r, t) of the fluid, which

has constant density ρ, pressure p(r, t) and kinematic viscosity ν under external

forcing f(r, t). It is essentially a statement of Newton’s second law for an infinitesi-

mal parcel of fluid: on the left hand side is the net force on the fluid parcel, and

on the right are the inertial, pressure, viscous and external contributions to the

force, respectively. For a fluid to be incompressible (i.e. one whose density is not
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affected by changes in pressure)1, the velocity field must obey the condition

∇ · v = 0. (3.2)

It is widely accepted that Eq. (3.1) may describe all of classical hydrodynamic

turbulence, although attempts to extract information directly from it generally

prove futile (except via direct numerical simulation).

In the case of an idealised classical fluid with zero thermal conductivity and

zero viscosity2, the Navier–Stokes equation reduces to the Euler equation:

∂v
∂ t
− v × (∇× v) = −∇

�

1
2

v2 +
1
ρ

Vext +
1
ρ

p
�

, (3.3)

where we have defined f = −∇Vext. Comparing Eqs. (3.3) and (2.43), we can

immediately see the similarities between classical and quantum fluid dynamics.

As discussed in Sec. 2.5.1, the differences between these equations arise from the

compressibility and irrotationality of superfluid flows.

The difficulty in understanding turbulence appears directly in the Navier–Stokes

equation: the convective contribution to the fluid forcing introduces strong non-

linearity into the problem, thereby making a solution for v(r, t) analytically in-

tractable, in general. Even direct numerical simulation of Eq. (3.1) is difficult due

to the range of length scales necessary to be modelled [208]. Therefore, rather

than trying to understand the microscopic details of the problem, it is often more

useful to take a broader approach, and instead study turbulence from a statisti-

cal viewpoint. Historically, this strategy has proved fruitful, and many (nearly)

universal properties of turbulence have been discovered this way.

3.1.2 Statistical properties of classical turbulence

3.1.2.1 Reynolds number

A turbulent flow can be parameterised in terms of a dimensionless quantity

known as the Reynolds number [212,213],

Re=
LU
ν

, (3.4)

1. No fluid is truly incompressible, but for most classical liquids—and in some cases gases—it is
an exceptionally good approximation.

2. Note that here we are not describing a superfluid. Rather, we are considering an ‘ideal’,
frictionless classical fluid.
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Re ~ 2000
(d)

Re ~ 105
(c)

Re ~ 1.54
(a)

Re ~ 26
(b)

Figure 3.1: The characteristic flow of a fluid past a cylinder at particular values

of the Reynolds number (in each frame, the flow is moving left to right). (a) For

Re ® 5, the flow is laminar. (b) Two counterrotating vortices are formed in the

wake of the cylinder when Re∼ 20. (c) A vortex street emerges at Re∼ 100. (d)

A turbulent wake emerges visible for Re¦ 103. Images adapted from Ref. [214].

which is dependent on the characteristic length (L) and velocity (U) scales relevant

to the motion. This parameter is a measure of the ratio of the inertial and viscous

forces governing the flow. Remarkably, the Reynolds number alone is sufficient

to estimate the behaviour of the flow of an incompressible fluid for a particular

choice of geometry, regardless of the values chosen for L and U3. The Reynolds

number therefore exemplifies the scale invariant nature of turbulent phenomena,

since the same value of Re can be obtained for a variety of system parameters.

To demonstrate the properties of fluid flow at varying Reynolds number, it is

informative to consider the flow of a fluid past a cylindrical obstacle, as shown in

Fig. 3.1. In this example, the velocity U is the flow velocity from the left side of

each frame, while the scale L is given by the size of the cylinder. It can be seen in

panel (a) that, for small Reynolds numbers, the flow is laminar—it is steady and

predictable, and the streamlines are locally parallel. As the Reynolds number is

increased, vortices begin to form behind the object [panel (b)], and eventually a

von Kármán vortex street emerges [panel (c)], which consists of a series of vortices

of alternating circulation. In panel (d), turbulence becomes visible in the wake of

the cylinder. This behaviour arises from the no-slip condition along the surface of

3. More generally, it should be considered alongside the Mach number, Ma = U/cs, where cs is the
speed of sound in the medium. This gives a measure of the degree of compressibility of the
fluid—for Ma® 0.3, the fluid is well approximated to be incompressible.
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the cylinder, which ensures the fluid velocity vanishes there. Loosely speaking, the

Reynolds number can be thought of as a measure of the ‘degree’ of turbulence—as

Re increases, the turbulence becomes stronger and, importantly, involves an ever

larger range of length scales.

3.1.2.2 The energy cascade
In 1922, Richardson [215] introduced the concept of the energy cascade to the

problem of turbulence. His idea hinged on the same observation that had been

made by da Vinci centures earlier—that turbulence is fundamentally comprised of

self-similar behaviour across a range of length scales. Specifically, he proposed

that any large scale motion of the fluid should gradually break down into smaller

scale flows, and hence that energy should ‘cascade’ towards the smallest available

length scales in the system, where it could be dissipated via viscous action.

It was not until 1941 that Kolmogorov [216] and Obukhov [217] were able to

adapt this concept into a more concrete and quantitative prediction of turbulence.

In his seminal work, Kolmogorov put forward a collection of ideas regarding the

energy cascade process which have, by and large, stood the test of time. Loosely,

these can be summarised as follows [208,216,218].

Suppose we have a fluid, which we are stirring at some (presumably large)

length scale l◦ and producing turbulence. Richardson’s cascade process should

transport the energy to small scales, all the way down to the length scale η at which

dissipation can begin to take effect. Kolmogorov postulated that, below some small

length scale lEI (with η� lEI� l◦), the turbulence should become locally isotropic—

that is, it should have ‘forgotten’ about the details of the largest scale features, such

as the stirring and the boundaries. As a result, the symmetries that were broken at

those scales should be restored, and any chosen subdomain of the fluid should be

statistically invariant under rotations and reflections. Kolmogorov supposed that,

at locally isotropic scales (i.e. for lengths l ® lEI), the turbulent behaviour should

be uniquely determined by the dissipation rate ε and the viscosity ν. He further

proposed that, in the subrange lID ® l ® lEI, viscous forces should be negligible, and

inertial forces should dominate. Hence, in this inertial range, only the dissipation

rate ε should be relevant. The scale lID marks the transition between the inertial

range and the dissipation range, while lEI subtends the so-called energy-containing

range and the inertial range.

To quantify this cascade process, it is useful to consider the energy spectrum of

fully developed, homogeneous turbulence. This spectrum identifies how much

energy is contained at each length scale in the system. The details of the derivation
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Figure 3.2: Schematic diagram of the kinetic energy spectrum of fully developed,

steady-state three-dimensional turbulence at high Reynolds number, on a log–log

scale. The approximate driving and dissipation length scales, as well as the upper

and lower bounds of the inertial range, are indicated. The arrows in the inertial

range show the direction of the cascade.

are not important here, but it is straightforward to show, using dimensional

arguments and the arguments outlined above, that the energy spectrum in the

inertial range must take the form:

E(k) = Cε2/3k−5/3, (3.5)

where k = 2π/l is the wavenumber associated with a specific lengthscale l, and C

is a dimensionless constant of order unity. A schematic diagram of the full energy

spectrum is presented in Fig. 3.2, highlighting the various relevant length scales

discussed above. As we will see, restricting the turbulent motion to two spatial

dimensions has significant implications for the possible dynamics, a fact which is

reflected in the energy spectrum of the fluid.

3.1.3 Classical turbulence in two dimensions
3.1.3.1 The two-dimensional limit

Prior to the 1960s, turbulence in two dimensions was considered by many to be

an impossibility. Not only was it thought to be unrealisable in real systems, but

some also predicted that could not occur even in theory due to a potentially infinite

number of constraints that exist in the limit of zero viscosity [219]. However,

following the seminal works of Kraichnan [220] and Batchelor [221], the problem
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began to be taken more seriously, and gradually the field of two-dimensional

turbulence began to emerge.

We now know that two-dimensional turbulence is not only physically realis-

able, but is in fact relevant to a number of naturally occurring systems, such as

meteorological and oceanic flows. Strictly speaking, fluids such as these have a

finite spatial extent in the third dimension, and thus the flow is not completely

restricted to a plane. However, external forces acting on the fluid (for example

produced by magnetic fields or rotation) can serve to ‘freeze’ the system in the

third dimension, thereby improving the 2D approximation [209, 222]. In the

laboratory, soap films, plasmas, and electrically conducting fluids have all been

used to model two-dimensional behaviour [219,223].

So what is actually different in the two-dimensional regime? One of the key

modifications becomes apparent if we take the curl of the Navier–Stokes equation

to obtain an equation of motion for the vorticity ω=∇× v :

∂ω

∂ t
= (ω · ∇) v − (v · ∇)ω+ ν∇2ω+

1
ρ
∇× f. (3.6)

If the fluid is restricted to two dimensions, the vorticity must take the formω =ωẑ,

since it must be everywhere perpendicular to the velocity field, which exists only

in the xy-plane. As a result, the first term on the right hand side of Eq. (3.6) must

vanish, since the velocity field cannot depend on z. This term, known as the vortex-

stretching term, is responsible for the production of vorticity in three dimensions.

The absence of this term allows for the conservation of not only energy, but also

enstrophy—defined Ω≡
∫

ω2(r)dr—in the inviscid limit, ν→ 04. Physically, this

conservation law states that, for any point moving with the flow field, the vorticity

ω is constant in time. It turns out that this has major implications for the way in

which energy is transferred between length scales in a two-dimensional fluid.

3.1.3.2 Cascades in two-dimensional turbulence
In the late 1960s, Kraichnan [220] and Batchelor [221] independently studied

the problem of energy cascades in inviscid two-dimensional turbulence, albeit in

two slightly different contexts. Kraichnan considered steady-state turbulence—

that is, turbulence with constant forcing and constant dissipation, similar to

Kolmogorov’s 3D picture. Batchelor, on the other hand, analysed the case of

decaying turbulence, where the fluid has been initially stirred and then left to

4. For ν > 0, neither enstrophy nor energy is conserved, and both can only ever decrease unless
the fluid is driven.
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Figure 3.3: Schematic diagram of the kinetic energy spectrum of fully developed,

steady-state two-dimensional turbulence at high Reynolds number, on a log–log

scale. The approximate driving and dissipation length scales, as well as the bounds

of the two inertial ranges, are indicated. The arrows show the directions of the

direct enstrophy cascade and the inverse energy cascade. Both possibilities for the

energy transported to large scales are depicted: the light dotted line corresponds

to a ‘condensate’, while the dark dotted represents applied dissipation at large

scales. In the case of freely decaying turbulence, the k−5/3 region of the spectrum

does not emerge, and only the k−3 direct enstrophy cascade remains.

equilibrate. The predictions for the cascade processes in each of these cases were

found to be quite different not only from Kolmogorov’s 3D cascade, but also from

each other.

Kraichnan proposed that a 2D fluid in a steady state of turbulence should exhibit

a dual cascade, whereby energy and enstrophy would both be transported through

momentum space, but in opposite directions from the driving length scale. While

enstrophy should obey the direct cascade and flow towards smaller length scales,

energy should instead follow an inverse cascade and be transported to ever larger

sizes.

Based on similar dimensional arguments to Kolmogorov, Kraichnan was able

to identify two inertial ranges where different power-laws are obtained for the

energy spectrum. For a system of size L, these laws can be expressed:

E(k) =







C1ε
2/3k−5/3, lII ® l ® L,

C2η
2/3k−3, lID ® l ® lII,

(3.7)
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where C1 and C2 are constants of order unity. In Kraichnan’s picture, the enstrophy

is dissipated at small scales, much like the energy in 3D turbulence. By contrast,

there are two possible outcomes for the energy that has been transported to system

size length scales of order ∼ L. If there is an ‘applied’ damping at large scales,

the energy can be dissipated, and a steady state will be maintained5. In this

scenario, the inverse cascade becomes equivalent to the direct cascade, except in

the direction of the flow. However, if no large scale damping exists, the energy

can instead accumulate at the large scales, eventually forming a ‘condensate’6,

which corresponds to a large scale rotational flow [220]. Thus, the inverse cascade

can produce large scale rotational motion from small scale forcing, and it is this

prediction which will be the focus of much of our study of 2D turbulence in Bose–

Einstein condensates. In Sec. 3.2.2.1 and Chapter 8, we will discuss the vortex

‘condensation’ process in more detail for a system of point-vortices. A schematic

diagram of the dual cascade process in driven 2D turbulence is shown in Fig. 3.3,

with the relevant length scales identified.

Batchelor predicted that for decaying 2D turbulence, only the direct enstrophy

cascade should be present, with the same E(k) ∼ k−3 scaling law. The inverse

energy cascade, by contrast, was predicted to be absent in this context.

Observing both of Kraichnan’s cascades simultaneously—either in experiments

or simulations—is a challenging task due to the high Reynolds number (and

consequentially the large range of wavenumbers) required for the turbulence [224].

However, appreciable evidence of the dual cascade process has been obtained [225–

227], and the direct enstrophy [228,229] and inverse energy [230,231] cascades

have also been observed independently.

3.2 The point-vortex approximation

3.2.1 Vortices as point-particles
One conceptual advantage of two-dimensional fluid dynamics is that the flow

field becomes constrained to a plane, and hence the vortices become parallel

and can no longer bend or grow, as in three dimensions. In the limit where the

vortices are well separated, they can be reasonably approximated as point-sources

of rotating flow. In this scenario, the vorticity of the flow field, which is usually a

5. In an experiment, system-scale damping can be realised by, e.g. friction between the fluid and
plates that contain it [219].

6. In analogy with a Bose–Einstein condensate, for which there is a macroscopic occupation of a
single momentum state.
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continuous function of position, becomes a sum of singularities:

ω(r) =
Nv
∑

j

Γ j ẑδ
�

r− r j

�

. (3.8)

Here, the point-vortices are located at positions
�

r j

	

, and have corresponding

circulations
�

Γ j

	

, with j ∈ {1,2, . . . , Nv}. The velocity field of a given vortex is

given by v j(r) = Γ j/2πrθ̂ (with the co-ordinate axes centred on the vortex). We

note here the similarity between these point-vortices and the 2D quantised vortices

discussed in Secs. 2.4 and 2.5—an analogy that will be expanded upon in Sec. 3.3.3.

The resulting equations of motion for these point-vortices are [232,233]:

drk

dt
=

1
2π

∑

j 6=k

Γ j ẑ×
rk − r j

|rk − r j|2
. (3.9)

This expression reveals, rather intuitively, that each vortex is advected by the net

flow field produced by all the other vortices (the j = k term is omitted from the

sum because a given vortex is not affected by its own velocity field). Note that

this is simply Eq. (2.48) evaluated at a given vortex core location.

Kirchhoff [234] formulated this problem in terms of a Hamiltonian system of

equations with pseudo-Hamiltonian

H = −
1

4π

Nv
∑

j=1

Nv
∑

k 6= j

Γ jΓk log(|rk − r j|). (3.10)

The dynamics are then governed by Hamilton’s equations,

Γk
dxk

dt
=
∂H
∂ yk

, Γk
dyk

dt
= −

∂H
∂xk

, (3.11)

which simplify to the expression (3.9). We note that Eqs. (3.10) and (3.11) do

not define a true Hamiltonian dynamical system, since the canonically conjugate

variables are not position and momentum, but x-position and y-position. As

such, it is not possible to express both Eqs. (3.10) and (3.11) in the correct

units simultaneously. Hence, there is some ambiguity to the choice of dimensional

constants which appear in front of each equation (this will be relevant in Chapter 8,

where we will use a slightly modified version of these equations). In addition to

the Hamiltonian H, there are three conserved quantities under the evolution of
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Eq. (3.9):

px =
Nv
∑

j

Γ j x j, py =
Nv
∑

j

Γ j y j, L =
Nv
∑

j

Γ j|r j|2. (3.12)

These are the linear (pi) and angular (L) momenta, respectively, which, by

Noether’s theorem, are conserved due to the symmetries of translation and rotation

in an infinite system.

Lin [235, 236] later applied the Hamiltonian formalism to vortices within a

multiply-connected, bounded domain, in which case the symmetries may be broken,

and thus the quantities px , py and L may not be conserved. For a bounded system,

Eq. (3.10) no longer applies, and instead the Hamiltonian must be derived from

the Green’s function of the Laplacian, ensuring that the boundary conditions of

tangential flow are satisfied [222, 233, 235, 237, 238]. For example, it can be

shown that in a circular domain with infinitely sharp boundaries at radius R (a

situation of interest in later chapters), the Hamiltonian is given by [237,239]:

H =
1

4π

∑

j

Γ 2
j log

�

1−
r2

j

R2

�

−
1

4π

∑

j<k

Γ jΓk log

�

|rk − r j|2

R2

�

+
1

4π

∑

j<k

Γ jΓk log

�

|rk − r̄ j|2r2
j

R4

�

,

(3.13)

where r̄ j = r jR
2/|r j|2 is the position of an image vortex outside the boundary of

the system. These fictional vortex charges ensure that the boundary conditions

are met, and can induce motion of the vortex—this will be discussed further

in Chapter 5. The three terms here correspond, respectively, to the interaction

between a vortex and its own image, the interaction between real vortices, and the

interaction between a vortex and the images of all other vortices. We will use this

model (and other, similar forms of point-vortex equations) throughout the thesis.

Although the point-vortex approximation is a vast simplification of a turbulent

two-dimensional fluid, it has proved useful in predicting the existence of coherent

states (long-lived patches of strong vorticity) in 2D classical turbulence [219], and

has been applied successfully to the study of 2D plasmas in the guiding-centre

approximation [240,241]. To achieve a greater level of accuracy in classical fluids,

point-vortex models have also been generalised to include vortices with finite core

size and vorticity [232].
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3.2.2 Statistical mechanics of point-vortices
By inspection of the Equations (3.11), we note a rather intriguing feature of

the Hamiltonian formulation: as previously mentioned, the canonically conjugate

variables are xk and yk, and thus the phase space spanned by the vortex ‘particles’

is equivalent to the real space. Onsager [78] pushed this idea a step further by

noting that, in a bounded domain, the real space—and hence the phase space—is

restricted. The total number of states available to a configuration of Nv vortices

is N = ANv , where A is the area of the two-dimensional domain (i.e. each vortex

can be anywhere within the domain). Consequently, the density of states function

w(E) is restricted such that it obeys lim|E|→∞w(E) = 0, since

∞
∫

−∞

w(E)dE =N = ANv , (3.14)

where E is the energy of a given vortex configuration. Therefore, there must exist

a critical energy E◦ at which the density of states w reaches a maximum7. As an

example, a schematic plot of w(E) for the uniform disk system introduced above

is depicted in Fig. 3.4.

With this picture in mind, it is now possible to introduce a vortex temperature

parameter, which will be relevant throughout Chapters 7–9. We stress that this

temperature is unrelated to the temperature of the fluid (strictly, there is no fluid

in the point-vortex model). Rather, it identifies the point along the phase diagram,

Fig. 3.4, at which given vortex configuration lies. The vortex temperature T (and

corresponding inverse temperature β = 1/kB T) is defined in the usual way as

follows:

kBβ =
1
T
=
∂S
∂E

, (3.15)

with Boltzmann entropy S = kB log w. Bearing in mind the fact that there is a

maximum in S(E) at E◦ as discussed above, it becomes clear that two temperature

regimes exist. For E < E◦, the density of states increases with increasing energy,

resulting in a positive absolute temperature. However, for E > E◦, the temperature

becomes negative, since the number of available states reduces with increasing

energy. In order from coldest to hottest, the temperature scale follows T =

+0 K, . . . ,+∞K,−∞K, . . . ,−0K. Figure 3.4 shows schematic diagrams of typical

point-vortex configurations in each region of the density of states phase diagram

for a circular container. The lowest energy states [i.e. those where Eq. (3.10) is

7. We assume there is only one maximum, although in principle there could be multiple.
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Figure 3.4: Schematic diagram of the density of states for a bounded system of

point-vortices, with positive and negative temperature regions labeled. Indicative

equilibrium vortex configurations for each temperature regime are shown as insets,

with equal numbers of clockwise and anti-clockwise circulations (note that we

assume Γ = ±1 for all vortices, although this does not have to be the case in

general).

minimised] are populated by vortex dipoles, while the highest energy states consist

of same-sign clusters, also known as Onsager vortices. For the ‘intermediate’ energy

range, the vortex positions are uncorrelated.

With these observations, Onsager pioneered a new, statistical approach to study-

ing turbulence in two dimensions, where the flows could be characterised using

a thermodynamic variable. Evidently, in two dimensional turbulence, there is

some link between the negative temperature Onsager vortices and the inverse

cascade predicted by Kraichnan to produce ever larger rotational flows; however,

the details of the relationship are still unclear.

It is worth noting that negative Boltzmann temperature states are not restricted

to the context of 2D point-vortices. They can appear in any system where high

energy states are occupied preferentially over those with lower energy (in equilib-

rium). For example, they have been observed in nuclear spin systems [242,243],

and more recently, in the motional degrees of freedom of cold atoms confined

in optical lattices [244]. We also note a distinction between the Boltzmann and

the Gibbs definition of temperature, which differ in the way they count energy

states [245]. In the former, only the ‘local’ density of states is considered around

a given energy E, and this can decrease as energy increases, thus giving rise to

negative temperatures, as we have shown. By contrast, in the latter prescription,
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the density of states is measured cumulatively—from the lowest possible energy

all the way up to energy E—and this is a strictly increasing function of energy. As

such, the Gibbs temperature can never be negative.

3.2.2.1 Phase transitions of the vortex gas
Based on simple combinatoric arguments, two transition temperatures can

be derived, which correspond to the points at which pair collapse and cluster

formation become the equilibrium configurations in the positive and negative

temperature regimes, respectively. Here, we simply quote the results—for details,

see, e.g. Ref. [222].

Assuming equal numbers of vortices and antivortices of circulation ±Γ , it can

be determined that the pair collapse transition occurs at βPC = 4π/ρΓ 2 (the same

as for a gas of electrically charged particles in two-dimensions [246]), where

we remind the reader that ρ is the fluid density. However, Viecelli [239] found

that, as the vortex core size8 is increased, the transition point shifts towards the

Berezinskii–Kosterlitz–Thouless (BKT) [26–28] critical temperature [26–28]:

βBKT =
8π
ρΓ 2

. (3.16)

It can also be shown that the critical temperature associated with the formation of

same-sign clusters—which we refer to as an Einstein–Bose condensate (EBC; see

Chapter 8)—is given by:

βEBC = −
16π
ρNvΓ 2

(3.17)

for a neutral configuration of point-vortices. These two critical temperatures serve

as useful reference points for the two temperature extremes.

3.3 Quantum turbulence
3.3.1 Overview

Over the last two decades, quantum turbulence (QT) has emerged as a major

field of research in superfluid systems. This dynamical, nonequilibrium state takes

the form of a chaotic tangle of quantised vortex lines in 3D, and reduces to a random

configuration of point-like vortices in the 2D limit. Although liquid helium has been

studied extensively since the 1930s, there were no serious attempts to investigate

its turbulent dynamics until the late 1990s [247, 248]. Prior to this, the only

8. The vortex core size is implemented implicitly by ensuring that no two point-vortices come
closer than a certain distance to one another.
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context in which QT had been considered was the process of thermal counterflow,

where mutual friction between the superfluid and normal fluid components is

understood to arise because of the presence of a vortex tangle [79,249]. In Bose–

Einstein condensates, theoretical interest in the problem began to emerge in the

mid-2000s [156,250,251], and experiments soon followed in both 3D [99,151]

and quasi-2D [103,152,154,155] setups. One of the main focuses of this research

has been to uncover the links between classical and quantum turbulence, and we

outline some of the major progress towards this goal here.

3.3.2 Quantum–classical analogues
As we have discussed in Secs. 2.5.1 and 3.1.1, the equations of motion governing

classical and quantum fluids share many common features. It is therefore natural

to ask: How similar are the turbulent dynamics in these two systems? In what

scenarios are the properties distinct, and in what way? Here, we outline some of

the progress made towards answering these questions.

3.3.2.1 Statistical properties of quantum turbulence
In Sec. 3.1.2.1, we introduced the concept of the Reynolds number for a classical

fluid, which was a useful quantity for parameterising the turbulence. For a super-

fluid, we immediately see a problem when trying to follow the same procedure: the

kinematic viscosity ν is zero, and hence Re in Eq. (3.4) becomes undefined [252].

There are, however, propositions of how to resolve this issue. First, we can identify

that ν (the kinematic viscosity) and κ (the quantum of circulation) have the same

dimensions, and we could therefore define Res = LU/κ [253,254]. In the regime

of strong turbulence, Res � 1, this quantity has been shown to be an adequate

descriptor of the flow properties [255,256]. Recently, this definition was refined

by Reeves et al. [257], who proposed a slight modification: Res = L(U − vc)/κ,

where vc is the superfluid critical velocity determined by the Landau criterion,

Eq. (2.6). This latter definition was found to exhibit scale invariant behaviour in

the case of a superfluid cylinder wake, in analogy with the classical case discussed

in Sec. 3.1.2.1.

It is worth specifically demonstrating how the cylinder wake is altered in the

case of a superfluid, as this simultaneously highlights the subtle differences and

surprising similarities between classical and quantum fluid dynamics. This problem

has been studied in much detail [257–261], and we show an example of some

results from Ref. [260] in Fig. 3.5. In this numerical simulation, the cylinder is

dragged from left to right across the fluid. The resulting vortex shedding behaviour
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Figure 3.5: Figure adapted from Ref. [260] under the Creative Commons licence.

Vortex shedding from a moving obstacle (far left in each panel) in a Gross–Pitaevskii

simulation. The density and phase of the wavefunction are shown, and vortex

circulation directions are shown in (a) and (b). (a) Dipole shedding regime, (b) von

Kármán vortex street regime, (c) irregular regime. The parameter u corresponds

to a dimensionless velocity of the repulsive potential, which moves to the left. The

parameter d is width of the cylinder, in arbitrary units.

was mapped out as a function of two parameters: the velocity u and width d of

the obstacle. In certain low-d regimes, vortex dipoles are shed from the obstacle,

and travel outwards in a ‘V’ shape, as seen in panel (a). In a small region of the

u–d phase space, a quantum von Kármán vortex street emerges, where pairs of

same-sign vortices are shed in an alternating pattern [panel (b)]. For large enough

values of u or d, the wake becomes irregular, and turbulence is produced, as shown

in panel (c). Evidently, panels (b) and (c) are analogous to panels (c) and (d)

in Fig. 3.1, respectively, and demonstrate the similarities between the classical

and quantum cases. Panel (a), on the other hand, has no classical equivalent,

emphasising that there are also clear differences between these two types of fluids.

Recently, Kwon et al. [262] experimentally confirmed the possibility of a quantum

von Kármán vortex street for the first time in a dilute gas BEC.

Another subject that has received a significant amount of interest is the potential

existence of a Richardson-style energy cascade in QT, and additionally the possi-

bility of Kolmogorov-type energy scaling laws. Early experiments in superfluid

helium suggested that, not only was there energy scaling behaviour, but that it

in fact followed the classical E(k) ∼ k−5/3 law [247,248]. Since then, evidence

has gradually accumulated in favour of this finding: both Gross–Pitaevskii simula-

tions [157,255,263–265] and vortex filament models [266] have obtained energy

spectra consistent with this result. One recent experiment was also able to mea-

sure the spectral properties of quantum turbulence in a Bose–Einstein condensate
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directly [101]. Their data suggested n(k) ∼ k−3.5 scaling behaviour, where n(k)

is the occupation number spectrum, related to the kinetic energy spectrum via

E(k)∼ k3n(k) [267]. This spectrum compared well with the n(k)∼ k−3 prediction

for compressible wave turbulence9; although comparisons cannot be made with

the Kolmogorov scaling law for incompressible, vortex-dominated turbulence.

It is worth noting that these studies have all considered decaying, rather than

steady-state, turbulence. This is largely because, particularly in dilute gas BECs,

the range of length scales available for the injection of energy is many orders of

magnitude smaller than in classical systems, since the ratio of the system size to

the healing length is only ∼ 100. Hence, an inertial range can only be established

over a relatively small region of wavenumber space.

In a three-dimensional classical fluid, the emergence of a self-similar energy

cascade is contingent on the mechanism of dissipation at the smallest scales.

An obvious question, therefore, is how such a cascade could be possible in a

superfluid, where true viscosity is absent10. It seems that the answer lies in a

Kelvin wave cascade at the smallest length scales of the system [269, 270]. The

physical picture is as follows. At large length scales, the quantum nature of the

vortex filaments is insignificant, and they behave much like classical vortices. They

are therefore able to follow a Richardson-style cascade, in which vortex lines

gradually decrease in length as a result of reconnection events. However, once the

scale of the inter-vortex spacing is reached, the superfluid properties of the vortex

tangle become evident. At this scale, the Kelvin waves that are excited during each

reconnection event become important, and their nonlinear behaviour allows for

energy to be transported in a cascade-like process to ever increasing Kelvin wave

frequencies. Eventually, the frequencies become high enough for sound waves to

be emitted, and thus the incompressible energy of the vortex lines is dissipated

into the compressible energy of the fluid [270]. In this Kelvin wave cascade region

of wavenumber space, the energy spectrum is predicted to follow a scaling law

E(k) ∼ kα, much like the classical region; although the exponent α is currently

not agreed upon [147,271,272].

9. Recent numerical calculations have suggested that the slight deviation likely arose from finite-
size effects [268].

10. For nonzero temperatures, mutual friction between the normal and superfluid components can
of course act as dissipation, but here we consider the zero temperature limit where this effect is
negligible.
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3.3.3 Quantum turbulence in two dimensions

Unlike three-dimensional quantum turbulence, the two-dimensional case cannot

be easily realised in superfluid helium, due to difficulties with achieving the

appropriate confinement. As we have discussed in Sec. 1.1, dilute gas Bose–

Einstein condensates, on the other hand, can be straightforwardly prepared in

two dimensions; indeed, the regime of 2D QT has been attained in recent BEC

experiments [103,152,154,155], and much future work is anticipated. Based on

our knowledge of classical fluid dynamics, obvious questions arise in this regime of

QT: Does Kraichnan’s dual cascade occur in 2D QT? If so, can it be measured, and

what are its underlying properties? Similarly, are Onsager’s predictions of negative

temperature states and vortex clusters relevant in these systems? Progress towards

answering these questions is hindered partially because of the difficulty of studying

steady-state quantum turbulence, as previously discussed. Consequently, decaying

turbulence is still the focus of most research, in which case a true steady-state

cascade is not possible.

As in the case of 3D QT, significant emphasis has been placed on predicting [273]

and measuring [156,162,164,165,274,275] the energy spectra of 2D turbulence,

since it should in principle be possible to directly observe the transport of energy

to large length scales if an inverse cascade is occurring. While most evidence

appears to be consistent with such a process, the situation is more subtle than in

2D classical turbulence, since even in a 2D superfluid, energy can be dissipated

at the smallest length scales via vortex–antivortex annihilation (in analogy with

reconnections in 3D QT). It has been shown that, in certain regimes of 2D QT,

this small scale dissipation can lead to a direct energy cascade that dominates

over any energy flux to larger scales [158, 276]. In addition, the E(k) ∼ k−5/3

power-law associated with the inverse energy cascade in 2D classical turbulence

appears to be less ubiquitous in QT, and a number of exponents can instead be

obtained, depending on the details of the vortex distribution [273].

Due to the ambiguity in interpreting energy spectra—particularly in decaying

turbulence—it has become common to instead identify the relative transport of

energy to large scales using other observables. To this end, it is useful to draw

the rather striking equivalence between quantised vortices in 2D BECs and the

point-vortex picture introduced in Sec. 3.2. For scales larger than the vortex core,

2D quantised vortices are described exceedingly well as point-vortices, and should

therefore obey similar statistics. It follows that, if energy is being transported to

large scales, the dynamical formation of negative temperature Onsager vortex



3.3. Quantum turbulence 51

clusters may be possible, since these correspond to the largest possible flow fields

in the system [see, e.g. the streamlines in Fig. 8.2(b) and (c)]. As such, the

emergence of these vortex clusters has become the subject of much research,

and many metrics of vortex clustering have become widely used to detect their

presence [155,162,164,165,169,170,277,278].

In Ref. [165], the decay of an initially random configuration of vortices and

antivortices (i.e. at T ∼∞K) was simulated using the Gross–Pitaevskii equation,

and it was observed that two large scale vortex clusters emerged, indicating that

the vortex ‘gas’ had heated towards negative temperatures. This behaviour was

interpreted in terms of a vortex evaporative heating mechanism. It was noted

that, throughout the evolution, vortex–antivortex annihilation events take place,

which convert incompressible (vortex) energy into compressible (sound) energy.

However, for a vortex and an antivortex to approach one another, they must

first transfer a significant amount of their incompressible kinetic energy into

the configuration of all the other vortices in the system11. Hence, when they

do annihilate, they transfer a comparatively small amount of energy into the

sound field, and leave the remaining vortices with a greater average energy. The

annihilations therefore act to ‘heat’ the remaining vortices towards negative vortex

temperatures. We will discuss this concept further in later chapters.

We stress that the formation of negative temperature Onsager vortices in de-

caying turbulence does not necessarily imply the existence of an inverse energy

cascade. Rather, a relative increase of energy at large scales may be possible if

energy is removed preferentially at small scales. It is also nontrivial to determine

that a true cascade process is occurring, whereby energy is only transferred locally

in wavenumber space in the inertial range. Furthermore, rigorously establishing

the existence of a cascade requires an inertial range spanning multiple orders of

magnitude in wavenumber space—a situation that is not usually realised in 2D QT.

We therefore refrain from making any claims regarding the inverse energy cascade

when discussing our results.

In addition to the inverse cascade and negative temperature interpretations of

decaying 2D, the process has also been described in the context of non-thermal

fixed points [159–161, 171]. In this description, the emergence of the Onsager

vortices corresponds to the critical slowing of the turbulent dynamics, since the

annihilations become increasingly infrequent. The system thus remains indefinitely

11. Note that this reasoning only applies to (approximately) microcanonical evolution of the vortices,
and thus does not hold if dissipative effects are present.
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in a metastable, non-equilibrium state, in which universal scaling dynamics are

observed.

Following these recent theoretical developments, the realisation of these Onsager

vortex states in the laboratory has become a subject of great interest. However, a

number of experimental challenges have impeded progress. Firstly, it was only very

recently that a method for determining vortex circulation signs was implemented

in an experimental 2D QT setup [155]. This information is essential for observing

Onsager vortices, since the two clusters do not necessarily separate spatially. As

we discuss in Chapter 7, the trapping potential also plays an important role—in

particular, we show that harmonic trapping diminishes the prominence of clusters,

making their observation difficult. Thirdly, the emergence of Onsager vortices

may be difficult to quantify, especially since only a small number of images of

the condensate can be taken during a single experimental run. We address this

issue in Chapter 9, where we introduce a thermometry technique that can be used

to directly measure the temperature of a vortex configuration. Finally, it is not

clear whether the thermal cloud present in an experiment should adversely affect

the formation of clusters, since the associated dissipative effects should drive the

vortices to the low energy dipole region of Fig. 3.4. Despite these considerable

challenges, the creation of same-sign vortex clusters has recently been observed in

2D BECs [279,280], and indirect evidence of their dynamical formation has also

been obtained [280].



4
NUMERICAL TECHNIQUES

This chapter outlines the computational methods used throughout the work pre-

sented in this thesis. We describe in detail the numerical procedures implemented

to integrate the two differential equations which make up much of our research:

the Gross–Pitaevskii equation (GPE) and the point-vortex vortex equations. We

then briefly describe our methods of detecting and classifying vortices in our

Gross–Pitaevskii simulations, which is essential to studying their dynamics.

4.1 Non-dimensionalisation

In order to numerically simulate the GPE, Eq. (2.13), it is necessary to first

express it in a non-dimensional form by choosing a system of units. The key here is

to choose a system that depends only on specific properties of the physical problem

being studied. In general, this results in values of physical quantities which are

within a few orders of magnitude of unity, thus making them simple to deal with

and less prone to rounding errors in the numerics.

For the GPE, it suffices to choose units for three physical observables: energy,

distance and time. Here, we set these units to be

[E] = 2µ, [d] = ξ, [t] =
ħh

2µ
, (4.1)

where ξ = ħh/
p

2mµ is the healing length, and µ is the chemical potential, as

defined in Chapter 2. Once these have been chosen, we can ‘extract’ the units from
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each dimensional term in the GPE as follows:

ψ=ψ′ [d]−2 =
ψ′

ξ2

∇2 =∇′2 [d]−2 =
∇′2

ξ2

Vtrap = V ′trap [E] = V ′trap2µ

g = g ′ [E][d]2 = g ′2µξ2

∂

∂ t
=
∂

∂ t ′
[t]−1 =

∂

∂ t ′
2µ
ħh

.

(4.2)

Substituting these into the GPE, all dimensional quantities cancel, and we are left

with

i
∂

∂ t ′
ψ′(r′, t ′) =

�

−
1
2
∇′2 + V ′trap(r

′, t ′) + g ′|ψ′(r′, t ′)|2
�

ψ′(r′, t ′). (4.3)

In some cases, it is also useful to work in the harmonic oscillator units:

[E] = ħhω, [d] =

√

√ ħh
mω

, [t] =
1
ω

. (4.4)

This system is particularly useful when considering a harmonically trapped BEC,

with potential given by Eq. (2.20) and trapping frequency ω. When working in

these units, the non-dimensionalised GPE has the same form as Eq. (4.3).

4.2 Numerical integration of the Gross–Pitaevskii equation

4.2.1 Discretisation

The numerical methods we employ to simulate the dynamics of Bose–Einstein

condensates rely on the discretisation of both space and time. To do this for a

smooth functionψ(r, t), we make the associationψm
jk ≈ψ(r jk, tm), where j, k and

m are indices denoting the x , y and t location of the discretised value of ψ. In

this section, the specific details of the grids required to simulate the GPE will be

outlined, as well as a number of important considerations to be aware of when

numerically integrating a partial differential equation.
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4.2.1.1 Spatial and temporal grids

We begin by creating a grid comprised of N points1 in each of the two spatial

dimensions, using a uniform spacing∆x =∆y = L/N , where L is the physical size

of the numerical domain. The discretised x- and y-position vectors are therefore

defined as

x= y=∆x (−N/2, −N/2+ 1, . . . , N/2− 2, N/2− 1) . (4.5)

Because our integration method requires Fourier transforms, we also require a

corresponding momentum-space grid, spanned by the wavenumbers kx and ky .

To create this grid, we set the spacing ∆k =∆kx =∆ky equal to the wavenumber

corresponding to the longest wavelength sinusoid that we can represent on our

real-space grid:

∆k =
2π
λmax

=
2π
L

, (4.6)

since λmax = L is the longest wavelength that fits in the numerical domain. Then,

as for the real space grid, we define:

kx = ky =∆k (−N/2, −N/2+ 1, . . . , N/2− 2, N/2− 1) . (4.7)

The maximum wavenumber of this grid is therefore kmax = N∆k/2= π/∆x .

To temporally evolve our field ψ, we must take discrete steps of time ∆t. Each

time step is performed by calculating

ψm+1 = exp(−i∆φ)ψm, (4.8)

with the change in phase given by ∆φ = Ĥ ′∆t ′, where Ĥ ′ is the (non-

dimensionalised) Hamiltonian of the system. For the solution to remain stable,

the magnitude of the phase change must be small, i.e. ∆φ� 1. We therefore find

that

∆t ′� 1/Ĥ ′ ∼ 2(∆x ′)2, (4.9)

since the kinetic energy term, K̂ ′ ∼ (∆x ′)2/2, should be the dominant contribu-

tion to the phase evolution. We use the value ∆t ′ = (∆x ′)2/6 throughout our

simulations.

1. Since we are implementing fast Fourier transforms (FFTs), we always choose the number of grid
points to be a power of two, i.e. N = 2n. This allows the FFTs to be performed most efficiently,
because the algorithms rely on breaking the discrete Fourier sum into pairwise terms [281].
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4.2.1.2 The Nyquist sampling requirement

When discretely sampling any continuous function, it is essential that all frequen-

cies present in the original signal can be adequately represented using the choice

of discretisation. The Nyquist theorem states that, in order for this requirement to

be met, the sampling must occur at a minimum of twice the highest wavenumber

kh contained the signal [282,283]. Below this threshold, there is degeneracy in

the choice of sinusoids that can be fitted to the data, and a phenomenon known

as aliasing can occur.

For our simulations, the Nyquist theorem states that we must use a momen-

tum space grid which extends to kmax ≥ 2kh to avoid aliasing. However, when

simulating wavefunctions with vortices, kh →∞, since the vortex core density

is radially linear (i.e. |ψ(r)| ∼ r, where r is measured from the centre of the

vortex). Decomposing the vortex core structure into sine waves therefore requires

an infinite number of terms in the Fourier series. As a result, aliasing is always

present to some degree in our simulations. It therefore becomes a matter of

choosing an upper limit of our wavenumber range such that an adequate level of

accuracy is obtained. Since the smallest features we need to simulate are vortices,

it makes sense to choose kh ¦ π/2ξ, or equivalently, ∆x ® ξ. This ensures that

the physics is well represented on macroscopic scales2; however, the precise details

on scales smaller than the vortex core will be lost. For most of our work, the

dynamics on scales smaller than ξ are not particularly relevant; however, when

studying small-scale features such as dipole contributions to the vortex velocity

field (Sec. 5.3.3.3), or vortex–antivortex annihilation events (Sec. 7.3.3), a finer

grid would improve quantitative accuracy.

4.2.2 Split-step Fourier method

To numerically integrate the two-dimensional Gross–Pitaevskii equation, we

employ a technique known as the split-step Fourier method, an approach commonly

used to solve nonlinear Schrödinger equations such as the GPE [284].

To propagate the wavefunction in time from t to t +δt, a unitary operator is

2. A simple check to confirm this is to decrease the grid spacing by factors of two until the
macroscopic dynamics converge.



4.2. Numerical integration of the Gross–Pitaevskii equation 57

applied:

ψ(r, t +δt) = exp

�

−iĤδt
ħh

�

ψ(r, t) (4.10)

= exp

�

−i(T̂ + V̂ )δt
ħh

�

ψ(r, t), (4.11)

where in the second line we have split the Hamiltonian Ĥ into the kinetic (T̂ =

−ħh2∇2/2m) and potential (V̂ = Vtrap + g|ψ|2) terms of the GPE (2.13). Although

this is a conceptually simple equation, it is computationally prohibitive due to the

exponentiation of operators, which in discrete form are represented as matrices. In

the spatial basis, each element of the matrix corresponds to an (x , y) co-ordinate on

the numerical grid. In general, matrix exponentiation is a nontrivial and expensive

operation [285], but as we show here it can be avoided in our calculations by

splitting up the terms in the exponent. Doing so allows us to diagonalise the

operator matrices, and then use the property that the exponential of a diagonal

matrix A is simply the exponential of its elements, i.e. if B= exp (A), then B jk =

exp
�

A jk

�

δ jk, where δ jk is the Kronecker delta.

4.2.2.1 Splitting the operators

Although the operators T̂ and V̂ do not commute, we can split up the exponential

to form an approximate expression of the form [284]

exp
�

ε
�

T̂ + V̂
��

≈ exp
�

εβ j T̂
�

exp
�

εα j V̂
�

. . . exp
�

εβ1 T̂
�

exp
�

εα1V̂
�

, (4.12)

with
∑

j α j =
∑

j β j = 1. It is then possible to calculate the coefficients {α j} and

{β j} such that the approximation is accurate to a particular order in the parameter

ε. The second-order accurate formula has α1 = α2 = 1/2, and β1 = 1 (with all

other coefficients zero), giving the evolution operator

Û2(δt) = exp

�

−iV̂δt
2ħh

�

exp

�

−i T̂δt
ħh

�

exp

�

−iV̂δt
2ħh

�

. (4.13)

If greater accuracy is required, higher order operators can be formed by taking

products of this second order expression [286,287]. Using this method, a fourth-

order accurate operator can be constructed as follows:

Û4(δt) = Û2(pδt) Û2(pδt) Û2(qδt) Û2(pδt) Û2(pδt), (4.14)
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with coefficients

p =
1

4− 41/3
, q = 1− 4p. (4.15)

It is worth noting that the value of q is negative, meaning that the third operator

in the above product actually steps backwards in time.

4.2.2.2 Potential energy operator

Because the potential energy operator is local, it is diagonal in the spatial basis—

i.e. the matrix element ψm+1
jk depends only on V̂ m

jk and ψm
jk. Therefore, we can

exponentiate this operator with minimal computational expense.

However, care must be taken each time the potential operator is applied in

the expression (4.13), since the nonlinear component of this operator, g|ψ|2, is

directly dependent on the wavefunction. This leads to some ambiguity, since for

the second application of V̂ in Eq. (4.13), there are two versions of ψ available:

one at the beginning of the step, and one after applying the two rightmost op-

erations. In general, the value of ψ used in calculating V̂ could therefore be a

linear combination of both versions of ψ that exist for that portion of the time

step. However, it can be shown that the optimal choice is to always use the most

recent version of the wavefunction available [284].

4.2.2.3 Kinetic energy operator

Unlike the potential operator, the kinetic energy operator is non-local in space,

since it couples the value of ψm+1
jk to its neighbours, ψm

j±1,k±1, as well as ψm
jk.

The matrix T̂ therefore contains off-diagonal terms, and matrix exponentiation

becomes computationally inhibitive.

To diagonalise the kinetic energy operator in Eq. (4.13), we apply a spectral

method, in which the wavefunction ψ is expanded in a series of orthonormal basis

functions in the domainA corresponding to our spatial grid: ψ(r) =
∑

j a jφ j(r),

with
∫

A φ j(r)φk(r)dr = δ jk. Choosing a Fourier basis allows us to take advantage

of a particular property of Fourier transforms, known as the Fourier derivative

theorem, that converts differentiation in real space into multiplication in Fourier
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space:

∇2
r F(r) =∇2

rF
−1 {F {F(r)}}

=∇2
r

1
p

2π

∫

F̃(k)e−ik·r dk

=
1
p

2π

∫

−|k|2 F̃(k)e−ik·r dk

=F−1
�

−|k|2F {F(r)}
	

, (4.16)

where F̃(k)≡F {F(r)}, and F denotes the Fourier transform. This property also

applies to the exponential of the derivative operator, as can be seen by applying a

Taylor expansion:

e∇
2
r F(r) =F−1

§�

1+∇2
r +

1
2
∇4

r + . . .
�

F {F(r)}
ª

=F−1
§�

1− |k|2 +
1
2
|k|4 − . . .

�

F {F(r)}
ª

=F−1
¦

e−|k|
2
F {F(r)}

©

. (4.17)

Since the matrix |k|2 is diagonal in the Fourier basis, it is straightforward to

numerically exponentiate it and perform the multiplication with F {F(r)}. The

exponentiated Laplacian, which is computationally expensive to perform in real

space, therefore becomes a simple multiplication in k-space.

4.2.2.4 The complete algorithm

Putting all of this information together, the algorithm to evolve from time t to

t +δt takes the form

ψ(r, t +δt) = Û4ψ(r, t), (4.18)

where Û4 is given by Eq. (4.14). This operator depends on the second order

propagator, which we can write explicitly as:

Û2(δt)ψ= exp

�

−iV̂ ′δt
2ħh

�

F−1

�

exp
�

i|k|2δt
ħh

�

F
�

exp

�

−iV̂δt
2ħh

�

ψ

��

.

(4.19)

The first (rightmost) operation on ψ occurs in real space, and the result is then

transformed into the Fourier basis, where the second operator (middle) is applied.

Transforming back, the final operator (leftmost) is again applied in real space.

Note that the potential in this final operator is primed to denote the use of the
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intermediate wavefunction ψ′ contained in the nonlinear term:

ψ′ ≡F−1

�

exp
�

i|k|2δt
ħh

�

F
�

exp

�

−iV̂δt
2ħh

�

ψ

��

. (4.20)

4.2.3 Initial state generation
Our Gross–Pitaevskii simulations require an initial state to seed the dynamics.

In general, we generate an initial state by imprinting vortices directly into the

ground state wavefunction of the chosen trap. To do this, we apply a Wick rotation,

t → −i t, to first calculate the ground state, and then to establish the density

profile of the vortex cores following a phase imprinting step. The Wick rotation

has the effect of turning unitary evolution into exponential decay, exp(−iĤ t/ħh)→
exp(−Ĥ t/ħh), which rapidly drives the system towards the local energy minimum

because eigenstates with large values of 〈Ĥ〉 decay faster than those with smaller

values [288].

4.2.3.1 Ground state calculation
The numerical ground state of the potential is found by evolving an arbitrary

‘guess’ wavefunction in imaginary time, driving it towards the stationary state

ψ(r, t) = ψ(r)exp(−iµt) which obeys Eq. (2.16). Since the eigenvalue of the

ground state should be equal to µ, we can monitor how close to the true ground

state the approximation ψ is by calculating the error metric:

ε =

∫

�

Ĥ −µ
�

ψdr. (4.21)

If Ĥψ = µψ is satisfied, then ε = 0 and ψ is a stationary state of the Hamiltonian.

Typically, imaginary time evolution will converge to the ground state and result in

an error as low as ε ∼ O (10−15).

4.2.3.2 Establishing vortex cores
Imaginary time propagation is also useful for establishing vortex core structures.

In many of our simulations, we imprint vortex phase windings into the wavefunc-

tionψ at location (x◦, y◦) by taking the product arctan [(y − y◦)/(x − x◦)]ψ(x , y).

Evolving this state for a small amount of Wick-rotated time causes the density to

leave the vortex core region, thereby digging out the density profile of the vortex.

This occurs as a result of the velocity divergence in the vortex core region, making

it energetically unfavourable for atoms to remain within the vortex core. However,
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if the imaginary time evolution continues for too long, the vortex will gradually

drift towards either the boundary of the condensate or a vortex of the opposite

circulation, eventually causing it to disappear from the system. This is because the

vortex has an associated energy cost, so it is energetically favourable to remove it

from the system entirely.

4.3 Numerical integration of point-vortex equations
To solve the point-vortex ordinary differential equations, Eq. (3.11), we imple-

ment a fourth-order Runge–Kutta–Fehlberg adaptive integrator (unless otherwise

stated). In this approach, both a fourth- and a fifth-order Runge–Kutta approxima-

tion are calculated, and their difference is used as an error metric to adaptively vary

the size of the time step. Because the terms required to calculate the fourth-order

approximation are a subset of those required for the fifth-order approximation,

there is little extra computation necessary to calculate the former once the latter

has been obtained [289].

We begin with the differential equation ż = f (z, t), which describes the time

evolution of the variable z(t), where f is a known function and the dot denotes

time differentiation. The Runge–Kutta method allows us to use the function f (z, t)

and the known value of z(t) to propagate forward in time by δt to give z(t +δt).

We denote zm = z(t) and zm+1 ≈ z(t +δt), where m is an index denoting the time

step.

The fifth-order Runge–Kutta formula is given by:

z(5)m+1 = zm +
6
∑

n=1

cnkn +O (δt6), (4.22)

where cn are a set of predetermined coefficients, and:

kn = f

�

zm +
n−1
∑

j=1

bn jk j, tm + anδt

�

δt, (4.23)

where an and bn j are additional coefficients, and we set k0 = 0. For all coefficients,

we use the values determined by Cash and Karp [290].

The fourth-order integral is then:

z(4)m+1 = zm +
6
∑

n=1

c∗nkn +O (δt5), (4.24)
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where c∗n is another set of coefficients [290]. Note that the fourth- and fifth-order

methods use the same set of kn functions, which means they only need to be

calculated once.

To make this integration scheme adaptive, an error estimate is calculated each

time step, defined as follows:

ε = z(5)m+1 − z(4)m+1. (4.25)

If the value of this error ε increases or decreases beyond some chosen bounds, we

can update the step size δt → δt ′ in order to maintain the required error ε′. The

new step size is chosen to be

δt ′ = δt

�

�

�

�

ε′

ε

�

�

�

�

0.2

. (4.26)

This is particularly useful when the timescale of the dynamics varies significantly

throughout the evolution. We avoid amassing large errors when fine temporal

resolution is required, but also save computational time when the evolution of the

system slows down.

4.4 Implementation
4.4.1 Gross–Pitaevskii equation integrator
4.4.1.1 MATLAB implementation

The numerical integration of the zero temperature GPE (using the split-step

algorithm described in Sec. 4.2.2) was implemented in MATLAB, using NVIDIA’s

compute unified device architecture (CUDA) to allow for computation to be par-

allelised using a graphics card. Most of our simulations were performed on a

desktop computer using an NVIDIA Tesla K40c graphics processing unit (GPU). This

is particularly advantageous because the split-step integration requires only matrix

multiplication, addition and (diagonal) exponentiation, along with the fast Fourier

transform, all of which have been optimised for GPU performance within MATLAB.

4.4.2 Point-vortex model integrator
The Runge–Kutta algorithm used to calculate point-vortex dynamics (Sec. 4.3)

was implemented in Python. Our simulations were performed using a combination

of both a desktop computer and the two Monash high-performance computing

clusters, MCC and MonARCH.
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4.5 Vortex detection and classification

4.5.1 Detection of vortices
In both the Gross–Pitaevskii and point-vortex approaches, we are primarily

interested in tracking the vortex motion and statistical behaviour as a function of

time. In the point-vortex numerics, this is straightforward, given that the equations

are solved explicitly for the vortex locations at each point in time. The GPE, on

the other hand, describes the evolution of the wavefunction, while the vortex

dynamics are implicit. As such, the vortices must be manually detected in the latter

case before any analysis of their dynamics can take place.

The detection is performed using an algorithm which locates all positions on

the numerical grid about which the phase winds. For each possible square of four

neighbouring grid points, a closed loop is created, as depicted in Fig. 4.1. Along

each segment of the loop shown, the change in phase (∆φ)l (with l = {1, 2, 3, 4})
between the endpoints is calculated (ensuring that the phase is unwrapped so that

2π phase jumps are avoided), and hence the total change in phase around the loop,

∆φ =
∑

l(∆φ)l , is determined. If the background phase field is continuous, then

∆φ ≈ 0, since the contributions from opposite sides of the loop approximately

cancel each other out. However, if there is a phase singularity within the area

defined by the closed loop, all four path segments produce a phase change of the

same sign, with a total change equal to ∆φ ≈ 2πs (assuming ∆x ® ξ). If such a

phase winding is measured, a vortex of charge s is said to be present within the

area bounded by the four grid points.

4.5.2 Classification of vortex configurations
In many scenarios where we are dealing with large numbers of vortices, we make

use of a classification algorithm which helps us to analyse the behaviour of the

j, k j+1, k

j+1, k+1j, k+1

1

2

3

4

Figure 4.1: The path traversed around a combination of four neighbouring points.
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vortex configuration. Specifically, we classify each vortex into one of three groups:

clusters of same-sign vortices, closely bound dipole pairs, and relatively isolated

free vortices. This section is devoted to explaining in detail how the algorithm

works. The method is based on a similar algorithm implemented by Reeves et

al. [162].

Each vortex in a given configuration of N vortices is assigned a unique and arbi-

trarily chosen label from the set {v1, v2, . . . , vN}. The vortex configuration is then

described by a corresponding set of positions {z1, z2, . . . , zN} (in two-dimensional

complex co-ordinates, where z j = x j + i y j) and circulation signs {s1, s2, . . . , sN},
which here take the value s j = ±1, denoting clockwise or anticlockwise circulation.

The algorithm does not prioritise any vortex and yields the same classification

outcome regardless of the choice of vortex labelling. Figure 4.2 shows an ex-

ample configuration of twelve judiciously numbered point-vortices. The vortex

classification algorithm is outlined below.

4.5.2.1 Step one: Find dipole and cluster candidates
For each vortex v j, we locate the nearest opposite sign (NOS) vortex and label

it as (vNOS) j [i.e. the nearest vortex which satisfies s j(sNOS) j < 0]. We define the

1
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Figure 4.2: A configuration of twelve point-vortices, (a) before and (b) after

the classification algorithm has been applied. Vortices are drawn in blue, while

antivortices are drawn in green. In panel (a), dashed circles are drawn centered

on v1 and v10, denoting the respective distances (RNOS) j to the nearest opposite

signed vortex. Because v2 is the closest vortex to v1 and is of opposite sign, v2 is

labelled as a dipole candidate for v1. Vortex v10, on the other hand, is closer to v9,

v11 and v12 than it is to v7; hence, these three vortices become cluster candidates

for v10. The lines joining clustered vortices in (b) are drawn using a minimum

spanning tree algorithm, which is applied once all vortices have been labelled into

the sets of clusters, dipoles or free vortices.
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distance to this vortex to be (RNOS) j ≡
�

�z j − (zNOS) j

�

�. We then check to see if any

other vortices (which are same-sign, by necessity) fall within the disk of radius

RNOS centered at vortex v j.

(i) Dipoles: If not, then (vNOS) j is labelled as a dipole candidate for v j [e.g. in

Fig. 4.2(a), v2 is labelled as a dipole candidate for v1].

(ii) Clusters: If there are n j ≥ 1 vortices which are nearer to v j than (vNOS) j, then

these are labelled as cluster candidates for v j [e.g. vortex v10 in Fig. 4.2(a),

for which v9, v11 and v12 are cluster candidates].

Each vortex v j now has a corresponding set of candidate vortex labels, which we

denote by l j. For case (i), l j consists of a single opposite sign vortex, which is a

dipole candidate. For case (ii), l j is a list of n j same-sign cluster candidates.

Table 4.1 below displays the lists l j that are constructed in Step 1 of the algorithm

when it is applied to the configuration shown in Fig. 4.2.

Table 4.1: Collation of l j lists for the configuration shown in Fig. 4.2 after dipole

and cluster candidates have been identified. Each row corresponds to a particular

vortex v j (leftmost column) and the list of all other vortices, ordered from left

to right in increasing distance from v j. Vortices/antivortices vk are denoted with

blue/green font if |z j − zk| ≤ (RNOS) j. All vortices for which |z j − zk|> (RNOS) j are

colored in gray, as these cannot be dipole or cluster candidates. The lists l j consist

of either a single opposite sign vortex (e.g. row 1, corresponding to vortex v1,

which has l1 = {v2}), or a set of ≥ 1 same-sign vortices (e.g. row 4, corresponding

to vortex v4, for which l4 = {v3, v5}).

v j l j

v1 v2 v3 v9 v4 v10 v5 v11 v7 v6 v12 v8

v2 v1 v9 v3 v10 v4 v11 v7 v12 v5 v6 v8

v3 v4 v1 v2 v5 v6 v9 v10 v7 v11 v8 v12

v4 v3 v5 v6 v2 v1 v9 v7 v10 v8 v11 v12

v5 v4 v6 v3 v8 v2 v7 v1 v10 v9 v11 v12

v6 v5 v8 v7 v4 v3 v10 v2 v9 v12 v11 v1

v7 v10 v12 v11 v6 v9 v8 v2 v5 v3 v4 v1

v8 v6 v7 v5 v10 v4 v12 v11 v3 v9 v2 v1

v9 v10 v2 v11 v12 v7 v1 v3 v4 v6 v5 v8

v10 v11 v9 v12 v7 v2 v6 v1 v3 v8 v4 v5

v11 v12 v10 v9 v7 v2 v1 v6 v3 v8 v4 v5

v12 v11 v10 v7 v9 v2 v6 v8 v1 v3 v4 v5
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vj l j
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v2 v1

v3 v4
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Figure 4.3: The process of identifying mutual neighbours, shown equivalently

as (a) a table of candidate lists l j taken from Table 4.1, and (b) drawn directly

onto the example vortex configuration from Fig. 4.2. An arrow is drawn from each

vortex v j to all the members of its candidate list l j. Only when arrows point in

both directions between v j and vk are they defined to be mutual neighbours. All

arrows that are one-directional have been crossed out in both panels. In panel

(b), shaded ovals are drawn around clusters (blue/green for positive/negative),

dipoles (red) and free vortices (black).

4.5.2.2 Step two: Find mutually agreeing candidates
In the second step of the algorithm, the lists l j are checked sequentially for

mutual members. This process is shown schematically in Fig. 4.3 for the example

configuration shown in Fig. 4.2 and Table 4.1.

(i) Dipoles: If a list l j consists of a single dipole candidate vk, then the list

lk is checked to see if it contains (only) the vortex v j. If so, then the two

vortices are mutual nearest neighbours of opposite sign, and are classified as

a dipole (e.g. vortices v1 and v2 in Fig. 4.3). If not, then the vortices are left

unclassified (e.g. vortices v6 and v5 in Fig. 4.3).

(ii) Clusters: If a list l j consists of a set of cluster candidate vortices {vk}, then

the lists {lk} are all checked to see if they contain the vortex v j. For each list

lk that does contain v j, the two vortices v j and vk are labelled as belonging to

the same cluster (e.g. in Fig. 4.3, vortex v4 ‘checks’ both l3 and l5 to see if it

is a member of either. It is found to be a member of both, so all three vortices

are placed in a single cluster). For each list lk that does not contain v j, neither

vortex label is updated (e.g. vortex v7 and v10 in Fig. 4.3). Note that not all
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members of a single cluster have to be mutual candidates of one another. In

the example shown in Fig. 4.3, v9 is only a mutual neighbour with v10, but

is still placed in the same cluster as v11 and v12. As the algorithm proceeds,

vortices may be assigned to existing clusters, or previously classified clusters

may become merged.

Any vortices left unclassified after this process are classified as free vortices, as

they have no mutual dipole or cluster neighbours (e.g. vortex v6 in Fig. 4.3).

In Fig. 4.3(b), any two vortices that are connected by a two-directional link are

part of the same cluster or dipole, while any vortex that has no two-directional

links is a free vortex.

To reduce computation, the checking of mutual candidates can be restricted

such that it is only initiated for v j and vk if j > k. Alternatively, once a pair of

vortices has been checked, then v j could be removed from lk and vice versa.





5
VORTEX DYNAMICS IN NONUNIFORM

BOSE–EINSTEIN CONDENSATES

This chapter is dedicated to studying the motion of one and two vortices in

a trapped Bose–Einstein condensate. Surprisingly, even this simple dynamical

regime is not well understood, despite considerable theoretical efforts devoted

to the topic. The main factor complicating analytical treatment of the problem

is the varying condensate density, which affects the vortex motion in nontrivial

ways. This issue is highly relevant to experiments, since the widely used harmonic

traps cause significant inhomogeneity of the fluid. Here, we derive a general and

exact equation of motion for a vortex in a two-dimensional BEC, and demonstrate

its accuracy using Gross–Pitaevskii simulations. We then identify and discuss a

number of weaknesses in the existing literature on the subject, and show how our

analysis clarifies these issues. Finally, we use our equation of motion to derive a

set of point-vortex equations applicable to harmonically trapped BECs. Compared

to the phenomenological model that has previously been used throughout the

literature, our newly derived model provides significant improvements for the

predictions of few-vortex dynamics. The contents of this chapter form the basis of

Ref. [172].

5.1 Motivation
The simplest regime of vortex dynamics is that of a single vortex in a trapped

BEC. An off-axis vortex has been experimentally observed to orbit the centre of a

harmonically trapped condensate at a constant radius and frequency [110,114,

116,127,291], and similar dynamics have been observed for vortices in superfluid

Fermi gases [292, 293]. Although conceptually simple, this motion has proved

nontrivial to describe theoretically due to the inhomogeneous density profile,

which results from the harmonic trapping. Many attempts have been made to
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derive analytical expressions for the velocity of a single quantised vortex in these

nonuniform systems [111,112,294–302]; however, there is no consensus on the

correct form of such an expression. In fact, even the specific physics responsible for

the orbital motion is not universally agreed upon—there are conflicting descriptions

of how density and phase gradients affect the vortex motion [111,299,301], and

there has been extensive debate over the relevance of image vortices to systems

with soft boundaries [94,111,298,302–304]. The effects of more general fluid

inhomogeneity on vortex motion have also been studied theoretically [303–306]—

a problem which will become increasingly relevant as experiments begin to utilise

more complex trapping geometries [36–38,101].

Despite the theoretical complications resulting from fluid inhomogeneity, fo-

cus has recently shifted towards increasingly complex regimes of vortex mo-

tion. Experiments have been performed to investigate configurations such as

vortex dipoles [102,127,128], few-vortex clusters [130,131], and quantum tur-

bulence [103, 152, 155]. To theoretically model the dynamics of these systems,

it has become common to apply point-vortex approximations, in which the vor-

tices are treated as point-particles whose motion is described by a set of coupled

differential equations [128, 131, 136–138, 140, 154, 165, 307], as discussed in

Sec. 3.2. These models, which are both conceptually and computationally simple,

have been used to provide qualitative predictions of the dynamical and statistical

behaviour observed in both experiments [128,131,132,154] and Gross–Pitaevskii

simulations [138,165,275]. However, current point-vortex models cannot take

general fluid inhomogeneity into account. In the case of harmonic trapping, a

phenomenological term is commonly included to capture the vortex orbital motion

(e.g. [128,131]), but it only provides a quantitatively accurate prediction of the

dynamics for vortices near the trap centre, where the density is approximately

uniform [94,111].

In this chapter, we use the Gross–Pitaevskii equation to derive a general and

exact expression for the velocity of a vortex, applicable in generic Bose–Einstein

condensates. Although this expression has appeared in previous BEC literature

[301,302,308], its importance has been understated. To demonstrate its accuracy

and generality, we simulate the motion of a single vortex in both harmonic and hard-

walled disk-shaped trapping potentials using the GPE. We find excellent agreement

between the simulated dynamics and those predicted by the analytics. We also

examine other models from the literature, and find that the expression derived

here provides the best prediction of the vortex velocity. In addition, we show that it
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is possible to derive point-vortex equations of motion for arbitrary fluid geometries

directly from this general equation, although approximations are necessary to

account for ambient velocity fields that are induced by the inhomogeneous density.

This chapter is structured as follows. In Sec. 5.2, we derive the vortex equation

of motion, before verifying its accuracy using GPE simulations in Sec. 5.3. Sec-

tion 5.4 reviews past literature on the subject, and attempts to clarify a number of

misconceptions present throughout previous works. In Sec. 5.5, we derive and

test an improved point-vortex model for a harmonically trapped BEC. Finally, we

summarise our main results in Sec. 5.6.

5.2 The vortex velocity in an inhomogeneous superfluid

We begin with the nonlinear Schrödinger equation iħh∂ tψ = Ĥψ with the Hamil-

tonian

Ĥ = −
ħh2

2m
∇2 + Û(r, t), (5.1)

where Û is, in general, a complex operator. For the non-dissipative, zero

temperature Gross–Pitaveskii model used throughout this chapter, Û(r, t) =

V (r, t) + gn(r, t), as defined in Sec. 2.3.1. However, for the purposes of this

derivation, the precise form of Û turns out to be unimportant and could include

terms due to thermal atom density or non-Hermitian growth and decay terms.

Hence, the resulting equation for the vortex velocity is exceptionally general and

its applicability is not limited to BECs.

We begin by assuming that at time t = 0 there is a singly quantised vortex in a

2D condensate at the location r◦ = (x◦, y◦), which we express in complex notation

as z◦ = x◦ + i y◦. By definition, this means that ψ(x◦, y◦) = 0, since there must be

zero atomic density at the vortex core. Such a vortex state may be described, with

no loss of generality, by the wavefunction

ψ◦ ≡ψ(r, t = 0) = (z − z◦)ρ̃eiφ̃, (5.2)

where ρ̃(r, t) and φ̃(r, t) are real functions which, respectively, describe the back-

ground magnitude and phase of the wavefunction after the vortex has been fac-

tored out. The function z = x + i y accounts for both the density and phase of the

condensate close to the vortex core.

We may use the Gross–Pitaevskii equation to propagate the wavefunction for-
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ward an infinitesimal time δt by applying the unitary evolution operator:

ψnew ≡ψ(r, t = δt) = exp
�

−
i
ħh

Ĥδt
�

ψ◦ (5.3a)

≈
�

1−
i
ħh

Ĥδt
�

ψ◦, (5.3b)

where in the second line we have expanded the exponential term in a Taylor series

to first order in δt. Substituting the Hamiltonian, Eq. (5.1), and the vortex ansatz

wavefunction, Eq. (5.2), into this expression results in

ψnew ≈ (z − z◦)ρ̃eiφ̃ −
i
ħh
δt

�

−
ħh2

2m
∇2 + Û

�

(z − z◦)ρ̃eiφ̃. (5.4)

The Laplacian term may be expanded to yield

∇2
�

(z − z◦)ρ̃eiφ̃
�

=
�

(z − z◦)∇2ρ̃ + 2(1, i) · ∇ρ̃ + 2i {(z − z◦)∇ρ̃ + ρ̃(1, i)} · ∇φ̃

+ (z − z◦)ρ̃
�

i∇2φ̃ − (∇φ̃)2
	

�

eiφ̃, (5.5)

where we have used ∇(z − z◦) = (1, i) and ∇2(z − z◦) = 0. Substituting Eq. (5.5)

into Eq. (5.4), we evaluate ψnew at z = z◦ + δz = (x◦ + δx) + i(y◦ + δ y), which

is the new location of the vortex after time δt. Because ψnew must vanish at the

new core location, we find that

0≈
§

δzρ̃ −
i
ħh
δt
�

−
ħh2

2m

�

δz∇2ρ̃ + 2i (δz∇ρ̃ + ρ̃(1, i)) · ∇φ̃

+ 2(1, i) · ∇ρ̃ +δzρ̃
�

i∇2φ̃ − (∇φ̃)2
�

�

+δzÛρ̃
�ª

eiφ̃. (5.6)

The eiφ̃ term is nonzero in general, and hence the term inside the braces must be

equal to zero. We take the limit of the resulting expression as δz→ 0 and δt → 0,

leaving only terms which are first order in δz and δt:

0≈ δzρ̃ +
iħh
2m
δt
�

2iρ̃(1, i) · ∇φ̃ + 2(1, i) · ∇ρ̃
�

. (5.7)

Rearranging, we obtain an expression

vx + ivy ≡
δz
δt
=
ħh
m

�

(1, i) · ∇φ̃ + (−i, 1) ·
∇ρ̃
ρ̃

�

, (5.8)

for the vortex velocity v v = (vx , vy) to first order accuracy, which becomes exact



5.3. Numerical study of the velocity of a single vortex 73

in the limit of adiabatic vortex motion [309,310]. Expressed in vector form, the

velocity of the vortex is

v v(r◦) =
ħh
m

�

∇φ̃ − κ̂×∇ log ρ̃
�

�

�

�

r◦
(5.9a)

≡ v s(r◦) + v d(r◦). (5.9b)

Here we have identified two independent contributions to the vortex velocity: the

background superfluid velocity due to ambient phase gradients v s = (ħh/m)∇φ̃,

and a density gradient velocity v d = −(ħh/m)κ̂×∇ log ρ̃. In Eq. (5.9a), we have

explicitly included the dependence on the unit vector κ̂ which points in the direc-

tion of the vortex circulation vector κ = κsẑ. It is straightforward to verify this

dependence on κ̂ by repeating the above calculation with z → z∗, z◦ → z∗◦ and

δz→ δz∗ (i.e. an antivortex). We explicitly show in Sec. 5.3.3.4 that v d is only

dependent on the direction, not the magnitude, of κ.

We note that Eq. (5.9) is an entirely local expression—the vortex velocity is not

directly affected by global features of the condensate, such as its overall density

profile, the presence of boundaries, or the existence of other vortices in the system.

All such effects modify the motion of the vortex phase singularity implicitly through

the changes in the ambient condensate density and phase. Furthermore, the vortex

velocity derives exclusively from the kinetic energy term in the Hamiltonian, and

hence the velocity of the vortex does not explicitly depend on Û (although there

is an implicit dependence via the wavefunction). Equation (5.9) is therefore

generic and applies even for more general forms of Û , such as those which include

dynamics of thermal atom densities, higher order nonlinear terms and dissipative

effects.

5.3 Numerical study of the velocity of a single vortex

5.3.1 The motion of a single vortex in an axisymmetric trap

The goal of Sec. 5.3 is to verify the expression, Eq. (5.9), for the vortex velocity

by numerically simulating the motion of a single vortex in a trapped BEC using

the Gross–Pitaevskii equation. In doing so, we uncover a number of interesting

features underlying the vortex motion, including the effects of varying density

on the ambient superfluid velocity, and multipole moments induced in the vortex

velocity field. We consider two cylindrically symmetric geometries: a harmonic

trap and a uniform disk-shaped trap with hard walls. It is well documented that,
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in each of these cases, a single off-centred vortex will orbit around the centre

of the trap at a constant radius r◦ ≡ |r◦| with a radially dependent velocity1

vorb(r◦) [94, 110, 111, 127]. However, this motion is typically thought to derive

from different physical effects in each of these two cases.

In the uniform disk trap, the vortex motion is understood to arise from the

Bernoulli effect, whereby the warping of the flow field due to the boundary leads

to a pressure gradient, and hence a radial force, which drives the vortex in a circular

path due to the gyroscopic effect of the rotating fluid. Equivalently, the motion can

be described using the mathematical construction of image vortices—hypothetical

vortex charges that exist outside the condensate and alter the fluid velocity field

such that the boundary conditions of zero radial flow are satisfied [94,239]. These

images generate a phase gradient within the fluid, and thus induce vortex motion

via the first term in Eq. (5.9).

By contrast, in the harmonic trap, the vortex orbital motion is usually attributed

to the inhomogeneity of the condensate [111], while the effect of the ambient

superfluid velocity v s has often been disregarded [111] or treated inadequately

[299,301] (see Secs. 5.3.3.2 and 5.4 for further discussion on previous results).

However, our simulations reveal that both terms in Eq. (5.9) contribute significantly

to the vortex velocity in the harmonic trap, as we show in Sec. 5.3.3.

5.3.2 Numerical methods
We numerically solve the GPE using a 512× 512 grid, with a spacing approxi-

mately equal to the healing length ξ. To obtain the harmonic and uniform disk

geometries, we use trapping potentials Vh(r) = µh(r/Rh)2 and Vu(r) = µu(r/Ru)50,

respectively, where the chemical potential in the harmonic trap is chosen to be

four times that in the uniform trap, µh = 4µu. We set the interaction parameter

in the GPE to g = 1.28× 104ħh2/m, and use a trap radius of R = 128ξh = 64ξu,

with ξh = ξu/2. For each trap, we first calculate the ground state using imag-

inary time propagation. We then imprint a vortex of charge s at location

r◦ by multiplying this ground state wavefunction by f (|r − r◦|)eiφv(r), where

φv(r) = s arctan [(y − y◦)/(x − x◦)], and the approximate density profile of a

vortex is given by Eq. (2.41). This initial state is evolved to t = 5× 104ħh/µ using

the GPE (long enough to see at least four orbits of the vortex around the trap

centre at the lowest frequencies). We identify the vortex location using the phase

singularity detection algorithm described in Sec. 4.5.1.

1. Unless there is dissipation, in which case it will drift radially outward [311].
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Throughout the time evolution, we independently measure each of the three

terms in Eq. (5.9):

(i) The total orbital velocity [the left-hand side of Eq. (5.9)] is calculated from

the angular frequency of the vortex orbital motion as vv = vorb =ωorbr◦.

(ii) To measure the ambient superfluid velocity field v s(r◦) = (ħh/m)∇φ̃(r)|r◦ , we

first calculate the ambient phase φ̃(r) by subtracting the axisymmetric vortex

phase field from the total phase of the condensate: φ̃(r) = φ(r) − φv(r).

This subtraction must be done carefully to minimise numerical fluctuations

at the vortex core. We then average the resulting velocity field v s(r) within a

series of annuli ra − ξ < |r− r◦|< ra + ξ around the vortex core, where ra is

varied between 2ξ and 11ξ. Due to fluctuations in the velocity within |r−
r◦|® ξ (and contributions from a multipole velocity field—see Sec. 5.3.3.3),

we extrapolate the measurements from the larger annuli to determine the

velocity at r◦.

(iii) The density-dependent velocity v d(r◦) = −(ħh/m)κ̂×∇ρ̃/ρ̃|r◦ is measured

numerically around the vortex core by fitting a plane P(x , y) = A+ Bx + C y

to ρ(r) = |ψ(r)| within the annuli ra−ξ < |r−r◦|< ra+ξ, where ra is varied

between 6ξ and 11ξ. We then calculate the density terms as: ρ̃(r◦) = 〈A〉,
|∇ρ̃|r◦ =

p

〈B〉2 + 〈C〉2, where the average is taken over both time and the

radii ra. For comparison, we also calculate v d using the ground state density

profile, and find very good agreement between the two methods.

5.3.3 Results
5.3.3.1 Vortex orbital dynamics

The numerically measured velocity curves for a vortex located at variable radius

r◦ in a harmonically trapped system are shown in Fig. 5.1. As predicted by Eq. (5.9),

the sum of the density and phase gradient terms gives excellent agreement with

the total vortex velocity. For improved clarity at small values of r◦, we have also

included the orbital frequency measurements in the inset of the Figure. This data

clearly shows that, for all radii, the ambient superfluid velocity is actually the

dominant contribution to the vortex motion, while the density-dependent effect

only becomes significant near the boundary. This finding is in contradiction with

much of the literature on the topic, as we discuss in Sec. 5.4.

Figure 5.2 shows the measured velocity data for a single vortex in the uniform

trap. Once again, we find that the total velocity is well described by the sum of the
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Figure 5.1: The contributions to the vortex orbital velocity and frequency (inset)

in a harmonically trapped condensate, for a vortex initiated at variable radius r◦.
In the main frame the black diamonds denote the measured orbital velocity vorb,

while the two terms on the right hand side of Eq. (5.9), vs and vd , are plotted

as red circles and blue triangles, respectively. The sum vs + vd is also shown as

a solid green line for comparison with vorb. All corresponding frequencies are

plotted equivalently in the inset. In the main frame, the dotted line shows the fit

v(r◦) = (ħh/m)αr◦/(βR2− r2
◦ ), a generalised image vortex velocity, to vs(r◦), where

α= 6.79, β = 1.32 (see Sec. 5.5.2). The dashed curve is the result of calculating

vd using the ground state density profile. In the inset, the data for the lowest four

radii have been omitted due to numerical noise.

phase and density terms, as Eq. (5.9) predicts. We also observe that, in this system,

the overwhelming contribution to the vortex velocity for radii r◦ ® 0.9R is the

phase gradient. The sudden increase in vd near the boundary is due to the finite

width of the wall—in an infinite cylindrical well, this term would remain negligible

everywhere. We also find that, for small radii, vs(r◦) agrees well with the velocity

field produced by an image vortex outside the condensate at radius r̄◦ = r◦R
2/|r◦|2,

the expected image location for a disk-shaped system with infinitely hard walls

(as discussed in Sec. 3.2.1). As the vortex approaches the edge of the fluid, the

phase gradient velocity becomes stronger than the image vortex predicts. This can

be attributed to the fact that neither the vortex nor the wall are infinitesimally

narrow features and consequently the ideal point-vortex image picture fails near

the boundary of the condensate.
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Figure 5.2: The contributions to the vortex orbital velocity and frequency (inset)

in a uniform, disk-shaped condensate, for a vortex imprinted at variable radius r◦.
The data are labelled as in Fig. 5.1, except that the dotted curve shown here is the

velocity v(r◦) = (ħh/m)r◦/(R2 − r2
◦ ) produced by an image vortex at r̄◦ = R2/r◦. As

in Fig. 5.1, the frequency data at the lowest four radii have been omitted due to

numerical noise.

5.3.3.2 Contributions to the ambient velocity field
Whereas the density gradient velocity in Eq. (5.9) is straightforward to measure

from ground state properties, the ambient velocity field v s(r) induced by the vortex

is, in general, more complicated. To demonstrate this, we measure the background

velocity field everywhere in the condensate for a vortex at radius r◦ ≈ 0.75R in

each of our two traps. The inset of Fig. 5.3(b) shows the y-component of each

measured velocity field over the entire condensate when the vortex is located at

r◦ ≈ (0.75 R, 0), while the main frame of panel (b) shows a one-dimensional slice

through this field along the x-axis. Panel (a) shows the corresponding density

profiles, normalised to n◦, the maximum density in the harmonic trap.

In the uniform trap, the background velocity field is well described by an image

vortex located at r̄◦ ≈ (0.75−1 R, 0) (the expected location for a hard-walled disk

trap), although the agreement becomes worse near the boundary closest to the

vortex, due to the finite core size and boundary width. By contrast, the velocity

field in the harmonic trap is more complicated. A peak in the background velocity

in the region around the vortex core is clearly visible, and has been previously

identified and discussed in Ref. [302]. It was suggested in Ref. [302] that the

background velocity field v s(r) could be split into two independent contributions:
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an image vortex field arising from the presence of the boundary, plus an addi-

tional contribution due to the fluid inhomogeneity at the vortex location. In fact,

Sheehy and Radzihovsky [299] derived an approximate expression for this second

contribution,

vpeak(r) =
ħh
m

ẑ×
∇ρ̃(r◦)
ρ̃(r◦)

log
� |r− r◦||∇ρ̃(r◦)|

|ρ̃(r◦)|

�

, (5.10)

which is responsible for the peak in the region around the vortex (however, it

was assumed in their derivation that this was the only contribution to the vortex

orbital velocity, which we have shown is not the case). For comparison, we show

in Fig. 5.3(b) the sum of the image velocity field and Eq. (5.10), as suggested
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Figure 5.3: The (a) one-dimensional density profile n(x) = |ψ(x , 0)|2 and (b)

y-component of the background velocity field v s =∇φ̃ along the x-axis in both the

harmonic (red) and uniform disk (blue) traps for a vortex at position x◦ ≈ 0.75 R
(highlighted by the vertical shaded region). In the inset of panel (b), the y-

component of v s has been plotted across the whole condensate for each trap, with

a dotted line indicating the cross-section shown in the main frame, and a black

circle denoting the vortex location. The colour scales in the inset are the same as

the y-axis of (b). All numerical data has been averaged over ≈ 130 dynamical

frames in each geometry. The solid green line in (b) is the velocity field produced

by an image vortex at x̄◦ ≈ 0.75−1 R, while the black dotted line shows the sum of

Eq. (5.10) and the image vortex velocity field. For comparison with Figs. 5.1 and

5.2, the measurements of vs at r◦ ≈ 0.75R in each trap are also shown as filled

circles (note that there is a factor of two difference for the velocity in the harmonic

trap due to the scaling with ξu).
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in Ref. [302]. While qualitatively reasonable, this approach does not provide

quantitative accuracy. Moreover, Eq. (5.10) is only valid near, but outside of, the

core region, and therefore fails at greater distances.

Interpreting these observations in light of Eq. (5.9), we emphasise that a density

gradient at the vortex location produces two distinct effects on the vortex motion:

(i) A ‘direct’ effect on the vortex produced by v d [which does not contribute to

the ambient velocity field v s shown in Fig. 5.3(b)].

(ii) An ‘indirect’ effect via a warping of the phase field that enters v s in addition

to an image effect due to the boundary, and which manifests as a peak in

the azimuthal velocity field around the vortex in the harmonically trapped

condensate [shown in Fig. 5.3(b)].

Unlike for the uniform trap, we do not expect the background ‘image vortex’ field

in an inhomogeneous system to be described by a single image point-vortex located

outside the fluid. Instead, we expect the softness of the boundary to delocalise

the image, much like a spherical aberration produced by a soft mirror [312]. It

may therefore be possible to approximate the image field more accurately using

a configuration of multiple image vortices; however, doing so would destroy the

simplified physical picture that makes the image representation appealing.

5.3.3.3 Induced multipole moments
In addition to the effects of boundaries and varying condensate density on the

background velocity field v s(r) (discussed in Sec. 5.3.3.2), dipole, and higher

multipole, moments in the velocity field v i(r) of the vortex have been predicted to

emerge as a result of the internal structure of the defect. This effect arises due to the

dynamical excitation of the nz = 0 kelvon quasiparticles localised within the vortex

core [191,313–317]. Because the vortices considered here are two-dimensional,

kelvons with axial quantum numbers nz > 0 are suppressed [318].

In Ref. [319], it was predicted that a vortex moving relative to the background

superflow should exhibit an altered intrinsic velocity field v i(r) which is no longer

circularly symmetric. Outside of the vortex core, the corrections can be expressed

in terms of a multipole expansion [319]:

v i(r) =v (1)i (r) + v (2)i (r) + . . .

=
ħh
m

�

ẑ×
r− r◦
|r− r◦|2

+
(r− r◦)2d− 2 [d · (r− r◦)] (r− r◦)

|r− r◦|4
+ . . .

�

, (5.11)



80 5. Vortex dynamics in nonuniform Bose–Einstein condensates

where the dipole moment

d≡ v rel
mξ2

ħh

�

log

�

�

�

�

r− r◦
ξ

�

�

�

�

− a log

�

�

�

�

mξv rel

ħh

�

�

�

�

�

. (5.12)

Here, a ≈ 1.49 is a numerical constant, and v rel is the velocity of the vortex relative

to the superfluid in the vortex frame of reference.

To investigate the possibility of such multipole effects in our Gross–Pitaevskii

simulations, we have performed further numerical calculations in the disk-shaped

trap, using an increased resolution of 4096 × 4096 grid points, and a smaller

interaction parameter, g = 148ħh2/m. This reduces the condensate radius to

R ≈ 21ξ, and increases the number of grid points per healing length to ∼ 64.

After imprinting the vortex phase winding into the ground state of the trap and

evolving for a short amount of imaginary time, a quadrupole-like structure becomes

visible in the flow field, once both the monopole field v (1)i (r) and the local mean
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Figure 5.4: Comparison between the numerical [(a)/(b)] and predicted [(c)/(d)]
density-weighted velocity fields within the vortex core, left over after subtracting

out the vortex monopole field v (1)i (r) and the local background velocity 〈v s〉
(averaged over the region shown). The left and right columns, respectively, show

the direction and magnitude of each velocity field. The vortex is located at x◦ ≈
0.5 R, and will travel in the positive y-direction under real time evolution.
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background velocity 〈v s〉 have been subtracted away2. Figure 5.4(a)–(b) shows

this numerically measured velocity field for a vortex initiated at r◦ ≈ (0.5R, 0).

Although the data shown has been obtained using imaginary time propagation, the

same structure develops during real time evolution, and is 1-2 orders of magnitude

weaker than the background superflow v s driving the vortex motion.

We are only able to reproduce a dipole field—such as the prediction of Eqs. (5.11)

and (5.12) shown in Fig. 5.4(c)–(d)—as a numerical artifact arising from an

inaccurate subtraction of the monopole field, which essentially imprints a vortex–

antivortex dipole in the wavefunction. Further investigation into the vortex core

localised multipolar velocity fields is a topic of future work.

5.3.3.4 The velocity of a vortex with multiple circulation quanta
To confirm that Eq. (5.9) applies equally well for higher charge vortices, we

have repeated our numerical analysis of the vortex velocity in a harmonic trap

using a single s = 2 vortex. Due to the inherent energetic instabilities of this

vortex state, the singularity immediately splits into two singly-charged vortices,

which continuously emit phonons and gradually drift apart, causing the centre-

of-mass velocity to decrease (for approximately one trap orbit, however, the two

vortex cores are indiscernible). To minimise the effects of this splitting on our

velocity data, we cut off our measurements once the distance dv between the two

singularities becomes greater than 8ξ, and only calculate the background fields

for the early times when dv ≤ 3ξ. The obtained velocity and frequency curves are

shown in Fig. 5.5, demonstrating that Eq. (5.9) still holds for a multi-quantum

vortex. Surprisingly, if the derivation in Sec. 5.2 is repeated using an ansatz

wavefunction with (z − z◦) → (z − z◦)|s| (i.e. a multi-quantum vortex of charge

s > 0), then the velocity in Eq. (5.9) becomes v v → |s|(v s + v d), which does not

match with our numerical results.

For all radii, the total orbital velocity of the vortex is approximately 1.6 times

greater than the velocity obtained for a charge s = 1 vortex at the same radius.

This increase comes entirely from the phase gradient term, which grows by ≈ 1.8

times—slightly lower than the factor of two one would expect from a simple image

vortex picture. We have confirmed that, in the uniform disk trap, the vs component

does scale by a factor of two, suggesting that the slightly smaller value observed

2. Strictly, the induced multipole moments are intrinsic to the vortex ‘particle’ and could therefore
be removed from the phase field before calculating the smooth background field v s =∇φ̃ which
drives the vortex motion. However, since we have only subtracted the circularly symmetric
monopole component v (1)i (r), the higher order multipole contributions remain in our measured
‘background’ field v s(r).
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Figure 5.5: The contributions to the orbital velocity and frequency (inset) for a

charge s = 2 vortex in a harmonic trap, initiated at variable radius r◦. The data

are labelled as in Figs. 5.1 and 5.2. The dotted curve shown in the main frame is

a fit to v(r◦) = (ħh/m)αr◦/(1.32R2 − r2
◦ ), which gives α= 12.26, which is ≈ 1.81

times larger than the value obtained from the single vortex fit. Frequency data at

the lowest radii have been omitted due to numerical fluctuations.

in the harmonic trap is related to the shape of the induced velocity peak discussed

in Sec. 5.3.3.2. It is interesting to note that, for vortices with large circulation, the

phase gradient term in Eq. (5.9) becomes increasingly dominant, since v d does

not scale with |s|.

5.4 Comparison with results in the literature

Many expressions describing the motion of vortices in inhomogeneous fluids

to varying degree of accuracy are found in the literature. We find that, unlike

our analytical solution Eq. (5.9), none of the other models agree precisely with

the numerically measured orbital velocity of a single vortex. In the following, we

discuss the two most widely used approaches, and briefly review some more recent

results.

5.4.1 The two standard approaches

The first of the two common methods from the literature invokes a force balanc-

ing argument whereby the negative gradient of the energy E(r◦) is equated to the
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‘Magnus force’ on the vortex [293,294,297,299,320]:

FMag
?
= mñκ× v v =∇E(r◦), (5.13)

where ñ≡ ρ̃2, and the gradient ∇E(r◦) is taken with respect to the vortex location

r◦. The same formula has also been obtained using a variational Lagrangian ap-

proach [111,295]. The advantage of this expression is that the vortex velocity can

be calculated directly from the total energy E of the fluid, which is straightforward

to measure numerically, and can be approximated analytically for a single vor-

tex [111,294,295,297]. However, we argue that this approach also has a number

of significant shortcomings. Firstly, Eq. (5.13) requires knowledge of the global

properties of the condensate, making it less general than the local description of

Eq. (5.9). Moreover, as suggested by the
?
= notation, the Magnus force, rather than

being proportional to the vortex velocity, should be proportional to the velocity of

the vortex relative to the background superflow3 [322–324]:

FMag = mñκ× (v v − v s) = mñκ× v d , (5.14)

where Eq. (5.9) has been used to obtain the second equality. Comparing expres-

sions (5.13) and (5.14), it thus becomes apparent that the force which appears

in the former is not the Magnus force, but rather the total force on the vortex,

Fv = mñκ × v v = mñκ × (v s + v d), which is responsible for its total velocity

v v [325]. Equation (5.13) therefore states that the change in condensate energy

induced by radially shifting the vortex is redistributed into the vortex motion.

However, this is only an approximation, since a small amount of energy will, in

general, also be distributed into the phonon (compressible) and quantum pressure

components.

The second approach is to use a matched asymptotic expansion [326,327], where

analytic solutions of the Gross–Pitaevskii equation are found both within and far

from the vortex core. The two solutions are then matched at an intermediate length

scale, providing an analytic expression for the vortex velocity of the form [111]:

v v =
3ħh

4mµ
log

�

R
ξ

�

κ̂×∇Vtrap =
3
2

log
�

R
ξ

�

v d . (5.15)

3. This is in direct analogy with the Magnus force per unit length on a rotating cylinder in a
classical fluid, which has the form FMag/L = ρκ× (v − v b), where L is the length of the cylinder,
ρ is the mass density of the fluid, κ is the circulation of the rotating cylinder, v is its velocity,
and v b is the velocity of the background flow [321].
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Figure 5.6: Comparison between our numerically obtained orbital velocity (from

Fig. 5.1) and the predictions of Eqs. (5.9), (5.13) and (5.15) for a single vortex in a

harmonically trapped BEC. The inset shows the corresponding orbital frequencies,

where the data for the lowest radii have been excluded due to numerical noise.

Since ∇Vtrap ∝ ∇ñ and µ ∝ ñ, this expression can be reduced to the same

functional form as the velocity v d in Eq. (5.9); the only difference being a di-

mensionless factor (3/2) log(R/ξ) which is introduced by the matched asymptotic

expansion [299,301]. Equation (5.15) is therefore not in agreement with Eq. (5.9),

since the contribution from the phase gradient velocity v s is missing. The dimen-

sionless factor multiplying v d approximately accounts for this missing term, but

only provides an adequate result when the vortex is near the trap centre.

For comparison between our model and those which appear in the literature,

Fig. 5.6 shows the orbital velocity and frequency (inset) of a vortex in a harmonic

trap as calculated from Eqs. (5.9), (5.13) and (5.15) using our numerical results.

Figure 5.6 shows that Eq. (5.9) gives the best agreement with the observed orbital

velocity from the GPE, although Eq. (5.13) also provides a good approximation.

The discrepancy in the latter case is due to some of the condensate energy [the

right hand side of Eq. (5.13)] being distributed into degrees of freedom other than

the vortex motion.

5.4.2 Potential sources of confusion

In a harmonic trap, it is possible to simplify Eqs. (5.13) and (5.15) using a num-

ber of approximations, thereby reducing them to the same approximate expression
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for the vortex velocity:

v v ∝
ħh
m

r◦
R2 − r2

◦
θ̂ . (5.16)

This is done substituting the Thomas–Fermi density profile n(r) = n◦(1− r2/R2)

and local chemical potential µ(r) = gn(r), where n◦ is the density at the trap

centre [94, 111, 295, 297, 299]. The agreement between these two approaches

has previously been interpreted as confirmation of their validity [94], despite

the shortcomings of each method. To further confound the problem, it has also

previously been assumed that Eqs. (5.10) and (5.15) are equivalent, due to their

similar functional forms [94,299]. However, as clarified in Sec. 5.3.3.2, these two

expressions describe different physics: while Eq. (5.10) approximates an induced

phase gradient around the vortex, Eq. (5.15) [or equivalently, the velocity v d in

Eq. (5.9)] describes a component of the vortex velocity that does not appear in

the superfluid phase.

An additional source of potential confusion in the harmonically trapped system

is that all three velocity terms in Eq. (5.9) have approximately the same radial

dependence, as shown in Fig. 5.1. Therefore, the density gradient term v d may

provide a reasonable estimate for the total velocity if multiplied by a suitable

constant, as in Eq. (5.15). However, this approach ignores the essential physics of

the induced background velocity field and image effects, and will therefore not

yield quantitatively accurate results in general (as seen for large r◦ in Fig. 5.6).

It is also worth noting that, due to the specific shape of the harmonic trapping

potential, Eq. (5.16) has the same functional form as predicted by the point-vortex

approximation for a uniform disk of incompressible fluid; a system that corresponds

to the exactly soluble electrostatic problem of a point charge inside a disk with

conducting boundaries. As discussed throughout Sec. 5.3.3, however, the vortex

velocities in these two systems arise from different physical sources, and therefore

should not be conflated.

5.4.3 Image vortices

In deriving the above expressions, Eqs. (5.13) and (5.15), it is usually assumed

that image vortices do not play a role in bounded inhomogeneous systems [94,111].

Assuming conservation of particle number, the boundary condition for the mass

current is n̂ · j = n̂ · nv s = 0, where n̂ is the unit vector normal to the fluid

boundary. Because the density n(r) gradually approaches zero at a soft wall, this

condition is automatically satisfied regardless of the value of v s at the edge of the
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system. By contrast, for a hard-walled system, the density is finite even near the

boundary of the fluid, and therefore image vortices must be introduced to ensure

n̂ · v s = 0. However, as we have argued in Sec. 5.3.3.2, there is a component of

the background superfluid velocity field arising from boundary effects even in the

harmonic trap, although it does not appear to be well approximated using a single

localised image vortex, as is the case in the uniform disk geometry [see the dashed

line in Fig. 5.3(b)].

5.4.4 Further comparisons
Here we briefly discuss a number of other related works, whose results seem

to have been largely neglected throughout the BEC literature since they were

published, as most authors have instead opted to use the methods described in

Sec. 5.4.1.

Nilsen, Baym and Pethick [301] obtained the same general expression for the

vortex velocity in an inhomogeneous fluid, Eq. (5.9), via an equivalent derivation as

presented here. However, they proceeded by assuming that v d = 0 and replaced v s

with∇ log(ρ̃) for a single vortex in a harmonic trap. Essentially, this lead to a model

which is equivalent to Eq. (5.15), and which neglects important contributions to

the vortex velocity.

Jezek and Cataldo [302,305] also derived Eq. (5.9) using a different approach,

although their model included a phenomenological correction factor multiplying

v d—a factor which we have found to be unity. They also performed a detailed

analysis of the induced background velocity field around a vortex in a harmonic

trap [302], as we have done in Sec. 5.3.3.2.

Various forms of Eq. (5.9) have also appeared in the context of optical vortex

motion in nonlinear media [328–330], since the dynamics in these optical systems

are governed by a nonlinear Schrödinger equation similar to the Gross–Pitaevskii

model used here.

5.5 Generalising the point-vortex model
Equipped with an improved understanding of the motion of a vortex in an

inhomogeneous superfluid, we now turn to an application of this theory—namely,

a generalised model for describing the dynamics of point-vortices in arbitrary

geometries. In particular, we will examine how our findings apply to a harmonically

trapped BEC, although the approach we outline here could be applied to more

general geometries. To our knowledge, all previous work considering point-
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vortex dynamics in harmonic traps has ignored the ambient phase gradient effects

discussed throughout Secs. 5.2–5.4. Rather, the orbital motion of a single vortex

has always been modelled using the simplified form in Eq. (5.16) [131,137,331],

where a multiplicative constant is included to set the timescale of the dynamics. In

this section we will show that this simplifying assumption results in a model that

provides a poor quantitative description of the vortex dynamics, and that some

minor adjustments based on our findings above can improve the model significantly.

However, we conclude that, due to the complicated nature of the induced ambient

velocity field discussed in Sec. 5.3.3.2, a fully general and efficient point-vortex

description seems unachievable.

5.5.1 Requirements of a point-vortex model
We first wish to specify what we consider to be the requirements of a point-vortex

model. Namely:

(i) The model must be simple, both computationally and conceptually. Specifi-

cally, it must be more efficient to solve numerically than the GPE, otherwise

there is no improvement over the standard approach to simulating BEC dy-

namics. To gain the improvement, however, it may be necessary to perform

initial calibrations for the model using the GPE.

(ii) The predictions for the velocities of each vortex in the system must only

depend on their circulations and instantaneous positions.

(iii) The dynamics predicted by the point-vortex model must be quantitatively

accurate.

5.5.2 The point-vortex model
We consider a configuration of Nv vortices at positions r j(t) with integer charges

{s j}, where j = {1,2, . . . , Nv}. To obtain a point-vortex model from Eq. (5.9),

we need to substitute in the phase field produced by this vortex configuration,

as well as the background density profile of the condensate, as a function of

r j. This approach is quite general, provided a reasonable approximation for the

phase field is obtainable for the geometry under consideration. Here, we begin

by demonstrating that the point-vortex model for a uniform disk can be derived

exactly using Eq. (5.9). We then turn to the harmonically trapped case, where

an exact derivation is not possible. Instead, to arrive at a point-vortex model, we
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make some simplifying approximations to account for the ambient velocity fields

which arise from the inhomogeneous density profile.

5.5.2.1 The uniform disk system
In the case of the uniform disk geometry, each vortex induces a single image

vortex of charge s̄ j = −s j located beyond the fluid boundary at position r̄ j =

r jR
2/|r j|2 [237,239]. Hence, the total superfluid phase is given by:

φ(r, t) =
Nv
∑

j=1

§

s j arctan

�

y − y j(t)

x − x j(t)

�

+ s̄ j arctan

�

y − ȳ j(t)

x − x̄ j(t)

�

ª

, (5.17)

where the first term is produced by the physical vortices, while the second term

arises from the images. The gradient of this scalar field is:

∇φ(r, t) =
Nv
∑

j=1

�

s j ẑ×
(r− r j)

|r− r j|2
+ s̄ j ẑ×

(r− r̄ j)

|r− r̄ j|2

�

. (5.18)

Substituting this into Eq. (5.9), and using the fact that ∇ log(ρ̃) = 0 (due to the

constant density), we find that the velocity of vortex k at position rk is given by:

v k =
ħh
m





Nv
∑

j 6=k

s j ẑ×
(rk − r j)

|rk − r j|2
+

Nv
∑

j

s̄ j ẑ×
(rk − r̄ j)

|rk − r̄ j|2



 , (5.19)

where the j = k term in the first sum has been excluded because a vortex is not

affected by its own velocity field. This is the standard point-vortex model for a

disk-shaped system [237,239], with corresponding Hamiltonian, Eq. (3.13). The

first term describes the vortex–vortex interactions, while the second corresponds

to vortex–image interactions, necessary for keeping the vortex particles within the

physical boundary and ensuring that the continuity equation is satisfied there.

5.5.2.2 The harmonically trapped system
We now move on to the more complicated case of a harmonically trapped

condensate. As discussed in Sec. 5.3.3.2, the phase field induced by a vortex in

an inhomogeneous condensate is nontrivial, and hence obtaining a fully general

point-vortex model for this geometry is most likely not possible. Instead, our

goal here is to provide improvements on the model currently used throughout the

literature, without introducing significant complexity.

As shown in Fig. 5.3(b), the ambient velocity field produced far from the vortex
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core for an off-centred vortex is well approximated using a standard image de-

scription [left side of Fig. 5.3(b)]. It is only in the vicinity of the vortex core that

this approximation fails, as the contributions from Eq. (5.10) become important

(we ignore entirely the small effect of the multipole field discussed in Sec. 5.3.3.3).

Based on this, we propose a correction to the phase field in a harmonic trap that

distinguishes between self-image and non-self-image interactions. To do this, we

introduce an additional set of image vortices, {r̄′j, s̄′j}, to produce the self-induced

part of the phase field at the vortex locations r = r j. In the infinitesimal region

around the kth vortex, the phase is approximated to be:

φk(r, t) =
Nv
∑

j=1

s j arctan

�

y − y j(t)

x − x j(t)

�

+
Nv
∑

j 6=k

s̄ j arctan

�

y − ȳ j(t)

x − x̄ j(t)

�

+s̄′k arctan

�

y − ȳ ′k(t)

x − x̄ ′k(t)

�

, (5.20)

while at all other locations in the fluid, the phase field is given by Eq. (5.17). We

stress that this approach is only viable in the dilute-vortex limit when the vortices

are separated well enough that the induced background velocity peak around each

vortex does not significantly affect any other vortex. Alternatively, if the vortices

only approach one another in relatively uniform regions of the fluid (e.g. at the

centre of the harmonic trap), the effect of Eq. (5.10) should be small, and hence

this approach should remain valid. To apply this double-image approximation,

we substitute Eq. (5.20) into Eq. (5.9), which yields the following point-vortex

model:

v k =
ħh
m

� Nv
∑

j 6=k

s j ẑ×
(rk − r j)

|rk − r j|2
+

Nv
∑

j 6=k

s̄ j ẑ×
(rk − r̄ j)

|rk − r̄ j|2

+s̄′kẑ×
(rk − r̄′k)

|rk − r̄′k|2
− κ̂×∇ log ρ̃(rk)

�

. (5.21)

Note that we have retained the density term, since the fluid is now inhomogeneous.

We approximate ρ̃(rk) using a parabolic Thomas–Fermi profile.

To obtain the generalised image description, we introduce an effective charge

α and system radius
p

βR for the self-images by setting s̄′j = αs̄ j and r̄′j = β r̄ j,

respectively. For a vortex at radius r◦, this modified image will produce a velocity

v(r◦) = (ħh/m)αr◦/(βR2 − r2
◦ ). Fitting this generalised image model to the vs(r◦)

data in Fig. 5.1, we obtain α= 6.79, β = 1.32, which gives very good agreement
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with the obtained data. The values of these parameters (in particular the effective

charge α) are so large because we are modelling the localised peak visible in

Fig. 5.3 using image vortices, when in fact this is not an image effect at all. We

note that these parameters are specific to our choice of system, and that the

calibration would need to be repeated for other configurations. We therefore have

all of the parameters required to test Eq. (5.21).

5.5.3 Testing the model
Having derived and calibrated a new point-vortex model, we may test its accuracy

for a few simple two-vortex scenarios to see how well it reproduces the dynamics

predicted by our Gross–Pitaevskii simulations. In each scenario, we compare

the performance of our model to the model used throughout the literature for a

harmonically trapped BEC:

v k =
ħh
m





Nv
∑

j 6=k

s j ẑ×
(rk − r j)

|rk − r j|2
+Ω◦ẑ×

skrk

R2 − r2
k



 , (5.22)

where Ω◦ = (3/2) log(R/ξ) [94,131,136,331]. The second term here corresponds

to Eq. (5.16), and is responsible for the circular motion of each vortex in the

system. We find that replacingΩ◦→ 0.88Ω◦ gives a better prediction for the orbital

frequency at the trap centre, so we use this value instead. The key differences

between Eqs. (5.21) and (5.22) are that (i) we include image vortex effects, and

(ii) our single vortex orbital behaviour arises from the sum of the density gradient

and the self-image term.

We have already examined the single vortex case in Secs. 5.3.3 and 5.4.1.

Since we have calibrated our model using the data in Fig. 5.1, we find very good

agreement in this case. Equation (5.22), on the other hand, reduces to Eq. (5.15)

for a single vortex, which provides a significantly less accurate prediction, as shown

in Fig. 5.6.

5.5.3.1 Test I: Two symmetric same-sign vortices
The first two-vortex case we consider is initialised with condition s1 = s2 = 1,

r1 = −r2 = (x◦, 0). In this case, the two vortices symmetrically orbit around the

trap centre at a constant frequency and radius. We calculate the velocity of each

vortex as a function of r◦ using the GPE, and plot the separate contributions to

the velocity in Fig. 5.7(b). Here, we have split the ambient velocity measurement

v s into v int(r◦) = 1/2r◦θ̂ , the contribution from the other vortex, and v im(r◦),
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Figure 5.7: The azimuthal velocity of two same-sign vortices in a harmonically

trapped BEC as a function of their symmetric radius r◦. (a) Comparison of the

orbital velocity predictions from the two point-vortex models, Eqs. (5.21) and

(5.22), and the GPE. (b) Contributions to the total orbital velocity of each vortex, as

measured using the GPE. We have split the ambient velocity field into v s = v im+v int,

where v im is the velocity produced by the image and the density-induced phase

warping, and v int is the velocity resulting from the vortex–vortex interaction.

the velocity due to images and the density-induced phase warping. Figure 5.7(a)

shows how well each point-vortex model [Eqs. (5.21) and (5.22)] predicts the

total orbital velocity measured in the GPE. For small radii, where the vortex–vortex

interaction dominates, the two predictions are equivalent; however, at larger radii

our improved model is significantly more accurate.

5.5.3.2 Test II: Symmetric vortex dipole
The second case we examine is a symmetrically placed vortex dipole, with

s1 = −s2 = 1 and initial condition r1 = −r2 = (x◦, 0). For this configuration,

the vortices undergo symmetric counter-rotating orbits on opposite sides of the

trap, which are concentric with one another as x◦ is varied. In addition, the

orbits vary in frequency as a function of x◦. In Fig. 5.8, we present both the

orbits (inset) and their frequency (main frame) as a function of x◦, obtained using

the GPE. For comparison, we also show the predictions from both point-vortex

models, Eqs. (5.21) and (5.22). For almost all values of x◦, we obtain only a minor

improvement for both the orbital shapes and their frequencies using our point-

vortex model. This is not surprising, however, since this configuration violates

the requirement that the vortices remain well separated while in inhomogeneous

regions of the trap.

When x◦ ≈ 0.24R, the dipole configuration is a stationary state, in which all
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Figure 5.8: Numerically calculated orbital frequency for a vortex dipole initiated

at ±(x◦, 0) in a harmonically trapped BEC. The orbital frequencies calculated

from the two point-vortex models, Eqs. (5.21) and (5.22), are shown alongside

the Gross–Pitaevskii data for comparison. In the inset, the symmetric orbits

observed in the GPE are shown as solid blue lines for the initial positions x◦/R≈
{0.02,0.07,0.11,0.16,0.20,0.24}. The corresponding orbits predicted by each

point-vortex model for the same initial conditions are shown as dotted lines, with

Eq. (5.21) on the right, and Eq. (5.22) on the left. Dashed vertical lines in the

main frame show the position of the stationary point in each model.

contributions to the vortex velocity cancel. Using the two point-vortex models,

Eqs. (5.21) and (5.22), this point is overestimated to be x◦ ≈ 0.260R and x◦ ≈
0.269R, respectively. Also absent from the point-vortex models is the frequency

resonance observed around the stationary point in the Gross–Pitaevskii data. This

resonance is the result of the compressibility not accounted for in the simplified

models.

5.6 Summary
We have derived a general and exact expression, Eq. (5.9), for the velocity of a

quantised vortex in a spatially inhomogeneous superfluid. Using Gross–Pitaevskii

simulations, we have found that this equation provides highly accurate predictions

of the velocity of vortices in some simple one- and two-vortex scenarios, both in

harmonic and uniform disk-shaped traps. In doing so, we have clarified precisely

how density and phase gradients affect the motion of a vortex in each of these sys-
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tems. In addition, we have found a clear signature of a multipole moment induced

in the velocity field of the vortex due to its internal core structure. Although past

literature has made significant progress in describing vortex dynamics in nonuni-

form fluids, many misconceptions and erroneous assumptions exist throughout.

The Magnus force has often been attributed to the total vortex velocity; however,

we have shown here that it is in fact only responsible for the density gradient

velocity v d in Eq. (5.9). We have also found in agreement with Ref. [302] that

image vortices, which have often been disregarded in harmonically trapped BECs,

are relevant even for systems with soft boundaries.

Using our findings, we have been able to derive a new point-vortex model for a

harmonically trapped BEC, which provides significant improvements for one- and

two-vortex dynamics over the model currently in use throughout the literature.

However, for our approach to remain quantitatively accurate, the vortices must

remain dilute while in regions of varying density, since our simplified model does

not rigorously account for induced ambient velocity fields in regions of varying

density. Due to this stringent requirement, even with our improvements, the

point-vortex model fails to provide quantitative accuracy even for simple two-

vortex scenarios. Of course, the model could easily be improved by introducing

more accurate approximations for the induced ambient velocity fields around each

vortex; however, any added complexity may rapidly negate the simplicity required

of the point-vortex model. We therefore conclude that a quantitatively accurate

point-vortex treatment for arbitrary trap shapes is not possible in general due

to the difficulties of modelling ambient velocity fields that fundamentally arise

from the compressibility of the fluid. For a qualitative or statistically satisfactory

point-vortex model, on the other hand, the approach presented here should be

straightforward to apply in a wide variety of inhomogeneous systems.





6
DYNAMICS OF TWO SAME-SIGN

POINT-VORTICES

This chapter is devoted to studying the motion of two same-sign point-vortices,

a dynamical regime which serves as a natural bridge between the comparatively

simple scenario of a single vortex examined in the previous chapter, and the more

complicated dynamics of quantum turbulence, a topic which will be the focus of

subsequent chapters. The work presented here is based on Ref. [140]. We expand

on the results of Ref. [131], in which both theoretical analysis and experimental

observations were used to investigate a bifurcation in the dynamics of two same-

sign vortices in a harmonically trapped BEC. Upon attempting to reproduce the

findings of Ref. [131], we discovered that the authors’ conclusions regarding the

specific details of this bifurcation were incomplete, and hence we sought to expand

on their results.

6.1 Motivation
Recent experiments [127,128,131,132,154,332] have shown that vortices in

superfluid gases are amenable to a point-vortex approach, opening up possibilities

for quantitative studies of vortex dynamics such as Kelvin waves [116,316,317,

333,334], Crow instabilities [335–337], and Tkachenko vortex waves [120–122,

338]. Understanding such few-vortex phenomena forms the basis for solving

more complex problems involving vortices, such as quantum turbulence in 2D

systems [103,152,156,157,162,164,165,273,275,339,340] and the emergence of

Onsager vortices and negative Boltzmann temperatures for vortices in disk-shaped

traps [165,169,170], which will be examined in later chapters.

In 2D superfluids, strong turbulence is tantamount to chaotic dynamics of the

quantised vortices in the system. For three or more vortices in an effectively

2D Bose–Einstein condensate confined by a harmonic trap, the vortex dynamics
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can become chaotic. However, a two-vortex problem is integrable due to two

conservation laws related to the energy and angular momentum of the system,

as discussed in Sec. 3.2.1. As a precursor to studying the onset of turbulence,

we focus here on the problem of two vortices of the same circulation. Our work

is motivated by recent BEC experiments that discovered a bifurcation of rigidly

rotating stationary states in the two-vortex case [131]. Here we find that the phase

space of the two-vortex system is divided into two topologically distinct regions

corresponding to two radically different types of two-vortex motion: In one region

the individual orbits of the two vortices overlap, whereas in the other region the

orbits never cross each other.

This chapter is organised as follows. In Sec. 6.2, we outline the point-vortex

model we use for describing the effectively 2D dynamics of vortices in a highly

oblate harmonically trapped BEC. Section 6.3 presents our results using two

complementary descriptions: the position-space representation and the velocity-

space representation. These are used for revealing the phase-space boundary that

separates the system dynamics into two topologically distinct classes. We then

summarise our conclusions in Sec. 6.4.

6.2 Point-vortex model

In this chapter, we restrict our theoretical analysis to the point-vortex model.

Despite the shortcomings of this approach (as discussed in the previous chapter),

it can still be used to provide qualitative predictions of vortex dynamics.

The point-vortex model used in this work is equivalent to Eq. (5.22):

− iżk = R2Ω0
skzk

R2 − |zk|2
+ R2Ωint

Nv
∑

j 6=k

s j

zk − z j

|zk − z j|2
, (6.1)

where zk = xk+i yk is the position coordinates of the kth vortex in complex notation,

sk ∈ Z is its circulation number, and k ∈ {1, . . . , Nv}. However, the qualitative

findings were verified using our improved point-vortex model, Eq. (5.21), and

the Gross–Pitaevskii equation. The vortices are constrained to move within the

Thomas–Fermi radius of the condensate, R> |zk|. Furthermore, Ω0 is the orbital

angular frequency of a solitary unit-strength vortex infinitesimally close to the

trap centre [127,341], and Ωint is an angular frequency determining the effective

strength of the vortex–vortex interaction [131].



6.2. Point-vortex model 97

Equations (6.1) are equivalent to Hamilton’s equations of motion,

sk ẋk =
∂H
∂ yk

, sk ẏk = −
∂H
∂xk

, (6.2)

corresponding to the Hamiltonian

H =
R2Ω0

2

Nv
∑

k=1

s2
kln

�

1−
|zk|2

R2

�

− R2Ωint

Nv
∑

k=1

Nv
∑

j>k

sks jlog
|zk − z j|

R
. (6.3)

In addition to H, the model also has another integral of motion, L =
∑

k sk|zk|2,

due to the underlying rotational symmetry, as discussed in Sec. 3.2.1. In analogy to

point particles, this quantity is referred to as the point-vortex angular momentum;

note, however, that it should not be confused with the orbital angular momentum

that the vortex induces in the flow of the surrounding superfluid. In fact, whereas

the point-vortex angular momentum sk|zk|2 of a single vortex increases as the vortex

moves away from the symmetry axis, the angular momentum of the superfluid

decreases under such circumstances.

By denoting zk = rk exp (iθk), we obtain the radial and angular vortex velocities

ṙk and θ̇k, respectively, from the Cartesian velocities as

�

ṙk

rkθ̇k

�

=

�

cosθk sinθk

−sinθk cosθk

��

ẋk

ẏk

�

. (6.4)

The velocity space {(ṙk, θ̇k)} turns out to be extremely useful for representing the

vortex dynamics in subsequent analysis (Sec. 6.3.2).

From here on, we focus on a system of two vortices with equal circulations,

setting Nv = 2 and s1 = s2 = 1. We measure lengths in units of R and time in

units of Ω−1
0 . Up to a rotation of the coordinate system, all possible two-vortex

configurations are spanned by three variables: the angle φ = tan−1 (r2/r1), the

point-vortex angular momentum L = r2
1+ r2

2 , and the azimuthal angle θ21 = θ2−θ1

between the two vortices. Recently, Navarro et al. [131] investigated this system

both theoretically and experimentally for two-vortex configurations with θ21 = π.

They demonstrated that when Ωint/Ω0 = 0.1 (a value that we adopt throughout

this chapter), the system exhibits a pitchfork bifurcation at L = Lcr ≈ 0.273 R2 that

induces the emergence and stabilisation of asymmetric (r1 6= r2) rigidly rotating

vortex configurations and the destabilisation of symmetric (r1 = r2, i.e., φ = π/4)

rigidly rotating states at L > Lcr.
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We have solved Eqs. (6.1) numerically using the ode113 function in MATLAB

with a relative tolerance of 10−13, absolute tolerance of 10−15, and a variable

time step. As the initial conditions (φ, L,θ21), we consider 20 equidistant values

from φ = 0.238π to φ = 0.466π and from L = 0.1R2 to L = 0.955R2, and 10

equidistant values from θ21 = 0.1π to θ21 = π. For trajectories that have exactly

symmetric initial conditions (φ = π/4 and θ21 = π) and exhibit stable rigid-body

rotation (L < Lcr), our simulations show deviations from the initial radius rk (0),

initial Hamiltonian energy H, and initial L of at most 10−6 in the respective units

of each over time intervals under consideration.

6.3 Results

In this section, we present our numerical results on the dynamics of two same-

sign point-vortices and, in particular, describe the emergence of the two distinct

classes of motion in the system. These two dynamical regimes are separated by a
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Figure 6.1: (a) Phase-space-dividing wall, and [(a) and (b)] the curve of rigidly

rotating states. In panel (a), the full three-dimensional parameter space (φ, L,θ21)
of possible two-vortex configurations is shown. Above the surface, the individual

orbits of the two vortices never cross each other, whereas below it the orbits

intersect. Here φ = tan−1 (r2/r1), L = r2
1 + r2

2 , and θ21 = θ2 − θ1, with {(rk,θk)}
denoting the polar coordinates of the vortices. The blue solid curve corresponding

to rigidly rotating states lies in the plane θ21 = π shown in (b); see also Fig. 6.9.

The red dashed line marks the unstable rigidly rotating states occurring for L >
Lcr ≈ 0.273R2. Panel (b) corresponds to Fig. 1(c) in Ref. [131]. Notice that the

rigidly rotating states trace a one-dimensional curve in the three-dimensional

parameter space (a), whereas the red curves are the boundary curves of the two-

dimensional phase-space-dividing wall for θ21 = π. As in Ref. [131], all results

are for Ωint/Ω0 = 0.1 [Eqs. (6.1)].
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surface which exists in the phase space of possible two-vortex configurations.

Figure 6.1 summarises the main findings. The wall that divides the two-vortex

phase space mapped by (φ, L,θ21) is shown in Fig. 6.1(a), indicating a sharp

transition between the two types of motion as the initial vortex positions are

varied. This transition boundary is impenetrable in the sense that any two-vortex

state located on one side of the boundary at any one time will always remain on

that side of the boundary as the system evolves in time. Furthermore, and contrary

to the findings of Ref. [131], our simulations reveal that this phase space division

is not related to a set of asymmetric rigidly rotating states, which exist only for

θ21 = π. The distinction between these two phase-space curves is made in Fig. 6.1.

To relate our results to the findings of Ref. [131], we limit the specific exam-

ples examined in the rest of the chapter to the case θ21 = π, corresponding to

vortices that are initially located on opposite sides of the centre of the harmonic

trap. However, we emphasise that the two distinct phase-space regions persist

for all values of θ21 [Fig. 6.1(a)]. We first consider the position-coordinate rep-

resentation (Sec. 6.3.1) in order to provide a physically intuitive picture, but

subsequently switch to using the radial and angular velocities as our coordinates

(Sec. 6.3.2) because the emergence of the two types of motion is most apparent in

this representation.

6.3.1 Position-space representation
Consider first two same-sign vortices placed at equal distances on opposite sides

of the trap centre (i.e., φ = π/4 and θ21 = π) in terms of their position coordinates

(xk, yk) ∈ R2, rk < R. These states lie on the solid vertical line segment in Fig. 6.1.

As long as L < Lcr ≈ 0.273R2 [131], the resulting motion will consist of stable

rigid-body rotation as exemplified in Fig. 6.2(a). The dynamics of this state show

no major divergence from rigid rotation over time scales of ∼ 4000Ω−1
0 and satisfy

|rk(t)− rk(0)|/R< 10−10 during the entire simulation.

On the other hand, it was recently found by Navarro et al. [131] that when

L > Lcr, the symmetric rigidly rotating states with θ21 = π and φ = π/4 are

dynamically unstable due to a symmetry-breaking pitchfork bifurcation, and stable

rigid-body rotation is instead exhibited by asymmetric states with θ21 = π and

φ = π/4±δ, where the specific value of δ is determined by L. In Fig. 6.1(b), the

stable rigidly rotating two-vortex states lie on the solid curve, whereas the unstable

symmetric rigidly rotating states are indicated by the dashed line segment. An

example of an asymmetric rigidly rotating state is shown in Fig. 6.2(b). Figure 6.3,
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in turn, illustrates the destabilisation of the symmetric configuration for L >

Lcr: the initial configuration is perfectly symmetric, but after a sufficiently long

simulation time, the state becomes nonrigidly rotating since even the smallest

numerical deviation pushes the vortices out of the rigidly rotating trajectories.

Next, we turn to the general case of two-vortex dynamics with any φ, L, and

θ21, considering the full 3D configuration space [Fig. 6.1(a)]. Two possible types

of general stable dynamics in the nonrigidly rotating configurations are observed.

Figure 6.4(a) shows the first type, in which the vortices trace out orbits that

are confined to the same spatial region of the trap and intersect each other at

different times. If we define the closed intervals Ik ≡ [mint rk (t) ,maxt rk (t)],

which describe the smallest annuli inside which each vortex moves, the first type

of motion is characterised by I1 = I2. Figure 6.4(b), in turn, is an example of

the other general type of dynamics, in which the two vortices are confined to

separate spatial regions and their orbits never intersect. In this case, I1 ∩ I2 = ;.
The equivalence of the coordinate space {(xk, yk)} to the Hamiltonian phase space

of the system [Eq. (6.2)] suggests that this difference between shared and separate

trap regions represents a change in the topology of the system’s accessible phase

space.
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Figure 6.2: Dynamics of rigidly rotating configurations of two same-sign point-

vortices. (a) Symmetric rigidly rotating configuration with the initial conditions

φ/π = 0.25, L = 0.235R2, and θ21 = π, corresponding to panel B17 in Fig. 6.9.

In this and all other figures, the total simulation time is 60Ω−1
0 . (b) Asymmetric

rigidly rotating state with L = 0.28R2, φ/π = 0.298, and θ21 = π (panel F16).

The initial and final position of each vortex are denoted by square and circular

markers, respectively. Approximately 15 orbits have occurred in these simulations.

The orbit of vortex 1 is shown in dark (blue) color and that of vortex 2 in light

(green) color. In panel (a), the individual orbits of the two vortices are the same.



6.3. Results 101

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

x (R)
y 

(R
)

x (units of R)
y

(u
ni

ts
of

R
)

Figure 6.3: Simulated dynamics of an unstable symmetric rigidly rotating two-

vortex configuration with the initial conditions φ/π = 0.25, L = 0.955R2, and

θ21 = π, corresponding to panel B1 in Fig. 6.9. Although in theory the configuration

rotates rigidly, the instability causes even the smallest numerical errors to result in

large deviations from the rigid rotation.

The mixing of two time scales due to the orbital and relative motion of the

vortices makes it difficult to quantify the periodic motion of the vortices. To

elucidate the relative motion of the vortices, we can transform to a rotating frame

of reference. In this frame, the coordinate axes x ′ and y ′ are rotating relative to

the laboratory frame with the time-dependent angular velocity
�

θ̇1 + θ̇2

�

/2, i.e.,

the instantaneous average angular velocity of the two vortices.

The fixed and rotating frames of reference are compared for the case of inter-

secting orbits in Fig. 6.5 and for noncrossing orbits in Fig. 6.6 (here again both
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Figure 6.4: (a) Two-vortex dynamics with overlapping orbits and initial conditions

φ/π = 0.274, L = 0.235R2, and θ21 = π (panel D17 in Fig. 6.9). (b) Dynamics

for which the vortex orbits never intersect; here φ/π= 0.274, L = 0.64R2, and

θ21 = π (panel D8).
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Figure 6.5: Comparison of laboratory- and rotating-frame perspectives with

the initial conditions φ/π = 0.358, L = 0.1R2, and θ21 = π, corresponding to

panel K20 in Fig. 6.9. (a) Laboratory-frame representation showing intersecting

single-vortex orbits. (b) Rotating-frame view of the same dynamics showing orbits

that are the same shape but at opposite sides of the trap. The coordinate axes x ′

and y ′ rotate with the instantaneous average angular velocity of the two vortices.

examples start with θ12 = π). When the orbits cross in the laboratory frame

[Fig. 6.5(a)], they form similarly shaped closed curves in the rotating frame

[Fig. 6.5(b)], which are centred at equal distances but at opposite sides of the trap

centre. For noncrossing orbits in the laboratory frame [Fig. 6.6(a)], the rotating

frame yields two closed curves that have different shapes and are located at differ-
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Figure 6.6: Comparison of laboratory- and rotating-frame perspectives for the

initial conditions φ/π= 0.442, L = 0.37 R2, and θ21 = π, corresponding to panel

R14 in Fig. 6.9. (a) Laboratory-frame representation showing vortices moving

in separate regions of the trap. (b) Rotating-frame view of the same dynamics

showing orbits that are of different shape and at different distances from the trap

centre.
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ent distances from the trap centre [Fig. 6.6(b)]. We conclude that although the

overall vortex motion always reduces to relatively simple orbits in the rotating

frame [128], distinguishing between the two general classes of dynamics is not

particularly simple. In addition, the small numerical errors in determining the

correct frame-rotation frequency are prone to accumulate for long simulation

times, leading to deviations from the simple closed curves.

6.3.2 Velocity-space representation

The two types of dynamics of the two-vortex system become particularly evident

when one inspects the motion in terms of the radial and angular velocities {(ṙk, θ̇k)}
[Eq. (6.4)]. This method is invariant under the rotation of the vortex configuration

about the trap centre, and we refer to it as the velocity-space representation. The

two general types of two-vortex dynamics are illustrated using this representation

in Fig. 6.7. Figure 6.7(a) shows the orbits that the vortices trace out in the 2D

velocity space (ṙ, θ̇ ) in the case where their individual real-space orbits intersect

and I1 = I2. We observe that in this case both vortices always trace identical simple

loops in the velocity space (for stable symmetric rigidly rotating states this loop

contracts into a single point). Since the conservation of H and L guarantee that

(ṙ1, θ̇1) 6= (ṙ2, θ̇2) whenever ṙk 6= 0, the vortices traverse the joint velocity-space
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Figure 6.7: Two-vortex dynamics in the velocity-space representation. (a) Over-

laid orbits showing that each vortex has exactly the same dynamics, albeit out of

phase from the other. The initial conditions are φ/π = 0.358, L = 0.1R2, and

θ21 = π, corresponding to Fig. 6.5 (panel K20 in Fig. 6.9). (b) Vortex orbits for

the initial conditions φ/π= 0.442, L = 0.37 R2, and θ21 = π (Fig. 6.6 and panel

R14 in Fig. 6.9) showing that the two vortices trace separate loops in the polar

velocity space.
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ṙ (units of RΩ0) ṙ (units of RΩ0)
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Figure 6.8: Comparison of different types of observed dynamics in the polar

velocity space. (a) Shared-space dynamics far from the phase transition with

the initial conditions φ/π = 0.454 and L = 0.28R2 (panel S16 in Fig. 6.9). (b)

Shared-space dynamics near the transition with φ/π= 0.418 and L = 0.325R2

(panel P15). (c) Noncrossing dynamics near the transition with φ/π = 0.418 and

L = 0.37R2 (panel P14). (d) Noncrossing dynamics far from the transition with

φ/π= 0.418 and L = 0.595R2 (panel P9). In each panel, the initial separation

angle is θ21 = π.

loop out of phase. The other type of general two-vortex motion, where their

coordinate-space orbits never cross and I1 ∩ I2 = ;, is illustrated in the velocity

space in Fig. 6.7(b). In this case, the two vortices trace separate loops in the

velocity space that do not intersect each other.

Let us next consider in detail what happens in the velocity-space when one

crosses over from one type of motion to the other, i.e., crosses over the separating

boundary in the initial configuration space (φ, L,θ21) [Fig. 6.1(a)]. We stress that

such a crossover can never occur during the dynamics; instead, one should think of

varying the parameters (φ, L,θ21) manually. Again, we consider the case θ21 = π,

due to its relevance to Ref. [131].
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At sufficiently low L values, the motion corresponds to overlapping orbits,

and the single velocity-space loop traced by both vortices encloses a convex

area [Fig. 6.7(a)]. In the rotating coordinate-space representation, the individual

orbits are identically shaped ellipses as in Fig. 6.5(b). The change induced in

the dynamics when the initial point-vortex angular momentum L is gradually

increased is illustrated in Fig. 6.8. As L is increased, the closed velocity-space orbit

deforms and becomes concave, with the single minimum in the angular velocity

splitting into two minima, each with the same angular velocity and opposite ra-

dial velocities [Fig. 6.8(a)]. In the rotating coordinate space, this corresponds to

the development of a sharp point in the vortex paths near the edge of the trap,

deforming the ellipses into droplets with their tips pointing away from the trap

centre. On further increasing L, this sharp point develops into a second loop in

the path, creating a figure-eight curve in the rotating-frame coordinate space. In

the velocity-space representation, the figure-eight stage corresponds to concave

closed curves of the type shown in Fig. 6.8(b). Eventually a critical value of L

is reached at which the single loop in the velocity space self-intersects at zero

radial velocity and a finite value of angular velocity, and subsequently separates

into two nonintersecting simple loops [Fig. 6.8(c)]. Depending on the values of L

and φ, one of the separated loops may lie inside the other [Fig. 6.8(c)], or they

may not enclose any points in common [Fig. 6.8(d)]. As L is varied continuously

between the configurations shown in panels (c) and (d) of Fig. 6.8, the second

(green) vortex passes through r = 0 during the dynamics, causing the green loop

to extend to θ̇ →∞, before crossing over to θ̇ →−∞. For values of L beyond

this singular point, the blue velocity loop is no longer enclosed by the green loop,

as seen in Fig. 6.8(d).

Figure 6.9 demarcates the different types of two-vortex dynamics in the param-

eter space (φ, L) of different initial configurations with θ21 = π. Sampling of this

(φ, L) space was done by scanning the parameters on a 20-by-20 grid of 400 initial

conditions and integrating the system over a time interval of 60Ω−1
0 . Each grid cell

in Fig. 6.9 shows the resulting dynamics in the position-coordinate space. The tran-

sition from a shared velocity-space loop (shaded region in Fig. 6.9) to separated

loops—i.e., from I1 = I2 to I1∩ I2 = ;—is represented by the dark (red) solid line in

Fig. 6.9. For fixed φ = φ0, values of L above this transition point always result in

distinct, nonintersecting orbits in both the coordinate-space [Figs. 6.2(b), 6.4(b),

and 6.6] and the velocity-space representation [Figs. 6.7(b), 6.8(c), and 6.8(d)].

This critical value of L increases slightly with increasing φ.
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The asymmetric rigidly rotating configurations are also indicated in Fig. 6.9

(upper, blue solid curve). We note in particular that these configurations lie

inside the region of separated-phase-space dynamics and do not occur at the

transition point between the two types except at a single point (φ, L,θ21) =

(π/4, Lcr,π). The symmetric rigidly rotating states, and the critical value Lcr of

the point-vortex angular momentum at which the bifurcation occurs along the line

(φ,θ21) = (π/4,π), are in agreement with previous predictions [131]. However,

the topological change in the accessible phase space, where the vortex orbits
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Figure 6.9: Laboratory-frame views of two-vortex dynamics, positioned according

to their initial conditions in the 2D parameter space (φ, L); here the initial angle

between the vortices is set to θ21 = π. The blue solid vertical line represents

stable symmetric rigidly rotating states and the red dashed vertical line represents

unstable symmetric rigidly rotating states. The blue (upper) curve represents

the asymmetric rigidly rotating states, while the red (lower) curve denotes the

topological transition between shared and separated phase spaces. In the shaded

region below the red curve, the two vortices exhibit shared phase spaces. This

figure should be compared with Fig. 1(c) in Ref. [131]. A high-resolution version

of the diagram is provided in the supplemental material of Ref. [140].



6.3. Results 107

−0.2 −0.1 0 0.1 0.20.5

1

1.5

2

2.5

3

3.5

4

Radial Velocity (R Ω0)

An
gu

la
r V

el
oc

ity
 (2

 π 
Ω

0)

−0.2 −0.1 0 0.1 0.20

0.5

1

1.5

2

2.5

3

Radial Velocity (R Ω0)

An
gu

la
r V

el
oc

ity
 (2

 π 
Ω

0)

(a) (b)
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Figure 6.10: Comparison of (a) an unstable symmetric rigidly rotating state,

with the initial conditions φ/π = 0.25, L = 0.955R2, and θ21 = π (panel B1 in

Fig. 6.9), and (b) an asymmetric nonrigidly rotating state, with φ/π = 0.274,

L = 0.64 R2, and θ21 = π [Fig. 6.4(b) and panel D8 in Fig. 6.9].

become nonintersecting, was not reported in Ref. [131].

The change from stable rigidly rotating states to nonrigidly rotating ones can

be understood by closely examining the symmetric rigidly rotating state that

destabilises at the bifurcation point Lcr. The unstable symmetric state with L =

0.955 R2 > Lcr (Fig. 6.3) yields the simulated dynamics shown in Fig. 6.10(a) using

the velocity-space representation. Qualitatively, it resembles the velocity-space

representations of states with φ ¦ π/4 and L ¦ Lcr but in the latter the orbits of

the two vortices in the velocity space become separated as shown in Fig. 6.10(b).

For initial states near the phase-space transition (solid red curve in Fig. 6.9),

the two-vortex system may, during its dynamics, approach the unstable rigidly

rotating state (red dashed line in Fig. 6.9), but it is then pushed away from

it by the instability of the configuration. If the dynamics exhibit shared phase

spaces, this results in a swapping of the outside and inside vortices. For separated

phase spaces, the radial velocity of each vortex changes sign, and the outside and

inside vortices are pushed back into their respective zones. This suggests that

at the bifurcation point (φ, L,θ21) = (π/4, Lcr,π), the symmetric rigidly rotating

states (vertical blue line in Fig. 6.9) separate into two antisymmetric branches

of asymmetric rigidly rotating states (blue curve in Fig. 6.9) and two symmetric

branches of states on the phase-space-dividing boundary (red curve in in Fig. 6.9).

The branches of asymmetric rigidly rotating states are antisymmetric in the sense

that the dynamics of the two rigidly rotating states with φ = π/4±δ map to each

other by interchanging the two vortices. The phase-space-dividing branches are
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symmetric in the sense that, for values of L at and below the branches, the initial

states with φ = π/4±δ and same L represent essentially the same dynamics (due

to time-translation and rotational symmetry of the model).

When the two vortices are not initially located at opposite sides of the trap,

i.e., when θ21 6= π, the rigidly rotating states become entirely absent but the

phase-space separation transition persists. This is illustrated in Fig. 6.1(a): the

symmetric and asymmetric rigidly rotating states form a bifurcating curve in the

2D plane θ21 = π of the 3D parameter space (φ, L,θ21) of possible two-vortex

configurations. The phase-space-dividing boundary, on the other hand, constitutes

a 2D surface. In the (φ, L,θ21) space, all possible two-vortex orbits are planar

curves (which may be single points) that are perpendicular to the L axis (since L

is conserved) and never penetrate the phase-space wall.

6.4 Summary
We have numerically studied the dynamics of two same-sign point-vortices in a

harmonically trapped superfluid using a point-vortex model. We discovered an

impenetrable wall in the 3D phase space of possible two-vortex configurations

that divides the ensuing vortex dynamics into two distinct types. In the first type,

the two vortices move inside the same annular regions in the trap, whereas in the

second type their orbits never intersect. The two types are particularly easy to

distinguish in the 2D parameter space spanned by the angular and radial velocities

of the vortices, where the first type results in one closed curve along which both

vortices travel and the second type yields separate loops for each vortex. This

phase-space wall is distinct from the bifurcation of rigidly rotating two-vortex

configurations found by Navarro et al. [131]. Importantly, the phase-space wall

also persists for configurations where the two vortices are not initially at opposite

sides of the trap centre, unlike the rigidly rotating states.

Introducing the velocity-space representation opens a number of ways to extend

the investigations of point-vortex dynamics in future studies. One obvious question

is how the introduction of asymmetry between the vortices, i.e., s1 6= s2, would

affect the transition phenomena in the phase space; the archetypal example of such

a configuration is the vortex–antivortex pair (s2 = −s1), which is known to exhibit

stationary solutions in the harmonically trapped system [127,128,137,332]. On

the other hand, increasing the number of vortices to three in Eqs. (6.1) results in the

emergence of chaotic vortex dynamics in a particularly simple yet experimentally

relevant setup; in the absence of the trap [i.e., for Ω0 = 0 in Eqs. (6.1)], chaos can
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reign only if N ≥ 4. In fact, already the two-vortex case is likely to exhibit chaotic

advection [342]: if one formally introduces a third vortex with s3 = 0, its motion

in the flow field of the two genuine vortices may be chaotic. Chaotic advection is

known to exist in the presence of three genuine vortices for Ω0 = 0 [232].

Repeating the calculations presented here using Gross–Pitaevskii simulations

may give rise to some interesting additional features in the dynamics due to the

fluid compressibility not accounted for in the point-vortex model. Preliminary

calculations have, however, demonstrated that the phase space wall discovered in

this work is qualitatively unchanged in the Gross–Pitaevskii approach. We therefore

conclude that, despite its simplifications, the point-vortex model is valuable for

providing a qualitative picture of the possible dynamics of the system.

Ultimately, the point-vortex model will serve as an efficient tool for modelling

2D quantum turbulence, a regime of highly chaotic motion of a large number of

point-vortices. As such, it shows promise in further elucidating such phenomena

as the inverse energy cascade and direct enstrophy cascade, the emergence of

Onsager vortices, and negative absolute Boltzmann temperatures associated with

2D turbulence in superfluids.





7
ONSAGER VORTEX FORMATION IN

DECAYING QUANTUM TURBULENCE

In this chapter, we begin our examination of turbulence in two-dimensional

Bose–Einstein condensates. We investigate the effects of trapping geometry on both

the macroscopic and microscopic behaviour of vortices in decaying 2D quantum

turbulence. We identify a strong relationship between the shape of the trap and the

spontaneous formation of Onsager vortices—a finding which clarifies an apparent

contradiction that had existed in the literature prior to this work. We also examine

in detail vortex–antivortex annihilation events, and discover that, in our zero

temperature Gross–Pitaevskii model, they rarely involve just two vortices; rather,

they usually occur via three- and four-vortex annihilation channels. Finally, we

model the effects of thermal atoms using a damped Gross–Pitaevskii equation,

and introduce a rate equation to describe the vortex number decay for turbulent

systems at varying temperatures. These results form the basis of the publication

Ref. [169].

7.1 Motivation
Non-equilibrium physics of quantum gases has attracted significant activity

recently [343]. Quantum turbulence (QT) is an archetype of non-equilibrium

dynamics which features an intriguing interplay between chaos and order. Re-

markably, despite the fact that the microscopic behaviour of three-dimensional QT

is driven by Kelvin waves [116,197,199,317,334], Crow instabilities [335–337],

vortex reconnections [79, 199, 344], phonon radiation [201, 345] and mutual

friction between the normal and superfluid components [346], statistically the

dynamics is thought to yield the same Kolmogorov scaling of incompressible kinetic

energy as in classical fluid turbulence, as discussed in Sec. 3.3.

In the regime of two-dimensional QT, the debate continues regarding whether or
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not an inverse cascade and associated Onsager vortices should emerge [103,152,

158,162,164,165,267,275,277,340,347–349]. Numasato et al. [158] simulated

quantum turbulence in a uniform 2D superfluid and found evidence of a direct

cascade pushing incompressible kinetic energy towards small length scales. In

accordance with this finding, recent experiments [103,155] and simulations [340]

using turbulent harmonically trapped highly oblate BECs did not find evidence

for the formation of Onsager vortices. By contrast, Simula et al. [165] observed

strong evidence of vortex clustering in their quasi-2D simulations in a flat trap

with steep walls.

One key difference between these studies which could explain the disparity

between their findings is the trapping potential used for confining the condensate.

The aim of this work is therefore to investigate the role of the trap geometry

with regard to the emergence of Onsager vortices. We focus on numerical studies

of decaying two-dimensional quantum turbulence in power-law traps, with a

particular emphasis on comparing harmonically trapped condensates to those in

uniform disk potentials with steep walls. A variety of techniques now exist for

producing such steep-walled trapping potentials experimentally [38–42], as has

been mentioned in Sec. 1.1.

We simulate BEC dynamics using the Gross–Pitaevskii model and also study

their thermodynamic properties using a Markov Chain Monte Carlo technique,

interpreting the vortex dynamics in each trap in terms of the vortex evaporative

heating mechanism outlined in Sec. 3.3.3 [165]. In addition, we examine in detail

the microscopic process of vortex–antivortex annihilation, an essential aspect of

the decaying turbulence in these systems.

The outline of this chapter is as follows. In Sec. 7.2, we specify the details

of the numerics. In Sec. 7.3, we present the key findings from our simulations

of decaying superfluid turbulence in different trapping potentials and interpret

our observations using a statistical mechanics framework. We then examine the

vortex dynamics on a microscopic scale, focusing in particular on vortex–antivortex

annihilation in 2D QT, showing it to be a four-vortex process. Finally, we present

our conclusions in Sec. 7.4.
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7.2 Model

7.2.1 System parameters

We simulate the dynamics of the condensate wavefunction ψ(r, t) using the

GPE, Eq. (2.13). We consider general power-law trapping potentials of the form

Vtrap(r) = µh

�

|r|
Ro

�α

, (7.1)

where α is a parameter which defines the steepness of the trap walls, Ro is the

effective system radius, and µh = mω2
rR

2
o/2 is the chemical potential calculated

for the harmonic trap, which depends on the radial trapping frequency ωr . For

α= 2 this potential is a standard harmonic trap V (r) = mω2
r |r|

2/2 with Thomas–

Fermi radius RTF = Ro. In the limit of infinite steepness (α→∞) it approaches a

cylindrically symmetric well of radius Ro.

Our system parameters correspond to a two-dimensional 23Na BEC with a radial

trapping frequency of ωr = 2π × 15Hz, and a Thomas–Fermi radius of RTF ≈
70µm ≈ 12.79 aosc, where the radial harmonic oscillator length scale is defined

as aosc =
p

ħh/mωr . To this end we choose g = 21000ħh2/m. Hence, the radial

extent of our system is similar to those used in the recent experiment by Kwon et

al. [103] and simulations by Stagg et al. [340].

7.2.2 Numerical techniques

As described in Sec. 4.2.3, we solve for the approximate ground state of the

system using imaginary time evolution of the GPE and imprint vortices by mul-

tiplying the wavefunction ψ by a phase factor
∏Nv

k exp(iφk), with φk(x , y) =

skarctan[(y − yk)/(x − xk)]. We choose Nv(t = 0) = 120 vortices with equal

numbers of vortices (sk = 1) and antivortices (sk = −1). The co-ordinate (xk, yk)

defines the position of the kth vortex, whose circulation sign is sk.

We choose initial conditions which approximate high entropy, highly randomised

states which could be produced by stirring the condensate. To this end, we first

construct a density of states distribution w(E) for our chosen vortex number by

iteratively generating random vortex configurations and calculating their energy

E using the point-vortex Hamiltonian, Eq. (3.13) [see Fig. 3.4 for a schematic of

w(E)]. The maximum entropy state corresponds to the peak of this distribution;

hence, we ensure that all initial conditions generated have an energy lying within
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10% of this maximum entropy value1.

After the vortex imprinting step, the wavefunction is evolved further in imaginary

time for 0.05ω−1
r to establish the structure of the vortex cores. This can lead to

the annihilation of vortices near the boundary, as well as vortex–antivortex pairs if

they were imprinted very close together. The number of vortices at the start of the

real-time evolution is therefore Nv ≈ 113.

We solve the GPE using our fourth-order split-step Fourier algorithm (Sec. 4.2.2)

using a 1024× 1024 spatial grid with spacing ∆x ≈ 0.05 aosc (approximately 0.65

condensate healing lengths) unless otherwise stated. The locations of the vortices

in the system are detected at predetermined time intervals using the method

outlined in Sec. 4.5.1. Vortices are only measured in the region |r| < 0.9Ro in

order to avoid detection of ghost vortices [350] in the low density region of the

traps with lower α values.

7.3 Results
7.3.1 Macroscopic dynamical behaviour

We first compare the results of decaying turbulence in the two traps discussed

in the literature: a harmonic trap (α = 2) and a uniform trap with steep walls

(α = 100), which has constant density to within ∼ 5 healing lengths of the

boundary. For each simulation, we monitor the number of vortices Nv(t), which

decreases over time due to vortex annihilation events. We also measure the dipole

moment d(t) of the vortex distribution, defined as d = |d|=
�

�

∑

i qiri

�

�, where ri is

the position of the ith vortex, and qi = siκ= sih/m is its charge. For the confined

systems being studied here, it is convenient to scale d with the system size Ro

and the number of vortices Nv. If the vortices are randomly distributed, d will

approach zero for large systems. A large d, on the other hand, signals the presence

of two Onsager vortex clusters in our system.

Figure 7.1 shows the characteristic time evolution of the vortex distribution

in the two traps, along with the respective dipole moments. In agreement with

previous simulations and experiments [103,340], we observe no significant vortex

clustering in the α = 2 harmonic trap. However, and also in agreement with

previous 3D simulations [165], the uniform trap exhibits a strong tendency to

form Onsager vortices, as indicated by the increasing dipole moment. Thus, we

1. The evaporative heating mechanism does not rely on starting with a specific vortex
configuration—the initial condition simply determines how much heating is required to reach
the clustered Onsager vortex states.
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Figure 7.1: Comparison of the time evolution of the vortex configuration between

the α= 2 harmonic trap (a)–(c) and α= 100 uniform trap (d)–(f). The greyscale

value represents the superfluid density |ψ|2, and the colorbars are normalised to

the maximum density: 4.3× 10−3 a−2
osc and 2.7× 10−3 a−2

osc for the top and bottom

rows, respectively. Vortices and antivortices are denoted by blue and green circles,

respectively. The red line denotes the dipole moment of the vortex distribution.

For full movies of the dynamics of each simulation, see the supplemental materials

of Ref. [169].

conclude that the shape of the trapping potential has a strong influence on the

vortex clustering behaviour, partially resolving the apparent contradiction in the

existing literature.

7.3.2 Statistical mechanics interpretation
The spontaneous formation of Onsager vortices found in Ref. [165] was at-

tributed to the evaporative heating mechanism of vortices outlined in Sec. 3.3.3.

When enough heating has occurred for the mean incompressible kinetic energy per

vortex, E i
K/Nv, to increase beyond a critical value, a transition into the Onsager

vortex state is possible2 [165].

The absence of strong clustering in the harmonic trap could be due to (i) the rate

of evaporative heating per annihilation event being too low, leading to inefficient

2. Here we treat the ‘transition’ as being the point at which the two vortex signs spatially separate
into opposite sides of the trap; we will, however, refine this definition in Chapter 8.
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Figure 7.2: Comparison of the vortex number decay and dipole moment evolution

(inset) for the harmonic (red) and uniform (blue) traps. The black circles in the

inset correspond to the timeframes displayed in Fig. 7.1. The fluctuations in

the vortex number are due to vortices crossing the counting radius of 0.9Ro, in

addition to occasional vortex–antivortex pair creation.

evaporative heating of the vortex gas, (ii) the critical energy per vortex for the

Onsager vortex transition in a harmonic trap being out of reach despite the vortices

being evaporatively heated, or (iii) the critical value of the dipole moment for

harmonic traps being too small to allow a clear distinction to be made between

the disordered and clustered vortex configurations. In the following we argue that

the combined effect of (ii) and (iii) may explain the observed behaviour.

7.3.2.1 Dynamical statistical behaviour
Figure 7.2 shows little difference between the vortex number decay in the

two traps. This suggests that the evaporation of vortices is only weakly affected

by the details of the trapping potential. However, the dipole moment shows

quantitatively different behaviour between the two traps, and indicates strongly

enhanced clustering in the uniform trap. To better understand this difference, we

construct a probability distribution of different vortex configurations generated by

the dynamics in the space spanned by the dipole moment and energy per vortex

number squared by taking the vortex configuration at each time step to correspond

to an independently sampled microstate. We choose to normalise the energy to

the square of the vortex number to cancel out the N 2
v scaling which occurs in the

high energy limit when the system tends towards a multi-quantum vortex dipole

configuration [c.f. Eq. (3.10), with Γ1Γ2 ∼ N 2
v ]. Figure 7.3 shows the resulting

histograms for each trap. In the harmonic trap (a), the dipole moment shows

no significant variation over the measured range of energy per vortex number
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Figure 7.3: Comparison of statistical behaviour between (a) the harmonic trap

and (b) the uniform trap. For each dynamical simulation, the dipole moment of the

vortex configuration is shown as a function of the incompressible kinetic energy

per vortex number squared. The initial state in each plot is the bottom-left corner,

and the evaporative heating increases the energy per vortex number squared over

time. The data appears as columns because each vortex annihilation increases the

energy per vortex number squared by a discrete amount.

squared, and hence there is no evidence that the system crosses the Onsager vortex

transition. Conversely, the trend in the uniform trap (b) is a clear indication that

the evaporative heating is on average increasing the dipole moment, causing the

system to evolve towards the Onsager vortex state.

7.3.2.2 Monte Carlo thermodynamics
In order to determine the statistical behaviour of the vortex gas beyond the range

accessible via the dynamics, we implement a Markov Chain Monte Carlo (MCMC)

algorithm for the two traps on a 256× 256 grid. The algorithm is initialised by

imprinting a random configuration of Nv vortices into the condensate ground state

using the imaginary time propagation method described in Sec. 7.2.2. We set

Nv = 12 (six vortices of each sign) to approximate the late time configurations of

the dynamical simulations presented in Figs. 7.1 and 7.2. Keeping Nv fixed, each

step in the algorithm shifts a single randomly chosen vortex in the configuration

and calculates the value of a predetermined weighting function η. This new

configuration is then either accepted or rejected based on the change in the

weighting function. Here, we use a Boltzmann factor η= exp(−E i
K/kB T) as our

weighting function, defining T to be the statistical temperature of the vortex

gas (which in this case is negative, as discussed in Chapter 3). The equilibrium

behaviour of the vortex gas is dictated by the choice of T ; hence, varying T allows

us to ‘manually’ observe the transition to the Onsager vortex state. To characterise
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the temperature dependence, we measure three observables: the incompressible

kinetic energy per vortex number squared, the dipole moment and the specific

heat, defined as cv = var(E i
K)/(Nv T)2. The system is evolved for 110000 Monte

Carlo steps, the first 10 000 of which are disregarded as the initial condition is, in

general, unrepresentative of the chosen temperature. The results for both traps

are shown in Fig. 7.4. This MCMC data shows the transition from the disordered

state to the Onsager vortex state in each trap, characterised most obviously by a

maximum in the respective specific heat curves in Fig. 7.4(a). In addition, both the
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Figure 7.4: Statistical data obtained from 100000-step Markov Chain Monte

Carlo simulations for a harmonic (red) and a uniform (blue) trap for a total of 12

vortices with equal numbers of vortices and antivortices. The subfigures show (a)

the specific heat, (b) the incompressible kinetic energy per vortex number squared,

and (c) the dipole moment of the configuration, each plotted as a function of

the statistical temperature. The shaded regions in (b) and (c) correspond to the

standard deviation of each observable at a given temperature. The maximum

in the specific heat indicates the transition to the Onsager vortex state in each

trap, and is accompanied by an increase in both the energy per vortex number

squared and the dipole moment. Frames (d) & (e) and (f) & (g) show typical

vortex configurations at the temperature extremes in the harmonic and uniform

traps, respectively, with labelling as in Fig. 7.1. The temperatures shown in these

frames are indicated in (c) with vertical dashed lines.
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energy per vortex number squared [Fig. 7.4(b)] and dipole moment [Fig. 7.4(c)]

begin to rapidly climb around this critical temperature, signalling the formation

of vortex clusters. For a uniform system with superfluid density ρs, the critical

temperature is predicted to be TEBC = −πNvρsħh
2/4m2kB ≈ −0.019ħhωr/kB for a

neutral vortex gas (see Sec. 3.2.2), which is in good agreement with our data. In

a harmonically trapped system, Fig. 7.4 shows that TEBC is shifted towards lower

temperatures compared to the uniform system. In Chapter 8, we investigate the

extreme negative temperature region beyond this critical point, and observe the

condensation of vortices which takes place.

The key differences between the two traps are evident in Fig. 7.4. Figure 7.4(c)

shows that the dipole moment climbs to a significantly higher value at the highest

temperatures in the uniform trap compared to the harmonic trap—the respective

vortex configurations are displayed in frames (e) and (g). In fact, the dipole

moment shows only a weak temperature dependence in the harmonic trap, the

most marked effect being a decrease in its variance at high temperatures. This

suggests that, even if the harmonically trapped system transitions to the Onsager

state, the resulting dipole moment would remain relatively small when compared

to the steeper traps. Figure 7.4(b) also shows that the energy per vortex number

squared required to cross the transition is significantly higher in the harmonic trap.

This provides further support for the absence of clustering in the GPE dynamics in

the harmonic trap, as the evaporative heating does not supply enough energy to

drive the system to these temperatures.

7.3.2.3 Maximum achievable dipole moment
We can predict numerically the maximal separation of the two Onsager vortex

clusters in a given system by calculating the energy of a vortex dipole as a function

of the separation between the vortex and the antivortex. This yields further insight

as to why the two traps show different clustering behaviour. In an infinite system,

increasing the dipole separation will logarithmically increase the energy of the

Onsager dipole without bound. However, for a bounded system, there exists

a separation which maximises the energy. For a harmonic trap, this maximum

energy configuration also corresponds to a stationary state [127,136,142,332].

The dipole energy landscapes obtained for various trap steepnesses are presented

in Fig. 7.5, showing that the energy-maximising separation increases as a function

of the steepness. This result explains why the MCMC dipole moments in Fig. 7.4(c)

asymptote to different values in the high temperature limit, as the two systems

reach their highest energy at differing cluster separations. In addition to various
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Figure 7.5: Incompressible kinetic energies of a vortex–antivortex pair for a range

of power-law traps computed using the GPE. The pair is placed symmetrically in

the trap and both vortices are an equal radial distance from the center. In order

of peak location from left to right, the power-law exponents are α = 2 (red),

α= {4, 6, 8, 14, 30} (thin black lines) and α= 100 (blue). In addition, the dipole

energy for an inverted trap (as described in the main text) is shown in light green.

The maximal separation is indicated on each curve with a circle, and is emphasised

further on the two extreme power-law traps, as well as the inverted trap (described

in the text), with a vertical dashed line.

power-law traps, Fig. 7.5 shows the dipole energy in an ‘inverted’ trap. This trap

consists of a steep wall (α = 100) with an additional repulsive Gaussian potential

of width Ro/3 in the centre which pushes the condensate density radially outwards.

In this configuration, the energy-maximising separation of a vortex dipole increases

significantly, suggesting that an Onsager state in this trap should have an even

greater dipole moment than such a state in the α= 100 trap. We have confirmed

this prediction with a dynamical GPE simulation (available in the supplemental

materials of Ref. [169]).

7.3.3 Vortex annihilation is a many-vortex process
The microscopic underpinning of the evaporative heating mechanism of vortices

is vortex–antivortex annihilation [165]. Scalar Bose–Einstein condensates with

quantised vortices have two types of low-lying excitations—Bogoliubov phonons

and vortex waves [333,351,352]. Such modes can resonate, mediating vortex–

sound interactions [205,206]. In principle such vortex–phonon interactions could

cause vortex–antivortex pairs to annihilate via soundwave emission, which would

account for the conservation of energy and momentum. However, for a single
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Figure 7.6: A vortexonium state (formed from a vortex–antivortex pair) high-

lighted in (a) with a dashed oval colliding with an antivortex and dissipating into

fluid soundwaves which disperse radially, indicated in (b) and (c) with dashed

circles. The vortices and colorbar are labelled as per Fig. 7.1. A movie of this event

is available in the supplement of Ref. [169].

vortex–antivortex pair this does not occur, as has been supported experimentally

[102] and shown theoretically [353]. If such vortex–antivortex pair annhilations

are forbidden, this raises the question of how the vortex number can decay over

time as observed both in the simulations and experiments [103,155].

The answer must be that vortex–antivortex annihilation is a many-vortex process.

Figure 7.6 shows a three-vortex process whereby a vortex–antivortex pair has

formed a neutral vortexonium state (a rarefaction pulse also known as a Jones–

Roberts soliton [207]), in which the individual vortex phase singularities are no

longer discernible yet the excitation retains its identity as a spatially localised

bound state. This excitation is reminiscent of positronium—a neutral bound

state of an electron and a positron. The vortexonium, which is identifiable by

a phase step, travels close to the speed of sound until it eventually scatters off

an additional vortex or antivortex, as shown in Fig. 7.6(b) and (c). This decay

process irreversibly disperses the energy and momentum of the vortexonium into

sound waves [354,355]. Until this secondary process occurs, the vortexonium can

also re-form as a vortex–antivortex pair, an event which frequently occurs when a

vortexonium state travels into the low density region near the boundary of the trap.

The formation of vortexonium as a precursor to the vortex–antivortex annihilation

process in 2D BECs has been discussed previously [103,340,356,357]. Here, we

identify the three-vortex collision to be an essential part of the annihilation process
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in 2D superfluid turbulence.

The question remains how these vortexonium states form to begin with. In a

uniform system free from dissipation, an isolated vortex–antivortex pair will travel

with constant velocity and inter-vortex separation. Therefore, some mechanism

other than sound induced interaction must be responsible for reducing the pair’s

separation and forming vortexonium. In our simulations, we observe two ways this

bound state can form. Firstly, a vortex–antivortex pair travelling towards a higher

density region will reduce its separation in order to satisfy energy conservation,

often forming a vortexonium state. However, this process only occurs in traps

with soft walls, where the density variation is significant. The second process we

observe is the shrinking of a vortex–antivortex pair via a long-range interaction

with a third vortex. By giving up some of its energy to this catalyst vortex, the

pair can reduce their separation, ultimately resulting in a vortex–antivortex fusion

event and the formation of a vortexonium state. We note that this latter process is

ubiquitous in all traps studied. However, in the presence of dissipation, both the

formation and annihilation of vortexonium would be possible without additional

interactions, as the loss of energy would gradually drive vortex dipoles closer

together regardless.

Combining these observations, we obtain a complete picture of the vortex–

antivortex annihilation process. Figure 7.7 depicts the process as a Feynman

diagram, showing how four vortices are involved in the annihilation. Movie S4 in

the supplemental materials of Ref. [169] shows one such four-vortex process. In

the first stage, a vortex–antivortex pair interacts with a catalyst vortex to produce a

v+

v−

v∗

v±

v±

v±

v±

Figure 7.7: Feynman diagram depicting the entire vortex–antivortex annihilation

process observed, with time flowing from left to right. The straight lines represent

vortices (v+) and antivortices (v−), the double line represents vortexonium (v∗),
and the wavy lines denote the sound waves emitted at each vertex (the magnitude

of the second burst of sound is far greater than the first). The blue lines indicate

participating catalyst vortices, which are not annihilated during the process.
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vortexonium state, and in the second stage, the vortexonium scatters off a catalyst

vortex, leading to the ultimate destruction of the vortex–antivortex pair and the

emission of sound. The catalysts can be any vortex or antivortex in the system.

7.3.4 Rate equation for evaporative heating of vortices
Attempts have previously been made to fit a universal law to the vortex number

decay [103,160,340,358]. Kwon et al. [103] proposed a phenomenological model

of the form dNv/dt = −Γ1Nv − Γ2N 2
v , comprised of a linear term to model vortex

drift out of the condensate and a nonlinear term to account for vortex–antivortex

annihilation, where the Γ1 and Γ2 are the one-body and two-body decay constants,

respectively.

We find that, due to the zero temperature of the GPE simulations, this equation

does not provide an adequate fit to our vortex number decay curves. Instead, for

t ¦ 30ω−1
r , the vortex number decay is well described by a power law of the form

Nv(t)∝ (ωr t)−1/3 in all traps. This is evident in Fig. 7.8, which shows the number

decay in a harmonic trap averaged over five simulations at 512× 512 resolution.

This power law was also observed by Schole et al. [160], who further suggested

that the vortex number rate equation should have the form dNv/d t ∼ −N 4
v . This

would reflect the importance of a four-body loss process at zero temperature, in

contrast to the one- and two-body loss observed in Kwon et al.’s experiments [103].

The four-vortex annihilation events discussed in Sec. 7.3.3 are consistent with this

four-body loss mechanism.

To study the effect of the thermal cloud, we model non-zero condensate temper-

atures using a damped Gross–Pitaevskii equation [359]:

(i − γ)ħh
∂

∂ t
ψ(r, t) =

�

−ħh2

2m
∇2 + Vtrap(r) + g2D|ψ(r, t)|2 + iγµ

�

ψ(r, t), (7.2)

where γ is the temperature dependent dimensionless damping parameter, and µ

is the chemical potential. We propose a general rate equation for vortex loss at all

temperatures:
dNv

dt
= −Γ1Nv − Γ2N 2

v − Γ3N 3
v − Γ4N 4

v − . . . , (7.3)

where Γn is the decay constant corresponding to a particular n-body loss mechanism.

This model combines the one- and two-body loss processes observed in experiments

[103] with the higher order three- and four-vortex loss processes observed in our

zero temperature simulations. Strictly, a three-vortex decay process is not possible

since it would violate the vortex charge conservation law. We instead interpret
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Figure 7.8: Ensemble averaged vortex number decay curves for harmonically

trapped systems at zero temperature (γ = 0, solid red/dark line) and non-zero

temperature (γ = 10−3, solid green/light line). The fits for each curve to Eq. (7.3)

are shown as black dashed lines, with Γ1 = 0.14s−1, Γ2 = 0.044s−1, Γ3 = Γ4 = 0

for the non-zero temperature case, and Γ1 = Γ2 = 0, Γ3 = 1.2 × 10−4 s−1, Γ4 =
8.1× 10−7 s−1 for the zero temperature case.

the three-body term as the loss of two vortices arising from the collision of three

(i.e. a vortexonium colliding with a catalyst vortex, as discussed in Sec. 7.3.3).

We have chosen the damping parameter γ= 10−3 to study the vortex number

decay behaviour at non-zero temperature. Figure 7.8 shows the decay curves for

zero temperature (γ= 0) and non-zero temperature (γ= 10−3), each averaged

over five simulations in a harmonic trap using a 512× 512 numerical grid. We

model both cases using Eq. (7.3). For the γ= 10−3 case, we find that the decay is

best described by a one- and two-body model, with Γ1 = 0.14s−1, Γ2 = 0.044s−1

and Γ3 = Γ4 = 0. These values are in good agreement with those found by

Kwon et al. [103]. By contrast, the γ = 0 case is best described by a three- and

four-body decay model with decay constants Γ1 = Γ2 = 0, Γ3 = 1.2× 10−4 s−1 and

Γ4 = 8.1×10−7 s−1. We conclude that the three- and four-body vortex loss processes

are characteristic of zero temperature systems, and that one- and two-body events

become dominant at sufficiently high temperature.

The appropriate vortex decay law is still a topic of discussion in the literature, and

the precise form is not universally agreed upon. Recently, it has been suggested

that an n-body decay process should actually give rise to scaling of the form

dNv/dt ∼ −N n+1/2
v due to the vortex-density dependent velocity of the vortices,

which introduces an additional factor of N 1/2
v [171,358]. We find that the data

in Fig. 7.8 are consistent with Eq. (7.3), with or without this additional factor of

N 1/2
v .
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7.3.5 Interaction between vortices and boundaries

In our harmonic trap simulations, the multi-vortex collision process described in

Sec. 7.3.3 is the only mechanism of vortex annihilation, excluding a small propor-

tion of vortices which drift out of the condensate. By contrast, the presence of a

hard boundary in the steeper traps allows for a number of additional phenomena

relating to the dynamics and decay of vortex–antivortex pairs. In particular, we

observe three distinct vortex–boundary collision processes, two of which give rise

to additional vortex decay channels.

When a single vortex is near the boundary, it will pair up with its image vortex

of opposite sign beyond the wall and travel around the circumference of the trap at

high velocity. If the separation reduces sufficiently, this vortex–image pair can form

a vortexonium with a phase step along the tangent of the wall. As this bound state

travels around the boundary, it can either unbind and reform the vortex–image

pair, or it can annihilate in much the same way as a vortexonium in the fluid

Figure 7.9: (a)–(c) Unbinding of a vortex pair and (d)–(f) reflection of a vor-

texonium state at the boundary in the uniform trap. The green arrows show the

direction each excitation is travelling. The insets in (a) and (d) show the phase of

the wavefunction in the corresponding frame—the two singularities are visible

in (a), while only a phase step remains in (d). The soundwave produced by each

collision event propagates outwards in (c) and (f). The colorbar is normalised

to the maximum condensate density, as in Fig. 7.1. Movies S6 and S7 in the

supplemental materials of Ref. [169] show each event in full.
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bulk—by colliding with another vortex.

We observe a similar process involving the collision of a vortex–antivortex pair

with the boundary. When the pair collides with the wall, it unbinds into two

separate vortex–image pairs, which then travel around the boundary in opposite

directions, as shown in Fig. 7.9(a)–(c). If travelling at high enough velocity, one

or both of these new vortex–image pairs can form vortexonium excitations, which

can then decay as described above. Often, the collision will be violent enough to

cause one of the vortices in the initial pair to annihilate immediately, while the

other one is left to travel around the boundary.

If the initial conditions are such that the vortex–antivortex pair which is incident

on the boundary has already fused and formed a vortexonium excitation, the

collision dynamics become markedly different. Figure 7.9(d)–(f) shows that the

vortexonium will not separate at the boundary, but rather reflect from it, reversing

its propagation direction. This effectively changes the sign of the vortices in the

bound state, and can be understood as an exchange of locations with the image

vortices beyond the boundary. Effectively, the image vortexonium travels into the

condensate, while the real vortexonium leaves.

Remarkably, for the steepest potentials, the proportion of vortices annihilated at

the boundary (i.e. via one of the first two processes described above) accounts for

approximately half of the total vortex loss. Despite this clear spatial dependence

of annihilation behaviour which is absent in the harmonic trap, the vortex number

decays at the same rate (see Fig. 7.2) and the efficiency of the evaporative heating

appears to be unaffected. It seems plausible that boundary annihilations would

increase evaporative heating efficiency, since less incompressible kinetic energy

should be lost per annihilation (as the energy of a vortex in the low density close to

the system’s boundary is less than in the fluid bulk), leaving more for the remaining

vortices. However, we have not been able to quantify this effect.

7.3.6 Onsager vortex formation as a function of trap steepness
We repeated our Gross–Pitaevskii simulations of decaying turbulence for a num-

ber of trap steepnesses ranging between the two extremes examined in Secs. 7.3.1

and 7.3.2 by varying the value of α in Eq. (7.1). Five GPE simulations were

performed in each of the chosen trap geometries using a 512 × 512 grid, and

the dipole moment curves obtained for each steepness were combined by taking

averages at each point in time. These averaged dipole moment curves are shown

in Fig. 7.10. On average, a steeper trap produces a larger dipole moment and thus
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Figure 7.10: Comparison of dipole moment evolution in traps of varying steepness,

with each curve averaged over five simulations. The trap steepnesses are (from

bottom to top) α = 2 (solid red line), α = 8 (dot-dashed black line), α = 14

(dotted black line), α= 30 (dashed black line), α= 100 (solid blue line) and an

α= 100 inverted trap (solid green line).

a greater separation of vortex charge. As predicted from energy considerations

in Sec. 7.3.2, an inverted trap produces even stronger clustering than any of the

power-law traps. For the power-law traps, it appears that the clustering behaviour

saturates beyond a steepness of α≈ 30. The dipole moments in Fig. 7.10 should

be compared with their predicted maximum values shown in Fig. 7.5.

7.4 Summary
We have studied decaying two-dimensional quantum turbulence using the Gross–

Pitaevskii model. We have considered Bose–Einstein condensates confined in

generic power-law traps which, in particular, enables a comparison to be made

between vortex dynamics in harmonically trapped condensates and in condensates

confined in (nearly) uniform density disk traps. When an initially disordered

vortex configuration is left to decay, we find that in uniform traps the vortices and

antivortices arrange into Onsager vortex clusters due to the evaporative heating

mechanism posited in Ref. [165]. However, when a harmonic trapping potential is

used, the emergence of Onsager vortices is not obvious—a finding which agrees

with experimental observations [103]. To verify that these results are not specific

to our randomly sampled initial vortex configurations, we repeated our simulations

in both traps using a repulsive Gaussian laser potential to stir the fluid and produce

the initial state vortex configuration, as in Ref. [340]. Considering both lateral

and circular stirring motions, the qualitative vortex clustering behaviour in the
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harmonic and uniform traps was unaffected. This result was expected since a

turbulent system should rapidly forget its history, washing out any initial state

dependence.

We also performed Monte Carlo calculations to study equilibrium vortex con-

figurations in harmonic and uniform traps. These calculations showed that the

transition from disordered vortex configurations to the clustered Onsager vor-

tex states exist also in harmonic traps but the resulting vortex dipole moment

is significantly smaller than for uniform traps, which partially explains why the

Onsager vortex clusters have not been observed to emerge in harmonically trapped

Bose–Einstein condensates.

To obtain an improved understanding of the vortex evaporative heating mech-

anism [165], we carefully tracked the vortex–antivortex annihilation events in

the simulations. At zero temperature, we found that vortex–antivortex pair anni-

hilation in these quantum turbulent systems is essentially a three- or four-body

loss process involving up to two catalyst vortices in addition to the annihilating

pair. First, a vortex–antivortex pair interacts with a catalyst vortex forming a

vortexonium bound state, which then has to interact again with a catalyst vortex

for it to irreversibly decay into phonons. Indeed, it has been shown both experi-

mentally [102] and theoretically [353] that an isolated vortex–antivortex pair is

resistant to sound induced decay. By adding dissipation to the Gross-Pitaevskii

model, we simulated a non-zero temperature system and found that the four-body

annihilation mechanism becomes less important, and instead one- and two-body

annihilation events begin to dominate, in agreement with experimental observa-

tions [103].

By considering power-law traps of varying steepnesses, we found that the vortex

clustering tendency becomes stronger as the trap steepness is increased. Finally, we

found that a locally and weakly anti-trapping potential [360–362] should provide

the most promising route to experimental observation of the emergence of the

Onsager vortices.



8
VORTEX CONDENSATION

In this chapter, we investigate the equilibrium properties of a two-dimensional

point-vortex gas in the high energy limit. We introduce a parallel between the

2D configuration of vortices and a 1D gas of particles. Using this equivalence, we

identify a process of condensation of Onsager vortices in the high energy limit,

which we quantify using an observable which plays the role of a condensate fraction,

in analogy to a Bose–Einstein condensate. Using our definition, we are able to

draw a sharp distinction between the clustering of vortices observed in the previous

chapter and their condensation—a difference that becomes clearest when only

one sign of vortices is present. We determine that, in the dynamical simulations

of decaying 2D quantum turbulence presented in Chapter 7, the transition to an

Onsager vortex condensate does not occur, despite the clear formation of large

scale clusters. These results comprise Ref. [173].

8.1 Motivation
The inverse energy cascade in two-dimensional classical turbulence, discussed

in Chapter 3, dynamically transports incompressible kinetic energy to the largest

available spatial scales. Kraichnan [220] conjectured that, as a result of this pro-

cess, energy should begin to accumulate in the lowest available momentum states,

assuming the absence of dissipation at large scales. He referred to this pile up

of energy as a condensate, stating explicitly that “the phenomenon is analogous to

the Einstein–Bose condensation of a finite two-dimensional quantum gas" [220]. Ac-

cording to this picture, the condensate should correspond to the highest accessible

energy states of the vortices, a suggestion that is concurrent with the negative

temperature vortex clusters identified by Onsager [78].

We recall from Sec. 3.2.2.1 that, in a neutral system with Ntot vortices in total,

the condensation of Onsager vortices occurs at a critical negative temperature

TEBC = −αNtot/4 [165, 222, 239], where α = ρsκ
2/4πkB = TPC is the critical
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positive temperature for the Hauge–Hemmer pair-collapse transition [246], which

in the case of non-zero vortex core size becomes renormalised to the Berezinskii–

Kosterlitz–Thouless (BKT) [26–28] critical temperature TBKT = TPC/2. Here, ρs

is the (super)fluid density. Inspired by Kraichnan’s insight, we here refer to the

critical temperature of condensation of Onsager vortices with the acronym EBC.

We note that, in non-neutral systems there are two condensation temperatures

with the majority species of vortices condensing first at Tmaj = −αNmaj/2.

In addition to visual inspection, the presence of Onsager vortices in two-

dimensional quantum turbulence has been associated with indicators such as

the vortex dipole moment used in the previous chapter [165, 169], vortex clus-

tering measures [155, 162, 277, 278], or a peak in the power spectral density

of incompressible kinetic energy [164, 165, 363]. However, a measurable that

would distinguish between vortex clustering and their condensation has been

lacking. Here we use a vortex–particle duality to define a condensate fraction

that enables quantitative measurements of condensation of Onsager vortices in

these two-dimensional systems. This is made possible by using the vortex classi-

fication algorithm described in Sec. 4.5.2. We find that the condensate fraction

exhibits universal behavior independent of the number of vortices in the bounded

circular system and that strong vortex clustering is prevalent already at tem-

peratures far from the transition. Such vortex clustering is a precursor to the

condensation of Onsager vortices and is reminiscent of the quasi-condensation

that precedes the superfluid phase transitions in low-dimensional quantum gas

systems [29,30,364,365].

In the next section, we introduce the link between 2D vortices and 1D particles,

upon which the rest of the chapter is based. In Secs. 8.3 and 8.4, we introduce

an effective Hamiltonian to describe a gas of point-vortices. Following this, we

define the vortex condensate fraction in Sec. 8.5, and then apply it to Monte Carlo

simulation data in Secs. 8.6 and 8.7, demonstrating that vortex clustering and

condensation are not equivalent. We then show in Sec. 8.8 that condensation does

not occur in our dynamical simulations from Chapter 7. Finally, we summarise

our findings in Sec. 8.9.

8.2 Vortex–particle duality
We consider Ntot singly quantised point-like vortices with a hard core of radius

ξ and equal numbers of clockwise and anticlockwise circulations confined in a

circular disk of radius R◦, unless stated otherwise. The Hamiltonian describing
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our system is [165,237]:

H = αkB

∑

j

s2
j log(1− r2

j )−αkB

∑

i< j

sis j log(r2
i j)

+αkB

∑

i< j

sis j log(1− 2x i x j − 2yi y j + r2
i r2

j ), (8.1)

where r2
j = x2

j + y2
j , and x j and y j are the dimensionless Cartesian coordinates of

the jth vortex measured in units of the system radius R◦ and s j = ±1 determines

the circulation direction of the jth vortex. Note that we have expressed the

Hamiltonian in a slightly different form to Eq. (3.13), since we have now ensured

that the Hamiltonian has units of energy.

The dynamics of the point-like vortices are determined by the equations of

motion [78]

hs j

∂x j

∂ t
=
∂H
∂ y j

and hs j

∂ y j

∂ t
= −

∂H
∂x j

, (8.2)

which again take on a slightly different form to Eq. (3.11). To draw a closer

correspondence with Hamiltonian mechanics, we may assign for each vortex a

canonical coordinate q j = R◦x j and momentum p j = −m0ω0R◦ y j, where m0 is the

vortex mass [325] and ω0 is an angular frequency. Thus the set of vortex coordi-

nates {x j, y j} in the real space are mapped onto points in the phase space {q j, p j}
spanned by the canonical conjugate variables. In this Hamiltonian description

the vortex particles move in one-dimensional real space tracing out orbits in the

two-dimensional phase space, which is bounded by the circular wall of radius

R◦. Equation (8.2) establishes the vortex–particle duality—that a vortex in a two-

dimensional (2D) fluid may behave as a particle in a one-dimensional (1D) space.

Hence, in contrast to Kraichnan’s conjecture, we anticipate the condensation of

Onsager vortices to be analogous to the Bose–Einstein condensation of a finite

one-dimensional quantum gas. Interestingly, in the 2D fluid picture the vortex

condensate corresponds to maximum kinetic energy states of the fluid whereas in

the 1D dual picture the condensate corresponds to zero momentum state of the

1D vortex particles.

8.3 Ideal vortex gas approximation

By ignoring the vortex–vortex interactions we obtain an ideal-gas model of vortex

particles. A Maclaurin series expansion of the single vortex term in Eq. (8.1) with
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respect to r j formally yields a one-dimensional harmonic oscillator Hamiltonian

H0 = αkB

∑

j

s2
j log(1− r2

j )≈ −
ρsκ

2

2π
1

m0ω
2
0R2
◦

∑

j

�

p2
j

2m0
+

1
2

m0ω
2
0q2

j

�

(8.3)

with an inverted energy spectrum with respect to the canonical case. Within

the harmonic approximation, a single vortex v of this system will travel along

a periodic phase space orbit {qv, pv} = {Rv cos(ωv t),−m0ω0Rv sin(ωv t)}, with

orbital angular frequency ωv and semi-axis Rv.

The Einstein–Brillouin–Keller semiclassical quantisation rule [366]

∮

pvdqv =
�

n+
k
4

�

h, (8.4)

where n is the principal quantum number and k is the Keller–Maslov index then

evaluates to

∫ T

0

pvdqv =

∫
2π
ωv

0

ωvm0ω0R2
v sin2(ωv t)d t = πm0ω0R2

v, (8.5)

where we have integrated over one period, T = 2π/ωv, of the vortex orbit. The

one-dimensional oscillatory motion has two classical turning points, k = 2, and

therefore the quantisation rule, the combination of Eqs. (8.4) and (8.5), yields

the energy spectrum En = (n +
1
2)ħhω0 =

1
2 m0ω

2
0R2

v. This implies a minimum

semi-axis min(Rv) = ξ for the vortex trajectories and yields the zero-point energy

E0 =
1
2 m0ω

2
0ξ

2. In correspondence with the Heisenberg uncertainly relation,

∆q∆p ¦ ħh/2, the zero-point energy carries the information that the area A of the

phase space is quantised in units of ħh = m0ω0ξ
2. This reflects the fact that it is

not possible to localize the position of the vortex inside an area smaller than the

vortex core.

8.4 Interacting vortex gas approximation
The velocity fields produced by the vortices give rise to strong and long-ranged

vortex–vortex interactions such that the ideal-vortex approximation is strictly only

valid for one vortex near the centre of the disk. However, the second term in

Eq. (8.1) may be approximated as a mean-field potential by integrating out the

spatial scales smaller than the inter-vortex spacing.

If a neutral superfluid is locally rotated at angular frequency Ω, and contains Nv
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vortices of the same sign, a vortex lattice is formed in equilibrium, and the vortex

number density is given by

nv =
Nv

πR2
=

mΩ
πħh

. (8.6)

Hence, the superfluid velocity varies as v(r) = Ωr, where r is the distance measured

from the centre of such a rotating cluster of vortices. In contrast, for a high-winding

number vortex with Nv circulation quanta, the superfluid velocity field outside the

core is given by v(r) = (ħh/m)Nv/r, which is the gradient of the condensate phase.

In general, the velocity field is therefore

v(r) =











Nv
ħh
m

r
R2

c

r < Rc

Nv
ħh
m

1
r

r > Rc,
(8.7)

which is a combination of solid body rotation and potential flow. The kinetic

energy associated with such a flow field may therefore be approximated by a

mean-field interaction

Hint =−αkB

∑

i< j

sis j log(r2
i j)

≈
∫ 2π

0

∫ R◦

0

1
2
ρsv

2(r)r dr dθ

=πρsN
2
v

ħh2

m2

�

1
4
+ log

�

R
Rc

��

. (8.8)

The final term in the point-vortex Hamiltonian, Eq. (8.1), describes the remaining

interaction with image vortices and yields an energy shift:

−µ= αkB

∑

i< j

sis j log(1− 2x i x j − 2yi y j + r2
i r2

j ). (8.9)

Combining Eqs. (8.3), (8.8), and (8.9), we thus arrive at the effective 1D vortex-

particle Hamiltonian,

Heff =H0 +Hint −µ

≈−
ρsκ

2

2π

�

1
m0ω

2
0R2
◦

∑

j

�

p2
j

2m0
+

1
2

m0ω
2
0q2

j

�

−
1
2

N 2
v

�

1
4
+ log

�

R
R∗

���

−µ (8.10)
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Figure 8.1: Contributions to the Hamiltonian for a system of Nv = 100 single

species (s = +1) vortices in a circular, hard-walled trap. The three energy terms

of Eq. (8.1) are shown as solid lines in panels (a)–(c), respectively, as functions of

reduced temperature. The corresponding approximations, Eq. (8.3) and Eq. (8.8),

are shown as dashed lines in (a) and (b), respectively. The values are obtained by

taking the mean over 1000 uncorrelated equilibrium configurations at each chosen

value of T . We remind the reader that TEBC = −αNv/4, and α= ρsκ
2/4πkB.

that describes a system of one-dimensional strongly interacting harmonic oscilla-

tors.

Figure 8.1 shows the independent contributions of the three terms in the Hamil-

tonian, Eq. (8.1), for a system of 100 like-signed vortices as functions of reduced

temperature. The details of this calculation are described in Sec. 8.7. For com-

parison, the energy contributions due to the harmonic oscillator and mean-field

approximations, Eq. (8.3) and Eq. (8.8), respectively, are shown by dashed lines.

The harmonic oscillator approximation, Eq. (8.3), is better at lower effective tem-

peratures because the vortices clump close to the centre of the disk, as seen in

Fig. 8.4(b)–(c). However, since the mean-field term, Eq. (8.8), is proportional to

N 2
v , it is overwhelmingly larger than the single-vortex terms, which are propor-

tional to Nv. These results establish that the mean-field Hamiltonian Eq. (8.10) is

a reasonable approximation for Eq. (8.1).



8.5. Fraction of condensed vortices 135

8.5 Fraction of condensed vortices
We anticipate condensation of Onsager vortices when the phase space density

nvλv ¦ 1. Here nv is the mean vortex density and

λv = h/〈p〉 ∼ 2πξ2/〈Rv〉 (8.11)

is the thermal vortex de Broglie wavelength, which in the vortex dual is inversely

proportional to the size of an average temperature-dependent vortex orbit in the

phase space. For N ∗ vortices confined within length 2R∗ the condensation criterion

becomes

πN ∗ξ2/〈Rv〉R∗ ∼ 1, (8.12)

which shows that condensation is expected when the vortices concentrate into a

phase-space cluster with size of the order of
p

N ∗ξ.

These considerations lead us to define the fraction of condensed vortices as the

ratio, N0/N , of N0 vortices of a given sign in a single many-vortex cluster to the

total number of vortices N of that same sign in the system. The highest density of

vortices is found within clusters and by denoting N ∗ to be the number of vortices

in the largest cluster and A0 = N ∗m0ω0ξ
2 and A∗ to be, respectively, the minimum

possible phase space area occupied by the N ∗ vortices and the phase space area

actually covered by them, we obtain

N0

N
=

N ∗

N
A0

A∗
=

N ∗

N
ξ2

〈rnn〉2
. (8.13)

Thus the condensate fraction is the product of the largest cluster fraction N ∗/N and

the square of the ratio of single vortex core radius ξ to the mean radius 〈rnn〉 of the

effective area occupied by a vortex within the cluster, where rnn is one half of the

distance between nearest neighbour vortices. Although for single vortex species

systems N ∗/N = 1, in general, the system contains both vortices and antivortices

and to measure N ∗ < N , clusters of like-signed vortices must first be identified by

the vortex classification algorithm outlined in Sec. 4.5.2.

8.6 Two-species Monte Carlo results
To study the thermodynamics of the condensation of Onsager vortices, we have

performed Monte Carlo calculations using a Metropolis algorithm to find the

equilibrium vortex configurations as functions of temperature for systems with
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Figure 8.2: Representative neutral vortex configurations (a)–(c) at respective

temperatures T/TEBC = {106, 1.02, 0.78}, with TEBC = −0.25αNtot and Ntot = 200.

Vortices in vortex and antivortex clusters are connected by blue and green lines,

respectively, vortex–antivortex dipoles are connected by red lines and free vortices

are marked by isolated filled circles. The streamlines illustrate the velocity field

generated by the collection of vortices.

10,20,50,100,200,300 and 400 vortices [165, 239]. A hard core diameter of

2ξ = 0.001 R◦ was imposed on each vortex. The Monte Carlo samplings were per-

formed for temperatures in the range T ∈ (−∞,−0), with 106 microstates at each

temperature after an initial burn in of 106 steps. Out of the 106 microstates, 1000

uniformly spaced configurations were recorded and used for vortex classification

analysis.

Figure 8.2 shows typical vortex configurations of disordered and clustered neu-

tral vortex states of Ntot = 200 vortices obtained from the Monte Carlo calculations

at different temperatures. The same-sign clusters, dipoles and free vortices are

identified using the vortex classification algorithm described in Sec. 4.5.2 and

the velocity field streamlines are included to visualise the superflow around the

vortices. Figure 8.2(a) shows a vortex configuration at a high negative temper-

ature, T = 106 TEBC, revealing a fairly disordered configuration of vortices with

an abundance of vortex dipoles and small clusters. Figure 8.2(b) shows a vortex

configuration at T = 1.02 TEBC just above the critical temperature. Note how

nearly all the vortices have already clustered into two Onsager vortices although

the condensate fraction remains zero. This clearly shows that vortex clustering

precedes the condensation and that the presence of Onsager vortices is not a suffi-

cient criterion for the existence of a condensate of Onsager vortices in the system.

Figure 8.2(c) shows Onsager vortices at temperature T = 0.78 TEBC where the

system has a condensate fraction of ≈ 0.1. The qualitative similarity between the

streamlines in Figs. 8.2(b) and (c) is striking despite the states lying on different
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Figure 8.3: Two-species Monte Carlo simulation results. Shown as functions

of temperature are: (a) The fraction of vortices in the largest cluster, (b) the

condensate fraction, Eq. (8.13), and (c) the mean cluster radius R∗ = 4Std(r j),
where r j is the vector of positions of the vortices in the largest cluster. Data is

shown for systems with different vortex numbers as indicated in the legend. The

function 1− T/TEBC, where TEBC = −0.25αNtot, is shown as a dotted line in (b) for

|T |< |TEBC| and the vertical dashed line marks the critical point. All quantities are

ensemble averaged.

sides of the transition.

As shown below in Sec. 8.7, the transition occurs even in a maximally imbalanced

case where only one type of vortex is present in the system, in which case the

dipole moment is identically zero at all temperatures. In the general imbalanced

case with N+ vortices and N− antivortices with Ntot = N+ + N− = Nmaj + Nmin

and Nmaj > Nmin, there are two critical temperatures. When the temperature

approaches negative zero, the majority species condenses first at Tmaj = −αNmaj/2,

followed by the condensation of the minority species at Tmin ≈ −αNmin/2, where

the latter is shifted slightly toward negative zero due to the interaction with the

condensate of the majority species.

Figure 8.3 shows (a) the largest cluster fraction, (b) the condensate fraction, and

(c) the mean radius of the largest cluster in the system as functions of temperature

in units of the critical temperature TEBC = −0.25αNtot. As mentioned previously,
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Fig. 8.3 reveals that the system becomes completely clustered before the critical

point is reached. The largest cluster fraction Fig. 8.3(a) is strongly dependent on

the total number of vortices in the system. In contrast, the condensate fraction,

shown in Fig. 8.3(b), remains zero at all temperatures |T |> |TEBC| and thereafter

increases as the absolute negative zero is approached. Figure 8.3(c) shows the

mean radii of the largest vortex clusters as functions of temperature. As the critical

temperature is approached from the disordered side, the largest cluster tends to

grow in size as ever more vortices are joining in. In the condensed phase the cluster

rapidly shrinks as the phase-space density, and hence the condensate fraction,

increases. Importantly, the condensate fraction shows universality in the sense

that it is consistent with data collapsing onto a single curve, indicating that the

condensate fraction becomes a vortex number independent quantity in the large

vortex number limit.

8.7 One-species Monte Carlo results

As we have stated previously, the clustering of vortices and their condensation

are two separate phenomena. To make this explicitly clear, we have performed

Monte Carlo calculations for a charge-polarised case where only one species of

vortex is present in the system, i.e.
∑Ntot

i=1 si = Ntot. Figure 8.4 shows the vortex

configurations at three different temperatures under this constraint. As can be

seen in panels (b)–(c), the vortex positions suddenly collapse when the radius of

the cluster reaches a critical value, Rc. As such, the transition illustrated in Fig. 8.2

simply corresponds to the independent condensation of two spatially separated

clusters of vortices, which happens to occur at the same temperature because each

cluster contains the same number of vortices or antivortices. In vortex number

imbalanced systems, there are two different, vortex number dependent, critical

temperatures, as discussed above.

The critical temperature for the condensation of an Onsager vortex in a single

vortex species system may be predicted by a similar free energy argument as for

two vortex species systems [165]. The Helmholtz free energy, F = E − TS, of a

vortex configuration where all Nv vortices are clustered inside a circular region of

radius R∗ is

F ≈
ρsκ

2

4π
N 2

v log
�

R
R∗

�

− T kB log
�

R∗

R

�2Nv

(8.14)

where the energy E is that of a multiply quantised vortex of core radius R∗, and the

entropy S is obtained as the logarithm of the statistical weight of the configuration.
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(a) (b) (c)

Figure 8.4: Representative charge-polarised vortex configurations (a)–(c) at

respective temperatures T/TEBC = {2,1.03,0.77}, with TEBC = −0.5αNtot and

Ntot = 100. The streamlines illustrate the velocity field generated by the collection

of vortices.

A change in the sign of the free energy signifies that the probability pF ∝ e−F/kB T

of observing such a configuration becomes exceedingly high and predicts a critical

temperature

TEBC = −
αNv

2
. (8.15)

The condensation of Onsager vortices is the result of competition between solid

body rotation within the core of the vortex cluster and potential flow outside the

cluster, see Eqs. (8.7). Equating the kinetic energy contributions of these two

velocity fields in the mean-field interaction energy term in Eq. (8.10) thus predicts

a critical cluster radius

Rc = e−1/4R◦ ≈ 0.78 R◦, (8.16)

such that for T/TEBC > 1 the whole system prefers to mimic solid body rotation of

a classical fluid, whereas for T/TEBC < 1 the system prefers to mimic the velocity

field of a quantised superfluid vortex. With this insight, it is interesting to recall

the structure of a simple vortex in a superfluid or a superconductor. Outside

of the vortex core the superfluid or superconducting order parameter is at its

bulk value whereas in the vortex core region the superfluid order parameter

vanishes and the original symmetry of the full Hamiltonian is locally restored. A

local observer spatially traversing a vortex core in such systems thus measures a

superfluid–normal–superfluid transition along the path.

Figure 8.5 shows the condensate fraction, measured using Eq. (8.13), and the

radius of the vortex cluster. Above the critical temperature, vortices are found

scattered everywhere within the circular boundary, and the condensate fraction

is strictly zero. Near the transition, the vortices begin to clump and at critical
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Figure 8.5: Condensate fraction of Nv = 100 single species, s = +1, vortices (right

axis, blue solid line) and the radius, R∗, of the vortex cluster, (left axis, red dashed

line), as functions of reduced temperature.

radius Rc the vortex cluster suddenly collapses. Accompanied by the rapid spatial

shrinking of the vortex cluster, the condensate fraction grows almost linearly with

the reduced temperature.

Figure 8.6(a) shows the phase space density, nv〈λv〉 of the vortices as functions

of both position and reduced temperature. The one-dimensional vortex-particle

density n(x) is obtained by modeling each vortex-particle by a normalised Gaussian

wave packet of waist λv. The frames (b)–(d) show the 1D density of the vortex gas

for three different temperatures T/TEBC = {2, 1.03, 0.77}. Above the condensation

temperature the vortex density is spread over the whole system while below the

transition the vortex density becomes localised both in real space and in vortex

momentum space.
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Figure 8.6: (a) Phase space density as a function of both position and reduced

temperature, (b)–(d) the one-dimensional density of the vortices at respective

temperatures T/TEBC = {2, 1.03,0.77}, for Nv = 100, with TEBC = −0.5αNv.

8.8 Evaporative heating of vortices
With the ability to quantify the condensation of Onsager vortices, we have

revisited the dynamical mean-field simulations of Chapter 7. Figure 8.7 shows

a typical result, revealing that in this neutral vortex system, the largest cluster

fraction and vortex dipole moment are practically equivalent observables. However,

although the system is continually evaporatively heated, the condensate fraction

remains zero for all times. The initial vortex number in this simulation is≈ 100 and

it decays to the final value of 12. Comparing the largest cluster fraction in Fig. 8.7

with Fig. 8.3(a) shows that this system is initially at temperature |T | � |TEBC|
and evaporatively heats, eventually reaching a final temperature of |T |¦ |TEBC|
at late times. Quantitatively, the temperature of the vortex system could be

determined using the vortex thermometry technique that we will introduce in

Chapter 9. However, once the system becomes fully clustered and is at the verge

of the transition, the evaporative heating mechanism switches off [165] and the

condensation is unable to proceed.
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Figure 8.7: Vortex dipole moment (blue solid line) expressed in units of d0 =
κR◦N , largest cluster fraction (green solid line) and condensate fraction (red

dashed line) as functions of time calculated from a dynamical mean-field simulation

with a trapping potential of steepness ∼ r50 (c.f. Fig. 7.10). The unit of time is

t0 = ħh/µ, where µ is the chemical potential. The initial vortex number is ≈ 100

and as the system evaporatively heats up, the vortex number decays to a value of

12 at the end of the simulation (see Chapter 7 for details).

8.9 Summary
In conclusion, we have employed a vortex–particle duality to establish a corre-

spondence between two-dimensional fluid vortices and a one-dimensional gas of

vortex particles. This mapping has allowed us to define a quantitative measure

of the condensation Onsager vortices, and we have used this to show the clear

difference between a condensate of Onsager vortices and a quasi-condensate of

vortex clusters. Furthermore, we have shown that the dynamical evaporative

heating of vortices does not lead to the spontaneous crossing of the critical point.

The condensation process described here bears resemblance to rapidly rotating

neutral superfluids that are predicted to undergo phase changes when the vortex

cores begin to significantly overlap and the filling factor, or the number of fluid

particles per vortex, approaches unity [94,367].

In steady-state two-dimensional incompressible fluid turbulence the inverse

energy cascade of the Kraichnan model predicts a spectral power-law kinetic

energy spectrum. However, once large Onsager vortices form in the system, the

energy spectrum changes drastically and would no longer be consistent with the

structure of the inverse energy cascade. In particular, the system scale Onsager

vortices that form before they can condense facilitate energy transport across all

spatial scales in the system. Hence, we postulate that even the inverse energy
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cascade mechanism of driven classical two-dimensional turbulence may not supply

a sufficient amount of energy for condensation, and that instead a direct forcing

at the Onsager vortex scale may be required to realise and observe the condensed

states of Onsager vortices. Ultimately, deep in the condensed phase a phase-space

Wigner crystallisation of vortices with hard cores takes place [165], while true

point-vortices would condense into multiply quantised vortex states [195].





9
VORTEX THERMOMETRY FOR

TURBULENT TWO-DIMENSIONAL FLUIDS

In this chapter, we introduce a thermometry technique which allows us to

directly measure the statistical temperature of a turbulent configuration of vortices

in two dimensions. The thermometer is calibrated using Monte Carlo simulations

and a vortex classification algorithm (described in Sec. 4.5.2). We find that

there is a unique mapping between the temperature of the vortex gas and the

proportion of clusters and dipoles identified by our algorithm; thus, if we know

one, we can infer the other. We test our thermometer by applying it to dynamical

simulations of decaying turbulence in a Bose–Einstein condensate, and find that,

as predicted in Ref. [165], the vortex gas is evaporatively heating towards negative

temperatures. We also find previously unidentified vortex power-law distributions

which emerge from the dynamics, signalling that the vortex gas is in a state of

dynamical equilibrium as it decays. This chapter forms the basis of Ref. [170].

9.1 Motivation
As outlined in Sec. 3.3.3, a number of obstacles currently hinder the experi-

mental realisation of Onsager vortices in decaying 2D quantum turbulence. We

demonstrated in Chapter 7 that harmonic trapping is one such obstacle, as vortex

clusters appear to be suppressed in this geometry [103, 169, 340]. In addition,

the detection of vortex circulation signs is experimentally difficult, and it is only

recently that techniques have been proposed [368] and implemented [155] to

achieve this. Analysis of turbulent dynamics is made even more challenging by

current condensate imaging methods, which only allow a small number of frames

to be captured for a single experimental realisation [135]. It is therefore not

possible to observe the turbulent dynamics in real time. As such, it is desirable

to be able to characterise the state of a turbulent fluid using a robust statistical
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analysis that links the instantaneous microscopic configuration of the system to its

macroscopic behaviour. Here we propose to use Onsager’s vortex temperature as

an observable for this purpose.

The chapter is structured as follows. We first describe our method for measuring

the temperature of the vortex gas in Sec. 9.2, before examining a specific case

of decaying superfluid turbulence using mean-field Gross–Pitaevskii simulations

in Sec. 9.3. In the dynamics, we observe that the vortex gas undergoes rapid

equilibration before settling into a quasi-equilibrium state where it continues

to heat adiabatically via vortex evaporation [165]. We have discovered that in

this evolution, the numbers of clusters, dipoles and free vortices follow robust

power-laws with respect to the total vortex number. The existence of this quasi-

equilibrium allows quantitative thermometry of the turbulent fluid, which we use

to directly measure the effects of evaporative heating. To conclude, we summarise

these results in Sec. 9.4.

9.2 Monte Carlo thermometry
To calibrate the vortex thermometer, we use Monte Carlo (MC) simulations

to map out the equilibrium vortex configurations as a function of the inverse

temperature β = 1/kB T , as we did in the previous chapter. We do this for a system

of Nv = 50 point-vortices with equal numbers of clockwise and anticlockwise

circulations. We use a point-vortex Hamiltonian corresponding to a uniform fluid

within a circular boundary of radius R, Eq. (3.13) [165, 237], and set a hard

core of radius 0.003 R to prevent energy divergences. As we vary the temperature

across both positive and negative regimes, we quantify the effect on the vortex

configuration using our vortex classification algorithm (see Sec. 4.5.2). We then

calculate the numbers of clusters Nc, dipoles Nd and free vortices Nf as functions

of temperature, and the resulting fractional population curves are presented in

Fig. 9.1.

The resulting phase diagram can be compared with the density of states

schematic, Fig. 3.4. At low positive absolute temperatures (left hand side of

Fig. 9.1), the vortex gas is at its ‘coldest’, as both the energy and entropy are

minimised. In this regime, bound vortex–antivortex dipole pairs dominate the

configuration. Above the Berezinskii–Kosterlitz–Thouless critical temperature

βBKT [26–28], the vortex dipoles dissociate, causing an increase in both the en-

ergy and entropy. At β = 0, the entropy is maximised, but begins decreasing

again with temperature in the negative region. In this regime, clusters of like-sign
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Figure 9.1: Fractional population p j = N j/Nv of each component of the vortex

gas (where j ∈ {c: clustered vortices, d: dipole vortices, f : free vortices}) and

Einstein–Bose condensate fraction (described in text), as functions of inverse

temperature β . The fluctuating faint lines show the raw data, while the smooth

dark lines show cubic spline fits. The negative temperature axis is scaled by the

critical temperature |βEBC|, and the positive temperature axis by |βBKT|, causing an

apparent discontinuity in the slopes at β = 0. The vertical dashed line indicates

β = 0 and the dotted vertical lines highlight the two critical temperatures. The

shaded background represents the energy of the system (red and blue correspond

to ‘hot’/high energy and ‘cold’/low energy, respectively). Schematic vortex config-

urations at each temperature extreme are depicted in the insets, where vortices

(antivortices) are shown as blue (green) filled circles.

vortices tend to form. Above the critical temperature βEBC, the vortices form an

Einstein–Bose condensate (EBC), as discussed in Chapter 8 [165,173,348]. The

two aforementioned critical temperatures are defined in Sec. 3.2.2.1.

Figure 9.1 demonstrates that the dipole and cluster populations are monotonic

functions of β—this is the key observation enabling thermometry of the vortex gas.

Given an arbitrary vortex configuration in thermal equilibrium, we may determine

its temperature by calculating the populations of clusters and/or dipoles and

comparing the obtained values to the curves in Fig. 9.1. Strictly, the p j(β) curves

in the negative temperature region of Fig. 9.1 are dependent on the vortex number.

However, we repeated our MC simulations for Nv = 100 and Nv = 200 vortices

and found that, for the vortex numbers relevant to the dynamical simulations

presented here, the change to the thermometry curves is not significant.

Also shown in Fig. 9.1 is the Einstein–Bose condensate fraction, Eq. (8.13),

which quantifies the density of vortices in the largest cluster. For β > βEBC, the
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condensate fraction is zero, but when β < βEBC it rises sharply. In this extreme

temperature region, the other thermometers saturate and the condensate fraction

becomes the relevant order parameter.

9.3 Thermometry of decaying two-dimensional turbulence
9.3.1 System parameters

As an application of our vortex thermometer, we use it to characterise decaying

turbulence in a disk-shaped BEC, as in Chapter 7. We simulate the two-dimensional

time-dependent Gross–Pitaevskii equation (GPE), Eq. (2.13), using a potential

of the form Vtr = µ(r/R)50 to obtain the uniform circular geometry. Here, r =
p

x2 + y2 is the radial distance from the axis of the trap, µ is the chemical potential,

and R ≈ 171ξ is the radius of the trap, measured in units of the healing length

ξ. The interaction parameter is set to g = 4.6× 104ħh2/m. We solve the GPE on

a 1024× 1024 numerical grid with spacing ≈ ξ/2. We detect vortices and their

circulation signs within r < 0.98 R using the algorithm described in Sec. 4.5.1.

9.3.2 Emergence of vortex equilibria
The initial state for our GPE simulations has Nv = 800 vortices imprinted at

random locations with equal numbers of each circulation sign. The short imaginary

time evolution causes the loss of ≈ 40 vortices, and a further ≈ 25 are initiated

beyond the detection radius. As the turbulence decays, the vortices annihilate and

the vortex gas evaporatively heats, resulting in the emergence of two large Onsager

vortices at late times [165,169]. Three sample frames from a single simulation

are shown in Fig. 9.2, where panels (a)–(c) show the density |ψ|2 of the fluid, and

panels (d)–(f) show the corresponding vortex configuration after the detection

and classification steps. A Helmholtz decomposition (see Sec. 2.5.2) has been

used to extract the divergence-free component of the condensate velocity field,

and the resulting streamlines are also shown in the lower panels. The Onsager

vortex clusters are clearly visible in panel (f).

The number of clusters, dipoles and free vortices are shown in Fig. 9.3 as

functions of both time t (inset) and the total number of vortices Nv(t). The

time-dependent populations (inset) do not follow any simple function. However,

the populations as functions of the total number of vortices (main frame) show

clear power-law scaling behaviour. The corresponding power-laws are: Nc ∝ Nα
v ,

Nd ∝ Nγ
v , Nf ∝ Nδ

v and Nvc ∝ N ε
v , with measured values α = 0.79, γ = 1.21,

δ = 1.18, and ε = −0.25. These are suggestive of rational value power-laws
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Figure 9.2: Freely decaying two-dimensional quantum turbulence. Panels (a)–(c)

show the classical field density |ψ|2, for respective times t ≈ (25, 7500 and 74 000)

ħh/µ. The grey scale in each panel is normalised to the respective peak value of |ψ|2.

Panels (d)–(f) correspond to panels (a)–(c), respectively, and show the vortices in

positive (negative) clusters as blue (green) squares, dipoles as red triangles, and

free vortices as yellow circles. Note that each vortex dipole contains one vortex

and one antivortex. The streamlines in (d)–(f) are obtained by calculating the

incompressible component of the velocity field of the classical field describing the

Bose gas.

with exponents α = 4/5, γ = δ = 6/5 and ε = −1/4. The mean number of

vortices per cluster Nvc ≡ Nc/Ncl , where Ncl is the total number of clusters of any

size at a given time. To study the effects of system size on these power-laws,

we have also considered two smaller disk-shaped systems of radii R ≈ 49ξ and

R≈ 85ξ respectively, each with Nv = 100 vortices initially imprinted. We find that

the scaling behaviour is unchanged in these smaller systems, suggesting that the

evolution of the vortex gas is underpinned by a universal microscopic process.

In this system, the primary cause of vortex number decay is the annihilation of

vortex–antivortex dipoles. Despite this, the populations of dipoles and free vortices

follow approximately the same power-law, demonstrating an interconversion

between the vortex populations. However, a distinct power-law emerges for the

vortex clusters. This behaviour points toward a two-fluid model, where the dipoles

and free vortices behave as a weakly interacting thermal cloud, while the clusters

act as a quasi-condensate whose relative weight grows over time as a result of
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Figure 9.3: Decay of the vortex populations N j(t) (where j ∈ {c: clustered

vortices, d: dipole vortices, f : free vortices}) in each component of the vortex

gas, and the growth of the number of vortices per cluster Nvc(t), as functions of

the total vortex number Nv(t). The data has been averaged over 80 simulations,

with power-law fits shown as straight lines. Note that time flows from right to

left in this figure. The inset shows the total number of vortices and the number of

vortices in each component of the vortex gas as functions of time.

vortex evaporative heating. This behaviour is a precursor to the Einstein–Bose

condensation observed for β < βEBC, which is described in detail in Ref. [173].

Extrapolating the data toward Nv → 0 leads to the inevitable decay of all dipoles

and free vortices, leaving only Onsager vortex clusters remaining. At this point,

the rate of pair annihilation becomes insignificant in the dynamics due to the very

low probability of vortex–antivortex collisions.

9.3.3 Dependence on initial condition
To assess the sensitivity of the observed power-laws to the choice of initial vortex

configuration, we have run simulations with a diverse range of initial conditions.

In addition to the randomly sampled initial condition (case I) described above,

we consider four other initial states. The cases II and III are configurations with

lower kinetic energy created by imprinting the vortices as dipole pairs with sizes

8ξ and 12ξ, respectively. For case IV, the vortex creation is simulated dynamically

by stirring an initially unperturbed condensate with a repulsive Gaussian potential
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Figure 9.4: Vortex decay curves for initial conditions I–V described in the text.

Each curve for case II–V has been averaged over ten simulations. The three panels

separately show (a) clusters, (b) dipoles, and (c) free vortices. Note that the curves

for case I are identical to those in Fig. 9.3. In panel (a), dashed vertical lines and

filled circles indicate the value of Nv at which each cluster decay curve begins to

approximate the Nc ∼ N 4/5
v power-law.

of waist 30ξ and amplitude 5µ. The stirring potential is moved back and forth

with centroid position x◦(t) = 100ξ cos(2πµt/1050ħh) for four periods, and then

ramped down to zero over a fifth period. Finally, a large kinetic energy in case V is

initiated by imprinting a periodic square array of vortex clusters with alternating

circulation sign, each with a radius of ≈ 43ξ and containing ≈ 50 vortices.

The resulting number decay curves for each vortex type are shown in Fig. 9.4(a)–

(c). The dipole and free vortex decay curves [panels (b) and (c), respectively]

remain relatively unchanged across different initial configurations. By contrast,

the clusters [panel (a)] show clear variation across the set of initial conditions,

suggesting that initially the system is in fact behaving very differently under each

constraint. However, despite initial differences (at large Nv), all cluster decay

curves eventually exhibit behaviour consistent with the power-laws obtained in

Fig. 9.3, demonstrating a loss of memory of the initial vortex configuration. This

suggests that these power-laws correspond to a state of quasi-equilibrium in which

the vortex gas should have a well-defined temperature, which we can determine

using the thermometers established in Fig. 9.1.
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Figure 9.5: Inverse temperature of the vortex gas as a function of time, averaged

over a set of dynamical GPE simulations for case I. The temperature is measured

independently using the populations of both clusters and dipoles. In the inset, the

mean temperature readings from both thermometers for all five initial conditions

(as described in the text) are shown as a function of the total vortex number Nv(t).
The vertical dashed lines and filled circles are from Fig. 9.4(a). As in Fig. 9.1, the

positive and negative temperature regions have been scaled by their respective

critical temperatures, and a dashed horizontal line denotes β = 0. The vertical

axis of the inset is the same as for the main frame.

9.3.4 Evaporative heating of the vortex gas
We now have an algorithm to assign a vortex temperature to the dynamical GPE

simulations. We determine the fractional populations of vortex dipoles and clusters

as a function of time, and use each of these to read off a temperature from the

curves in Fig. 9.1. The two resulting measurements of β(t) for case I are presented

in the main frame of Fig. 9.5. Both measurements show that the temperature of

the vortex gas is spontaneously increasing as Onsager vortex clusters form, thereby

confirming the evaporative heating scenario posited in Ref. [165]. At late times,

a small discrepancy between the two temperature readings emerges, which we

attribute to the compressibility of the fluid not accounted for in the MC model.

The inset of Fig. 9.5 shows the mean temperature readings for all five cases.

These curves show a clear dependence on initial condition, with the low energy

configurations (cases II and III) being consistently colder than those with high

energy (cases IV and V). The random initial configuration (case I) lies between

the two extremes. The approximate value of Nv at which the vortex gas appears

to reach equilibrium in each case [see Fig. 9.4(a)] is also shown in the inset. Even
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before this point (i.e. for larger Nv), the vortex thermometer provides a plausible

temperature reading, but the measurement is not reliable if the vortex gas is out

of equilibrium. In cases IV and V, the equilibration point corresponds to a turning

point in the temperature curve, providing further evidence for our interpretation

of the vortex gas equilibrium condition.

9.4 Summary
We have developed a methodology that allows the temperature of point-vortices

in two-dimensional fluids to be determined using only the information about the

vortex positions and their signs of circulation. We have applied the vortex gas

thermometers to freely decaying two-dimensional quantum turbulent systems and

quantitatively shown the transition to negative temperatures and the emergence of

Onsager vortices due to the evaporative heating of the vortex gas [165,169]. Our

vortex thermometers may also be useful for characterisation of turbulent classical

fluids, as the continuous vorticity distributions can be approximated accurately by

a discretised set of point-vortices before performing the vortex classification and

thermometry. This methodology may therefore open new pathways to quantitative

studies of two-dimensional turbulence.
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CONCLUSIONS AND OUTLOOK

10.1 Summary
In this thesis, we have presented an investigation into the problems of vortex

motion and turbulence in two-dimensional scalar Bose–Einstein condensates. We

have studied both the microscopic and the macroscopic, building our understanding

from the absolute basics of vortex motion all the way to the chaotic, untameable

dynamics that constitute quantum turbulence.

We have established our knowledge from the ground up, beginning in Chapter 5

with the simplest case of a single vortex in a trapped BEC. By comprehensively

studying this problem, we identified all contributions to the motion of a vortex

in an inhomogeneous 2D BEC. In doing so, we were able to identify a number of

shortcomings that were present in the existing literature when describing the vortex

dynamics in this scenario. We clarified the issue of the Magnus force acting on a

vortex, which has often been misidentified, and determined that image vortices

are relevant even for systems with soft boundaries. We also measured for the

first time the induced multipole velocity field of a moving vortex. Our dynamical

formalism allowed us to obtain refined point-vortex equations for inhomogeneous

systems, which we have demonstrated to give significant improvements over

existing models.

Despite the shortcomings of the point-vortex model in terms of its quantitative

accuracy, we applied it in Chapter 6 to study the qualitative trajectories of two

same-sign vortices in a harmonically trapped BEC. By studying a precursor to

turbulence—a pitchfork bifurcation in the two-vortex dynamics observed in recent

experiments—we discovered a previously unidentified impenetrable boundary in

the phase space of possible initial conditions, a feature which was unknown before

this work. We have also discovered that the bifurcation is most readily visible in a

velocity-space—rather than a real-space—representation of the dynamics.

In Chapter 7, we began our exploration of two-dimensional quantum turbulence.
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Motivated by an apparent contradiction that recently emerged in the literature,

we investigated the effects of geometry on vortex clustering and found that the

commonly used harmonic traps inhibit the formation of large scale vortex clusters.

Increasing the steepness and uniformity of the trap was found to produce more

distinct clusters, due to a shift in the equilibrium position of the Onsager vortex

dipole. By studying the microscopic details of such turbulent states, we discovered

the importance of three- and four-body annihilation events at zero temperature.

We then took a brief detour from dynamics in Chapter 8, and instead studied in

detail the equilibrium properties of the vortex gas in the regime of extreme nega-

tive temperatures. We identified a process of vortex condensation, in analogy with

Bose–Einstein condensation, and were able to quantify it by defining a condensate

fraction. Importantly, this work draws a clear distinction between the clustering

of vortices observed in dynamical simulations and the condensation of Onsager

vortices, which occurs in the extreme negative temperature region. Using our con-

densate fraction observable, we were able to show that the dynamics of decaying

2D quantum turbulence never reach a temperature at which the condensate forms.

Finally, in Chapter 9, we introduced a novel method of thermometry for a tur-

bulent configuration of quantised vortices in two dimensions, which requires only

the vortex location and sign information. Our technique provided the first direct

quantitative measurement of Onsager’s vortex temperature parameter, and simul-

taneously proved that vortex evaporative heating is responsible for the dynamical

evolution towards negative vortex temperatures. Importantly, we were also able to

identify a state of statistical quasi-equilibrium in the decaying turbulence, thereby

providing evidence that the vortex gas should have a well-defined temperature as

it adiabatically evolves.

10.2 Outlook
Throughout the work presented here, many questions regarding vortex dynamics

and quantum turbulence have been addressed. However, as is the case in any

worthwhile scientific endeavour, myriad potential future directions have revealed

themselves along the way. We cannot reasonably list them all, but we present here

an outline of arguably the most promising among them.

Our detailed examination of the velocity field of a moving vortex in Chap-

ter 5 revealed the existence a vortex multipole field, which has received little

attention prior to this work. The specific properties—and potential experimental

measurement—of such a multipole field are of primary interest, especially in light
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of a potential analogy with the elusive electric dipole moment of the electron [369].

Our measurements of vortex orbits and dynamical bifurcations in Chapter 6 could

be extended to a multitude of other vortex configurations, and the transition to

chaos as the vortex number is increased could be studied in detail. Countless

other geometries for two-dimensional vortex motion and turbulence could be

studied beyond those examined in Chapter 7—some more exotic examples include

constraining the fluid to the surface of a cylinder [370], Möbius strip, or spherical

shell. The ensuing dynamics may reveal new, interesting features of the motion

not attainable in other configurations. We have already begun an investigation

into the effects of finite condensate temperature on both the number decay and

clustering behaviour of decaying 2D quantum turbulence using a stochastic pro-

jected Gross–Pitaevskii formalism [371], and obtained results consistent with the

phenomenological damped GPE data presented here. The realisation of Einstein–

Bose condensation in 2D quantum turbulence remains an experimentally open

problem: even if vortex clusters are observed to emerge in 2D quantum turbulence

in the near future, our dynamical simulations suggest that vortex condensation

cannot take place spontaneously. It may be possible to continue the vortex heating

towards the EBC transition by introducing locally dissipative pinning potentials to

the centre of the vortex clusters, thereby causing them to ‘spin up’ [109]—indeed,

we have already performed some preliminary simulations to this end. Our results

presented in Chapter 9 open up a number of future possibilities. Firstly, it would

be interesting to determine whether the vortex number power-laws are universal,

or whether they depend on system parameters such as geometry. To elucidate

these power-laws, attempts could be made to predict the exponents directly from

statistical arguments regarding the microscopics of the vortex gas. Arguably the

most pertinent test of our proposed thermometry technique would be to apply

it to 2D classical fluid turbulence, especially since this would be the first ever

measurement of a negative temperature state in its initially theorised context.

With regards to the broader outlook, the future of 2D quantum turbulence

research has much in store. Experimentally, technology and methodology are both

constantly improving, and it should soon be possible to image vortices in situ with

vortex sign detection, and possibly in real time. This should greatly improve the

ability to interpret results, since the vortex dynamics could be observed directly,

in contrast to the small number of images that can now be taken over a given

experimental run. Ultimately, the goal would be to move towards steady-state

turbulence, which requires optimisation of stirring techniques that prevent the
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condensate from heating too rapidly. For the foreseeable future, however, one

of the major impediments in studying turbulence in BECs experimentally is the

restriction on the system size, and the correspondingly small range of length scales

over which any turbulent flow can exist. Numerically, however, system sizes can

continue to grow, and ever more powerful computers will undoubtedly be taken

advantage of to perform these increasingly demanding calculations. With the

ability to numerically model such large systems, the crossover between quantum

and classical turbulence could be explored in detail, clarifying the link between

the two. Finally, fascinating regimes of vortex dynamics and turbulence may be

realisable in other types of BECs. There is growing interest in the possibilities of

turbulence in spinor [372,373], dipolar [374], and fermionic [375] systems, each

of which promise their own varieties of as yet unexplored physics.

In truth, a universal ‘theory of turbulence’ seems, at this point, like an impossi-

bility. It remains to be seen whether superfluids hold the answers to this ongoing

problem, but regardless, quantum turbulence presents its own rich and diverse

field of physics, which will no doubt captivate researchers for decades to come.
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