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Abstract

This thesis consists of three self-contained chapters exploring how the beliefs held by indi-

viduals and groups affect prosocial behaviour. Using experimental methodology, the present

dissertation examines the role of beliefs in supporting self-serving behaviour and encouraging

cooperation, as well as institutional factors which affect these beliefs. It advances the exist-

ing body of knowledge by providing novel insights into the interplay between beliefs about

others and own behaviour, how the group decision-making environment affects how groups

process new information, and finally the role of punishment mechanisms on normative beliefs

and subsequent prosocial behaviour.

The introduction provides an overview of the common themes running throughout the

three chapters and a brief discussion of the motivation and key findings of each chapter.

Chapter 1 focuses on beliefs, which are increasingly recognised as an important driver

of behaviour, but are not straightforward to measure. We design a giving experiment to

compare beliefs about others using different elicitation mechanisms when self-serving motives

may compete with accuracy incentives. Consistent with a simple theoretical framework, we

find evidence of a self-serving bias for non-donors when beliefs are not incentivised, while

donors’ beliefs are more accurate, irrespective of the elicitation mechanism. Offering a simple

incentive does not reduce non-donors’ underestimation of actual giving, however, a variation

of the Becker-DeGroot-Marschak (BDM) procedure does appear to mitigate the negative

bias in beliefs by both structuring the belief question as a question about payment and

increasing the salience of monetary incentives.

Building on this, Chapter 2 is motivated by the fact that many economic decisions

are made by teams, committees and boards, yet relatively little is known about how the

beliefs that inform decision making in groups are formed. We conduct an experiment to

examine the role of communication in belief updating. Overall, neither prior beliefs nor

transfers differ between individuals and groups. Groups exhibit asymmetric updating but

are not more biased than individuals. Based on text analyses of the chat data, we identify

risk preferences as an important topic in communication and observe a self-serving bias for

more risk-averse groups – but not for risk-averse individuals. While the group environment

does not necessarily lead to more motivated beliefs, communication can amplify individual

preferences and lead to more biased information processing by groups.

Chapter 3 shifts the focus to punishment mechanisms, which are commonly used to

encourage cooperation, and investigates how punishment can influence beliefs about social

norms. We examine whether the punisher’s motives can help reconcile the conflicting results

in the literature on punishment and prosocial behaviour through a novel experiment in
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which the agent’s outcomes are identical in two environments, but in one punishment is self-

serving (i.e., benefits the punisher) while in the other it is other-regarding (i.e., benefits a

third party). Self-regarding punishment reduces the social stigma of selfish behaviour, while

other-regarding punishment does not. As a result, self-serving punishment is more likely to

backfire.

Finally this dissertation concludes by discussing some policy implications and suggests

areas for future research that follow from the contributions of this thesis.
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Introduction

Alongside preferences, beliefs are central to understanding economic decision making. Be-

liefs play a crucial role not only in decisions involving risk, but also in social interactions

in which behaviour depends on expectations about the actions of others. This dissertation

consists of three self-contained chapters, each examining a different aspect of the interplay

between beliefs and prosocial decision making using both laboratory and online economics

experiments. First, we explore the relationship between beliefs and prosociality from the in-

dividual’s perspective and examine how belief responses can vary with the elicitation method.

Following this, we broaden our focus from individuals to institutions, e.g., firms, government

organisations and churches, which are integral to the functioning of society. We investigate

the role of the group decision-making setting on belief updating and compare this to belief

updating by individuals. We also study the impact of different punishment institutions in

encouraging cooperation through the channel of beliefs.

Given that beliefs are rarely observed in the “wild”, experimental methods are particu-

larly useful because we can elicit beliefs from participants rather than infer beliefs based on

observed behaviour. Another major advantage of experiments is that they allow us to strip

institutions down to their essential components and examine institutional features without

the idiosyncrasies of particular institutions in the real world.

Beliefs are increasingly featured in economic models to better understand and predict

behaviour. However, one obstacle is that beliefs are not directly observable and need to be

elicited. Researchers must therefore decide which belief elicitation mechanism to use, as each

method comes with advantages and disadvantages. For example, simply asking for beliefs

without any incentives is the simplest approach, but may be less effective when answering

the belief question requires more cognitive effort, see Charness et al. (2021) for a discussion.

On the other hand, more complex incentivised mechanisms such as the binarised scoring

rule (Hossain and Okui, 2013) may incentivise effort, but could be more sensitive to how the

incentive is implemented (Danz et al., 2022). While previous studies have compared various

elicitation methods in risky domains (e.g., Trautmann and van de Kuilen, 2015; Schotter and

Trevino, 2014; Schlag et al., 2015), less is known about how the different methods compare

in social domains, in particular, in settings in which beliefs may be motivated by self-serving

concerns.

In Chapter 1, we address this gap in the literature by designing an online experiment

which asks participants to make a donation to a charity and then elicits their beliefs about

others’ donation choices using various elicitation mechanisms. We outline a simple theoret-

ical framework which captures the tradeoff between a desire to maximise monetary payoffs
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through accurate beliefs and the desire to maintain a positive self image by holding the belief

that others are not generous. We find that subjects who choose not to give systematically

underestimate actual giving. We observe this self-serving bias in beliefs under both a non-

incentivised and a simple incentivised elicitation mechanism. However, the Karni (2009)

method, a more sophisticated incentivised mechanism, reduces the bias in beliefs due to the

framing of the question and the greater complexity of the method.

While examining beliefs at the individual level is a useful starting point, many important

decisions are made by groups of decision makers, such as a board of directors at a company

or members of a family. Groups may consist of individuals with different beliefs who must

come together and agree on a common group belief. While interest in motivated beliefs

is growing (e.g., Gino et al., 2016; Bénabou and Tirole, 2016; Di Tella et al., 2015), most

of the literature has focused on individual beliefs. Less is known about whether biased

beliefs may also be present in groups of decision makers and the role of communication in

belief formation in groups. Previous literature has found that groups tend to make more

selfish decisions than individuals (e.g., Bornstein and Yaniv, 1998; Kugler et al., 2007). One

proposed explanation from social psychology is “schema-based distrust” (Insko and Schopler,

1987), which emphasises the important role of beliefs in potentially justifying more self-

interested decisions by groups.

In Chapter 2 we move from an individual setting to a group decision-making environ-

ment to investigate whether and how groups differ from individuals in incorporating new

information into their beliefs. We conduct a laboratory experiment in which we elicit group

beliefs about transfers made in a simultaneous version of the trust game and compare these

to a treatment which elicits individual beliefs from group members. Our findings show that

group transfers do not differ significantly from individual transfers. We are more likely to

observe asymmetric updating in groups but groups are not necessarily more prone to biased

beliefs. We do, however, observe a self-serving bias in more risk-averse groups, but not in

risk-averse individuals. Our results suggest the potential for the group setting to exaggerate

individual preferences and lead to more biased beliefs.

Another way in which institutions may influence beliefs about prosocial behaviour is

through incentive mechanisms that are designed to encourage cooperation. Specifically,

we focus on punishment, which has been shown to sometimes promote prosociality (e.g.,

Fehr and Gächter, 2002) but in other contexts backfire and result in more selfishness (e.g.,

Gneezy and Rustichini, 2000). While there is growing evidence on the benefits of providing

normative information alongside punishment (e.g., Bicchieri et al., 2021), less is known about

the specific features of punishment mechanisms that affect the communication of norms and

behaviour (Bowles and Polania-Reyes, 2012). These institutional details are particularly
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important for the design of punishment mechanisms that aim to more effectively transmit

normative information about what is appropriate and inappropriate behaviour.

In Chapter 3, we focus on the role of the punisher’s motives in influencing beliefs

about social norms and through this, the effectiveness of punishment. We design an online

experiment to compare punishment that is self-serving, or intended to change the agent’s be-

haviour for the benefit of the punisher, and punishment that is other-regarding, or intended

to change the agent’s behaviour for the benefit of a third party. Consistent with our the-

oretical prediction, we find more crowding out of prosociality from self-serving punishment

due to punishment sending a weaker normative message, as compared to other-regarding

punishment.

Finally, this thesis concludes by summarising key policy implications that follow from

our findings, as well as interesting avenues for future research that arise as a result of this

dissertation.
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Chapter 1: Belief elicitation under competing motivations: Does it

matter how you ask?∗
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Abstract

Beliefs are increasingly recognised as an important driver of behaviour, but measuring beliefs

is not straightforward. We design a giving experiment to compare beliefs (about others) using

different elicitation mechanisms when self-serving motives may compete with accuracy incentives.

Consistent with a simple theoretical framework, we find evidence of a self-serving bias for non-

donors when beliefs are not incentivised, while donors’ beliefs are more accurate, irrespective of the

elicitation mechanism. Offering a simple incentive does not reduce non-donors’ underestimation of

actual giving, however, a variation of the Becker-DeGroot-Marschak (BDM) procedure does appear

to mitigate the negative bias in beliefs by both structuring the belief question as a question about

payment and increasing the salience of monetary incentives. Our results also show that biases in

beliefs do not vary with the timing of belief elicitation.
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1 Introduction

Researchers are increasingly turning to beliefs to shed light on behavioural drivers. Two individuals

with the same preferences may make vastly different decisions if they hold different beliefs. For

example, an individual who believes a beggar is not in fact homeless but a “scam artist” might act

differently to someone who does not share this scepticism, despite being equally altruistic. While

useful in explaining behaviour, “true” beliefs, like preferences, cannot be directly observed. Previous

work has evaluated various belief elicitation mechanisms based on the accuracy of beliefs relative

to a Bayesian benchmark.1 In a survey of belief elicitation mechanisms, Charness et al. (2021)

conjecture that simple incentivised methods may outperform both non-incentivised introspection

and more complex incentivised methods. The authors emphasise that there is little research directly

comparing different elicitation mechanisms. Even less is known about how beliefs respond to

different elicitation methods when beliefs may be motivated or biased by considerations other than

accuracy.

The goal of this paper is to compare introspection with both a simple incentivised method and

a more sophisticated incentivised method when self-serving motives may compete with incentives

for belief accuracy. We present a simple theoretical framework of beliefs motivated by self-serving

concerns. Agents face a trade-off between a desire to maximise monetary payoffs and minimise

psychological costs (by holding accurate beliefs), against a desire to maximise self-image utility,

or utility derived from norm compliance (by holding negatively biased beliefs about the generosity

of others). We first investigate whether beliefs about others’ choices are biased when no incentive

is offered. We then examine whether beliefs vary with the elicitation mechanism, via the relative

salience of monetary and self-image utility.

To this end, we design a giving experiment in which participants can make a donation with a

low probability of being implemented. We then elicit beliefs about the proportion of previous par-

ticipants who chose to give, using one of three commonly used elicitation methods: non-incentivised

(introspection), incentivised, and the incentivised Karni (2009) mechanism, a more sophisticated

method that we present as a multiple price list.2 We assume that individuals who are unbiased

in the processing of information have rational expectations and that their beliefs about the pro-

portion of donors will not systematically deviate from the true proportion (Di Tella et al., 2015).

Any systematic variation from the empirical benchmark (i.e., the actual proportion of donors) at

the aggregate level would indicate a bias in beliefs. We conjecture that a negative deviation from

1Trautmann and van de Kuilen (2015) present a “horse race” of various incentivised and non-incentivised mech-
anisms and find similar accuracy levels in beliefs, but the incentivised mechanisms are better predictors of actual
behaviour. See also Schotter and Trevino (2014) and Schlag et al. (2015) for reviews of elicitation mechanisms.

2The method uses a direct revelation mechanism to elicit subjective probabilities, first introduced by Ducharme
and Donnell (1973) as a variant of the Becker-DeGroot-Marschak mechanism (Becker et al., 1964) and later formalised
theoretically by Karni (2009). The method is also known as the “bets mode”, “probability matching”, “reservation
probabilities”, and “stochastic Becker-DeGroot-Marschak method”.
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the benchmark is likely motivated by self-image concerns. Adopting the design from Gangadharan

et al. (2023), participants whose donations were not initially implemented are offered a second

chance, and can pay to increase the probability that the charity receives the donation. Altruistic

motives are therefore increasing in the total amount that subjects are willing to pay to ensure that

the donation is received.

In a charitable giving context, one advantage of using experimental methods is that data can be

collected from both donors and non-donors, whereas observational data is typically not available

for non-donors. Further, though surveys may provide some insight into individual beliefs, an

experimental approach allows us to systematically compare non-incentivised beliefs against beliefs

elicited using two popular incentive-compatible mechanisms.

First, we find that in the absence of incentives, individuals who choose not to give, systemati-

cally believe that others are also not generous, while donors’ beliefs are substantially more accurate

and do not deviate significantly from the empirical benchmark. We show that this belief gap be-

tween donors and non-donors is not explained by a pure consensus effect or by individual differences

in optimism. Using data from three additional treatments, we further show that these belief biases

are robust to the timing of belief elicitation, suggesting the existence of “non-giving types” who

are not only consistent in choosing not to give (de Oliveira et al., 2011) but are also consistent in

believing that others would not do so.

Our second result is that the belief biases in non-donors persist even after introducing a

simple incentive. Under the more sophisticated Karni mechanism, however, non-donors’ beliefs are

substantially more accurate and approach the empirical benchmark. These findings are consistent

with our theoretical framework which predicts that among the incentivised methods, monetary

(self-image) utility is relatively more (less) salient under the Karni mechanism, thus it matters how

you ask. In an additional treatment, we find that both the ability of the Karni mechanism to frame

the belief question as a question about payment, and the greater complexity of the mechanism, play

a role in mitigating belief biases. We also show that differences between the incentivised methods

cannot be fully explained by the exclusion of inconsistent switchers or by cognitive uncertainty.

Our research makes several contributions. Our results highlight the need to choose elicitation

mechanisms carefully, as different methods can trigger different motivations and as a consequence,

produce different belief responses.3 Simply offering a payment for beliefs is not sufficient to atten-

uate the negative bias in beliefs, but more sophisticated incentive mechanisms such as the Karni

mechanism could wash out other motivations as monetary concerns are made more salient. Within

non-giving types, we identify biased beliefs about others that persist irrespective of the timing of

belief elicitation. This is economically relevant for organisations and policymakers and suggests

an alternative avenue for encouraging prosocial behaviour – by focusing on debiasing inaccurate

3Danz et al. (2022) find that beliefs are less accurate under full information about the payment mechanism and
highlight the role of incentives in distorting reported beliefs.
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beliefs, rather than by attempting to change underlying preferences. Previous studies have found

that providing accurate information about the behaviour of others can be effective at changing

behaviour (e.g., Shang and Croson, 2009; Dimant and Gesche, 2021; Bicchieri et al., 2021). Our

findings offer a reason for their effectiveness, i.e., by making it more costly for non-giving types to

both choose selfishly and maintain a positive self-view.

The following section relates our paper to the existing literature. Section 3 presents the

experimental design. In Section 4, we present a simple theoretical framework of beliefs motivated

by self-image and our main hypotheses. The main results are reported in Section 5. In Section 6, we

introduce five additional treatments as robustness checks and explore the plausibility of alternative

channels to explain our results. Finally, Section 7 concludes.

2 Related Literature

Our research connects to two main strands of the literature. First, we build on a recent body

of work on the measurement of beliefs. Second, our paper is related to a growing literature on

motivated beliefs.

Belief elicitation

One obvious way to elicit beliefs is to simply ask, without any incentives, also known as introspec-

tion.4 Though straightforward, a drawback of this mechanism is that individuals may not think

carefully enough about their answer, may receive an expressive value from reporting a particular

view (e.g., Bullock et al., 2013), or may fall prey to a hypothetical bias (e.g., List and Gallet,

2001). Experimentalists have tried to address these concerns by making belief revelation incentive-

compatible, compelling agents to make a trade-off between financial and non-financial motivations.

There is, however, ample experimental evidence that individuals are willing to forgo monetary gains

to satisfy other preferences, and even very high stakes may not be sufficient to eliminate cognitive

biases (e.g., Enke et al., 2021). Coutts (2019) offers evidence that higher payments for accuracy

can increase belief biases in the presence of anticipatory utility.5 On the other hand, Zimmermann

(2020) finds that large incentives can improve the ability to recall negative feedback.

Previous work has examined the interaction between risk preferences and elicitation mecha-

nisms, leading to the popularity of the Karni mechanism and the binarized scoring rule (BSR),

due to their invariance to heterogeneous risk preferences.6 Danz et al. (2022) show that provid-

4Baillon et al. (2022) find no difference between hypothetical and incentivised responses in the absence of defaults,
but that incentives can reduce the default bias.

5Coutts (2019) compares beliefs elicited using the Karni mechanism against beliefs elicited using a simple incentive.
However, the two beliefs also differ in whether incentives exist for belief distortion, making it difficult to directly
compare the methods.

6We chose the Karni mechanism as a comparison against a simple incentivised mechanism because of this property
and its increasing popularity in the literature. The interaction between BSR and risk preferences is reported in Hossain
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ing detailed information about the BSR reduces both belief accuracy and the explanatory power

of beliefs for behaviour as beliefs no longer explain differences in behaviour in the Niederle and

Vesterlund (2007) task. Burfurd and Wilkening (2021) explore the interaction between elicitation

mechanisms and cognitive ability and find that, compared to no incentive, the Karni mechanism

results in larger differences in belief accuracy between subjects with low and high cognitive ability.

To the best of our knowledge, discussions around elicitation mechanisms focus on the accuracy of

belief updating (against a Bayesian benchmark), and have so far neglected the interaction between

different elicitation methods and beliefs that are potentially biased by self-serving concerns, which

is the key objective of this paper.

Motivated beliefs

Motivated beliefs result from a set of biased cognitive processes related to the gathering, process-

ing, and recall of information (e.g., Kunda, 1990). In economics, motivated reasoning implies a

preference over particular beliefs (e.g., Bénabou and Tirole, 2016), while psychologists reason that

there are multiple, and often conflicting, motivations that are competing for one’s attention (e.g.,

Epley and Gilovich, 2016). Gino et al. (2016) posit that individuals have a preference over a posi-

tive self-image, i.e., a preference for feeling moral without necessarily incurring the costs associated

with being moral. These “Motivated Bayesians” require some degree of mental flexibility in order

to hold and maintain motivated beliefs. Chen and Heese (2021) find support for this in their ex-

periment, as individuals with above-average cognitive ability are more likely to acquire information

in a self-serving manner.7

Motivated beliefs often go hand-in-hand with excuse-driven selfishness.8 While there is in-

creasing evidence that belief biases are stronger for individuals who make more selfish choices (e.g.,

Molnár and Heintz, 2016; Serra-Garcia and Szech, 2021; Andreoni and Sanchez, 2020), belief dis-

tortions and subsequent excuse-driven selfishness do not always occur (e.g., Van der Weele et al.,

2014; Bartling and Özdemir, 2022; Valero, 2021). Iriberri and Rey-Biel (2013) find a positive cor-

relation between giving and beliefs about the generosity of others that appears to be strongest for

selfish types. Di Tella et al. (2015) present a variant of the dictator game, in which receivers can

accept a side payment to reduce the total endowment. Dictators who are able to take more for

themselves are more likely to believe the receiver was selfish and this self-serving bias persists even

in the presence of a large monetary incentive for correct beliefs. Bicchieri et al. (2020) find evi-

dence of distorted beliefs about descriptive norms and subsequently observe higher rates of selfish

and Okui (2013) and Erkal et al. (2020).
7Such self-serving biases can have an instrumental value, for example, overconfidence can be useful in influencing

others in social interactions (e.g., Schwardmann et al., 2022; Solda et al., 2020)
8Excuse-driven selfishness is prevalent in a variety of domains including situations with moral “wiggle room”

(Dana et al., 2007), situations in which strategic ignorance or inattention is possible (e.g., Exley and Petrie, 2018;
Grossman and van der Weele, 2017) and in the presence of uncertainty (e.g., Exley, 2016; Haisley and Weber, 2010).

17



behavior. Similarly in Ging-Jehli et al. (2020), subjects who take more from another participant

are more likely to believe the other participant was selfish, however, the authors find that overall,

beliefs are not significantly different between second parties and third party observers. Given the

mixed evidence, it is important to better understand when beliefs are more likely to be biased.9 We

investigate whether the identification of self-serving beliefs depends on the elicitation mechanism,

by comparing introspection to a simple incentive and a more complex method.

3 Experimental design

We design a between-subjects experiment with three treatments, varying the mechanism used to

elicit beliefs. The experiment consists of three stages with subjects receiving the instructions for

each stage only after completing the preceding stage (see Appendix E for the instructions). In Stage

1, participants can donate to a charity with a low probability that the donation is implemented. We

introduce a probabilistic donation in order to identify altruistic concerns (Gangadharan et al., 2023),

based on willingness to pay to increase donation probability in Stage 3 (which comes as a surprise).

In Stage 2, we elicit beliefs about the proportion of donors using one of three elicitation mechanisms.

These beliefs can also be interpreted as empirical expectations about social norms (Bicchieri, 2005).

We chose these beliefs based on previous work showing the importance of empirical expectations in

predicting prosocial behaviour (e.g., Bicchieri and Xiao, 2009; Bicchieri et al., 2020, 2021; Danilov

et al., 2021). In the anonymised context of our experiment, norm violations are not observable by

others. Therefore, disutility from not complying with the norm would most likely be related to

self-image rather than social image (with the norm being “internalised”).

Stage 1: Donation decision

In Stage 1, participants complete a real-effort task consisting of questions from Raven’s Progressive

Matrices (Raven and Court, 1938), and receive a fixed endowment plus a piece-rate for every

correct answer (to encourage effort). This provides a proxy for cognitive ability, which previous

work suggests could be correlated with motivated reasoning (e.g., Gino et al., 2016; Chen and

Heese, 2021). Participants choose a charity that they believe is most worthy from a list provided

and then have the option of donating a small portion (x) of their endowment (Y ) to this charity,

with a probability p = 0.10 that the donation is implemented (i.e., from 10 cards displayed, 9 red

and 1 green, the green card is drawn), in which case the experimenter matches the amount and

2x is donated. If a red card is drawn, the donation is not implemented. Participants are informed

of the draw immediately after making their donation decision. In order to increase the donation

rate and to have a sufficient sample of donors for Stage 3, we chose a small donation amount and

9Drobner (2022) offers a step in this direction, showing that beliefs are more likely to be biased when individuals
are not expecting to receive feedback.
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a low probability of implementation, thereby keeping the expected price of giving low (Andreoni

and Miller, 2002).

Stage 2: Belief elicitation

In Stage 2, we ask for beliefs regarding others’ donations using one of three commonly used mech-

anisms: non-incentivised (NonInc), incentivised (Inc), or Karni (Inc-Karni). In NonInc and Inc,

participants are informed that a previous group of 10 participants faced the same donation decision

that they had just encountered. Participants are asked to guess how many of the previous partici-

pants they think chose to give. In Inc, participants receive an additional amount if they correctly

guess the actual number of donors. As we explain below, we chose this amount such that it is equal

to the donation amount (x).

In Inc-Karni, the probability that the participant receives the additional payment is increasing

in the accuracy of beliefs. We present the Karni mechanism as a multiple price list (see Table 1),

following Trautmann and van de Kuilen (2015). One major advantage of this format is that it allows

the belief question to be structured as a question about payment (Andreoni and Sanchez, 2020),

which cannot be achieved with introspection, a simple binary incentive or a direct lottery-based

presentation of the Karni method.10 Previous work has shown that the choice menu presentation

of the Karni method results in fewer boundary reports than the standard BDM format (Holt

and Smith, 2016). Freeman and Mayraz (2019) also suggest that choice lists may help scaffold

decision making and lead to more informed decisions. Participants choose between two options

in 11 scenarios, with one scenario selected at random for payment. Option A corresponds to the

amount given by a previous participant (i.e., x if they chose to donate, and zero otherwise), to be

paid by the experimenter. This is the same across all 11 Scenarios. Option B is an outside gamble

in which participants receive x with probability ranging from 0% to 100% in steps of 10%, and

zero with probability ranging from 100% to 0% in steps of 10%.11 We can deduce subjective beliefs

by observing when a participant switches from Option A to Option B.12 For example, a subject

who believes there is a 65% chance that a previous subject chose to donate would maximise their

expected payoff by switching from Option A to Option B at Scenario 8. If they switched earlier,

e.g., at Scenario 7, then according to their belief, Option A gives them a 65% chance of receiving x,

while Option B only gives them a 60% chance. In other words, the subject foregoes an additional

5% chance of receiving x.

We conducted additional treatments to explore whether the beliefs we elicit are robust to the

10We discuss the significance of this in relation to the theoretical framework in Section 4.
11To keep Option A and B consistent, the belief payment is the same as the amount a subject would choose to

donate (x).
12We use wording from Exley’s (2016) normalization price list by informing subjects “Most people begin by

preferring Option A and then switch to Option B.” We do not enforce a single switching point in order to identify
subjects who may be confused or have other preferences.
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timing of belief elicitation (either before or after the donation ask). We discuss these treatments

in more detail in Section 6.2.

Table 1: The Karni mechanism presented as a multiple price list

Scenario Option A: Amount given by previous
subject (0 or x)

Option B: lottery with different
chances of receiving 0 and x

1 Amount given by previous subject (0 with 100%), (x with 0%)

2 Amount given by previous subject (0 with 90%), (x with 10%)

3 Amount given by previous subject (0 with 80%), (x with 20%)

4 Amount given by previous subject (0 with 70%), (x with 30%)

5 Amount given by previous subject (0 with 60%), (x with 40%)

6 Amount given by previous subject (0 with 50%), (x with 50%)

7 Amount given by previous subject (0 with 40%), (x with 60%)

8 Amount given by previous subject (0 with 30%), (x with 70%)

9 Amount given by previous subject (0 with 20%), (x with 80%)

10 Amount given by previous subject (0 with 10%), (x with 90%)

11 Amount given by previous subject (0 with 0%), (x with 100%)

Stage 3: Second donation decision and survey

For participants whose donations were not implemented in Stage 1, Stage 3 offers a second chance.

Participants can spend an additional amount (a) to increase the implementation probability (i.e.,

increase (reduce) the number of green (red) cards and draw another card).

As an alternative to a binary classification of giving, we use a more continuous measure to

gauge the strength of altruistic concerns, see Gangadharan et al. (2023) on the experimental method

and validation of the method using an existing survey measure (Carpenter, 2021). This procedure

allows us to further classify donors based on the relative strength of their altruistic motives, i.e.,

how much they spend to increase the probability.13 Following Stage 3, participants completed a

survey with socio-demographic questions on gender, age, education, religiosity, political ideology

and income. Subjects were only informed about their final payoffs upon completing the survey.

3.1 Procedures

The experiment was programmed in oTree (Chen et al., 2016) and was conducted on Amazon

Mechanical Turk (MTurk) between May-October 2020 with 350 participants across NonInc (N =

13A key distinction between altruistic and warm-glow giving is that warm-glow utility is derived as soon as a giving
decision is made, whereas altruistic utility depends on the outcome for the recipient (e.g., Andreoni, 1989; Null, 2011;
Ottoni-Wilhelm et al., 2017; Gangadharan et al., 2018; Tonin and Vlassopoulos, 2013; Andreoni and Serra-Garcia,
2021).
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100), Inc (N = 102) and Inc-Karni (N = 148).14 Previous studies have shown that the behaviour

of participants is comparable between the lab and MTurk and that the results of online experiments

can be generalised to both the lab and field (e.g., Horton et al., 2011; Snowberg and Yariv, 2021).

Participants received an endowment of Y = US$2.50, and a piece-rate of $0.10 for every correct

answer in Stage 1. The initial donation cost participants x = $0.40, and for every a spent, the

implementation probability increased by a · p/3 in Stage 3 (i.e., every a = $0.03 corresponds to

an increase in probability of 10%). In Inc and Inc-Karni, subjects could receive an additional

x = $0.40 based on belief accuracy in Stage 2. Figure 1 summarises the experimental procedure.

Decisions were anonymous and participants earned an average of US$2.74, for a median completion

time of 13 minutes, equivalent to approx. US$12.65 per hour which is well above the average hourly

wage on MTurk (e.g., Hara et al., 2018).15 Consistent with previous studies using a multiple price

list format (e.g., Möbius et al., 2022; Dave et al., 2010; Bandyopadhyay et al., 2021), we excluded

22% of participants from Inc-Karni (N = 33, with N = 115 remaining) due to multiple switching or

switching in the opposite direction in Stage 2, making it difficult to determine their belief. Section

6.1 discusses this further with robustness checks.

4 Beliefs motivated by self-serving concerns

In the spirit of Bodner and Prelec (2003) and Bénabou and Tirole (2006), we outline a simple

theoretical framework that we draw upon to develop the testable hypotheses relating to the beliefs of

participants. In Stage 1, the agent makes their donation decision, X ∈ {0, x}. The true proportion
of donors in our sample (our empirical benchmark) is given by λ ∈ [0, 1] while the individual’s

belief about this proportion is denoted by λ̂ ∈ [0, 1]. Note that these beliefs are about how others

behave. In Stage 2, the agent can earn an additional payment (x), based on their reported belief.

We assume that if agents are rational in the processing of information and beliefs are unbiased, then

expectations about the proportion of donors will not deviate from the true proportion, λ̂ = λ.16

The incentive for belief accuracy is represented by m(λ̂, λ), in which the probability of receiving

the belief payment is decreasing in the difference between λ̂ and λ and is concave. Comparing across

the incentivised treatments, the cost of reporting an inaccurate belief is higher in Inc than in Inc-

Karni.17 To see this intuition, at an extreme, when λ = 1 and λ̂ < λ, agents in Inc forgo the

14Based on pilot data, this allows us to detect an effect size of 0.96 standard deviations in beliefs, with 80% power
and a Type I error rate of 95%.

15To improve the quality of data collected, we restricted participation to individuals located in the United States
with a high approval rate in their previously completed Human Intelligence Tasks (HITs) and included comprehension
questions.

16See Di Tella et al. (2015) for a similar assumption.
17For example, suppose λ = 0.5 and λ̂ = 0.2. In Inc, reporting λ̂ = 0.5 would result in a 25% chance of receiving

x (based on a binomial distribution, as payment is based on a random sample of 10 previous participants making
a binary donation decision) while reporting λ̂ = 0.2 only results in a 4% chance. In Inc-Karni, reporting λ̂ = 0.5
results in a 64% probability, while reporting λ̂ = 0.2 results in a slightly lower probability of 61%.
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Figure 1: Experimental procedure

Notes: Stage 1: Real-effort task and donation decision with probability p = 0.10 of implementation. Stage 2: Belief

elicitation. Stage 3: Second donation decision (for a subset) with probability (p + a · p/3) of implementation. The

decision-maker’s payoff is presented in the top row while the charity’s payoff is denoted in the bottom row. Y = $2.50

denotes the participant’s endowment, x = $0.40 denotes the donation amount, and a denotes the amount paid to

increase the probability (every a = $0.03 corresponds to a 10% increase).

belief payment with certainty, while agents in Inc-Karni only forgo some probability of earning

this payment.

In addition to a potential financial cost of holding biased beliefs, we assume that there is also

a psychological cost, c(λ̂, λ), that is increasing in the difference between λ̂ and λ and is strictly

convex. This follows Kunda (1990), who argues that beliefs are motivated to the extent that an

individual can convince a third party of their beliefs. The larger the belief bias, the larger the

psychological cost and the more difficult it is to convince a reasonable third party that the belief

is an accurate one.18 In NonInc, despite there being no financial penalty for inaccurate beliefs, the

agent is nonetheless constrained by these psychological costs.

To represent self-serving concerns, we assume that agents have uncertainty about whether

they are a prosocial or selfish type, and derive self-image (or ego) utility, E[θ], from attaching a

probability of θ ∈ [0, 1] to being the prosocial type.19 Given that the donation decision is a binary

18Another interpretation would be the additional cognitive effort required to selectively recall and process infor-
mation.

19A complementary interpretation is that agents derive utility from norm compliance (by choosing X = x), or
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one, we conjecture that donors, having given the maximum amount possible, derive sufficient self-

image utility through their donation (X = x) and thus have no need to bias their beliefs about

others, as the probability of them being a prosocial type is already sufficiently high based on their

action. Beliefs, therefore, do not enter into self-image utility for donors.20 Non-donors, on the

other hand, are unable to derive the same self-image utlity through their actions as we assume that

E[θ|X = x] > E[θ|X = 0], i.e., self-image utility is higher for donors than non-donors.21 Thus,

non-donors can only protect their self-image by believing that most others in the same position

also would not donate. This downward distortion of beliefs (about others) renders the agent’s

own decision not to donate less informative about their type. For non-donors, self-image utility is

therefore decreasing in their belief about the generosity of others. An individual’s belief decision is

modelled by:

max
λ̂∈[0,1]

β ·m(λ̂, λ)− c(λ̂, λ) + µ · (1D · E[θ|X = x] + (1− 1D) · E[θ|X = 0, λ̂]) (1)

where 1D takes a value of 1 for donors, and 0 otherwise. The weight that individuals place on

money is represented by β while µ is the weight assigned to self-image (i.e., how much agents care

about being the prosocial type). For non-donors, our stylised model captures the tension between a

desire to maximise financial payoffs (m(λ̂, λ)) and minimise psychological costs (c(λ̂, λ)), against a

desire to maximise self-image utility (E[θ|X = 0, λ̂]). Taking the first order condition with respect

to λ̂ for the interior solution yields:β ·m′(λ̂∗, λ)− c′(λ̂∗, λ) + µ · E′[θ|X, λ̂∗] = 0, if 1D = 0

β ·m′(λ̂∗, λ)− c′(λ̂∗, λ) = 0, if 1D = 1
(2)

In Hypothesis 1, we first examine beliefs in the absence of an incentive (the first component

in (2) disappears). Among non-donors in NonInc, assuming that the psychological costs are small

relative to the potential gains in self-image utility, beliefs will be biased in a downward direction.

It is straightforward to see that for donors, the optimal belief is simply one that minimises the

psychological costs, i.e., λ̂∗ = λ.

Hypothesis 1 (Self-serving bias) In NonInc, non-donors’ beliefs are lower than the true pro-

portion of donors, while donors’ beliefs are not significantly different from this empirical benchmark.

derive disutility from not complying with the social norm (by choosing X = 0). See Bicchieri (2005) for a norm-based
utility framework.

20Our results would hold even if we relax this assumption as we assume that the marginal benefits for self image are
negligible for donors compared to the marginal costs of belief distortion (both psychologically and for their payoff).

21An alternative interpretation of the donation decision is that it is a proxy for whether the agent is a giving or
non-giving type (de Oliveira et al., 2011). In particular, not willing to donate in our study when it is relatively cheap
to do so is a strong indicator that an individual is a non-giving type.
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λ̂NonInc < λ, if 1D = 0

λ̂NonInc = λ, if 1D = 1
(3)

In Hypothesis 2a and 2b, we compare beliefs across the different elicitation methods. We

expect the presence of a monetary incentive to reduce biases in beliefs. Comparing across the

incentivised mechanisms, the standard economic prediction is that beliefs will be less biased in Inc

than Inc-Karni because the relative cost of reporting an inaccurate belief is higher in the former.

For donors, we do not expect beliefs to vary across the three methods.

Hypothesis 2a (Monetary costs) Non-donors’ beliefs are lowest in NonInc, followed by Inc-

Karni, and finally Inc. Donors’ beliefs do not depend on the elicitation mechanism.λ̂NonInc < λ̂Inc−Karni < λ̂Inc, if 1D = 0

λ̂NonInc = λ̂Inc−Karni = λ̂Inc, if 1D = 1
(4)

An alternative behavioural hypothesis is that the way in which beliefs are elicited affects

the relative weights placed on payoff and image utility. Assuming that λ̂ < λ for non-donors,

ceteris paribus, an increase in β will increase λ̂∗ while an increase in µ will decrease λ̂∗. In other

words, increasing the salience of monetary incentives will place upward pressure on beliefs towards

the benchmark, while increasing the salience of self-image will put downward pressure on beliefs

away from the benchmark. The importance of salience in helping agents allocate limited cognitive

resources has been studied in both psychology (e.g., Taylor and Thompson, 1982) and economics

(e.g., Bordalo et al., 2012, 2013; Gabaix, 2019). In contrast to standard economic theory, decisions

may differ depending on the framing of the decision problem, as some aspects are made more

psychologically salient than others. We conjecture that the ability of the Karni mechanism to

frame the belief question as a question about payment, coupled with its greater complexity, will

increase the relative salience of monetary utility (β) and decrease the relative salience of self-image

utility (µ), resulting in smaller belief biases in Inc-Karni. Comparing across NonInc and Inc gives

us the effect of an increase in the level of the incentive (from $0.00 to $0.40). Note that we hold the

magnitude of the incentive constant (at $0.40) in Inc and Inc-Karni, and only vary the psychological

salience of the monetary incentive.

Hypothesis 2b (Salience) Non-donors’ beliefs are lowest in NonInc, followed by Inc, and finally

Inc-Karni. Donors’ beliefs do not depend on the elicitation mechanism.
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λ̂NonInc < λ̂Inc < λ̂Inc−Karni, if 1D = 0

λ̂NonInc = λ̂Inc = λ̂Inc−Karni, if 1D = 1
(5)

Using the experimental measure introduced by Gangadharan et al. (2023) to identify the

strength of altruistic motives, we check whether our results relating to the hypotheses above are

robust to a more continuous measure of prosocial preferences.

5 Results

On average, participants reported a belief that 4.99 (std. dev. = 2.74) out of the 10 participants

from a previous session chose to donate. When given the option to donate, 57% chose to give

(our empirical benchmark) and donation rates did not differ significantly across treatments at the

5% level (see Appendix A).22 Of the donors who did not have their initial donation implemented,

60% paid to increase the probability of implementation in Stage 3, on average increasing the

implementation probability to 40%. All results reported below hold when we exclude donors whose

initial donations were implemented (see Appendix B). We next report our findings relating to each

of our hypotheses.

5.1 Non-donor and donor beliefs in NonInc

We first examine beliefs in the absence of an incentive. On average, non-donors reported a belief

that 2.94 out of 10 previous participants donated, which is 47% lower than the true proportion

(one-tailed Wilcoxon signed-rank test, p < 0.01). Donors on the other hand, reported an average

belief of 5.90, which is not significantly different from the empirical benchmark (one-tailed Wilcoxon

signed-rank test, p > 0.10). Using a one-tailed Mann-Whitney test (unless otherwise specified, we

use one-tailed Mann-Whitney tests to compare mean beliefs), we find that the belief gap between

donors and non-donors is significantly greater than zero (p < 0.01). This result is robust to

the inclusion of demographic controls and accounting for multiple hypothesis testing using the

Bonferroni correction in the OLS regression analysis in Table 2 (p < 0.01, column 2), and offers

support for a self-serving bias in beliefs among non-donors, consistent with Hypothesis 1.

Result 1: In NonInc, non-donors underestimate the true proportion of donors, while

donors’ beliefs do not deviate significantly from the empirical benchmark.

22We use the average donation rate for all participants as the empirical benchmark, rather than the donation
behaviour of the small sample of 10 previous participants.
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Table 2: Beliefs in NonInc

(1) (2)

Non-Donor −2.96∗∗∗ −2.83∗∗∗

(0.48) (0.50)
Raven’s score 0.13

(0.17)
Constant 5.90∗∗∗ 5.62∗∗∗

(0.34) (1.35)

Controls No Yes
R2 0.28 0.46
Adj. R2 0.27 0.33
Num. obs. 100 100
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about the proportion of donors. Statistical significance accounts for multiple hypothesis testing (adjusted

using the Bonferroni correction). The control variables are: gender, age, education, religiosity, political ideology and

income.

5.2 Beliefs across elicitation mechanisms

Next, we investigate whether different belief elicitation mechanisms have differing effects on the

belief response. Figure 2 presents a comparison of mean beliefs across NonInc, Inc and Inc-Karni,

for donors and non-donors. Qualitatively, non-donors’ beliefs are lowest in NonInc, followed by

Inc, and finally Inc-Karni, which is more consistent with Hypothesis 2b than 2a. Using a one-sided

Jonckheere-Terpstra (JT) test, we find a significant ascending order for non-donors (p < 0.01).

Surprisingly, we do not find a significant difference in beliefs between NonInc and Inc (2.94 vs.

3.57, p > 0.10). This suggests that simply offering an incentive for beliefs does not necessarily

improve belief accuracy. However, we do find that non-donors’ beliefs in Inc-Karni are higher than

both NonInc (5.21 vs. 2.94, p < 0.01) and Inc (5.21 vs. 3.57, p < 0.01). This is in line with our

conjecture that the combination of monetary incentives and salience is important in reducing belief

biases in Inc-Karni. Donors’ beliefs, on the other hand, do not differ significantly between NonInc

and Inc (5.90 vs. 6.29, p > 0.10), nor do they differ between Inc and Inc-Karni (6.29 vs. 5.28,

p > 0.10). We do not find a significant ascending order for donors (JT test, p > 0.10).

These results hold after controlling for demographic variables in the regression analysis (Table

3). Columns 2 and 4 show that consistent with the results reported above, non-donors’ beliefs are

higher in Inc-Karni than both NonInc and Inc, while donors’ beliefs do not differ. Columns 5 and

6 pool data for all subjects and we find a significantly positive interaction between Inc-Karni and

non-donors (p < 0.01), which all but cancels out the belief gap between donors and non-donors.

While non-donors’ scores in the cognitive ability test appear to be negatively correlated with beliefs

and donors’ scores seem to positively predict beliefs, these coefficients are not significantly different
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Figure 2: Beliefs by elicitation mechanism for donors and non-donors
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Notes: Mann-Whitney test, error bars represent standard errors. Dotted line represents the empirical benchmark.

*** denotes p < 0.01; ** denotes p < 0.05; * denotes p < 0.10; ns denotes p > 0.10.

from zero (p > 0.10). Contrary to the results reported by Chen and Heese (2021), we do not find

sufficient evidence that cognitive ability is negatively correlated with the beliefs of non-donors.

To examine whether our main results hold using a more continuous measure (as opposed

to a binary measure based on a single donation choice), we use the experimental measure by

Gangadharan et al. (2023) to identify the strength of altruistic motives. Among our sample, 43%

chose not to donate in Stage 1, 20% made an initial donation in Stage 1 only, and 30% donated in

Stage 1 and paid to increase the probability of the donation being implemented in Stage 3.23 We

therefore obtain a more fine-grained measure by examining the total amount a subject is willing to

pay to increase the probability that the donation is implemented. For donors, we take the sum of

the initial donation in Stage 1 and the amount paid in Stage 3. For non-donors, this variable takes

a value of zero.

Table 4 shows that beliefs are significantly higher as the total amount paid increases (p < 0.01,

column 2). Similar to Result 2, these biases are attenuated in Inc-Karni, as indicated by the

negative coefficient of the interaction term (p < 0.01, column 2). This confirms our previous finding

that while those with weaker altruistic concerns are better able to distort their beliefs under NonInc

and Inc, these biases are substantially smaller in Inc-Karni. Thus, using an alternative procedure

for measuring the strength of altruistic concerns, we find further evidence that less altruistic types

23For the remaining 7%, donations were implemented in Stage 1.

27



Table 3: Beliefs of donors and non-donors

Non-Donors Donors Pooled
(1) (2) (3) (4) (5) (6)

Inc 0.63 0.45 0.46 0.53 0.46 0.39
(0.52) (0.58) (0.49) (0.53) (0.47) (0.50)

Inc-Karni 2.19∗∗∗ 2.08∗∗∗ −0.11 −0.07 −0.11 −0.14
(0.46) (0.50) (0.50) (0.55) (0.48) (0.52)

Raven’s score −0.13 0.08 −0.04
(0.15) (0.15) (0.10)

Non-Donor −2.96∗∗∗ −2.80∗∗∗

(0.50) (0.52)
Inc x Non-Donor 0.16 0.13

(0.71) (0.76)
Inc-Karni x Non-Donor 2.29∗∗∗ 2.33∗∗∗

(0.68) (0.71)
Constant 2.94∗∗∗ 2.74 5.90∗∗∗ 4.19∗∗ 5.90∗∗∗ 4.98∗∗∗

(0.33) (1.23) (0.37) (1.37) (0.35) (0.95)

H0: Inc = Inc-Karni p < 0.01 p < 0.01 p = 0.22 p = 0.24 p = 0.21 p = 0.27

Controls No Yes No Yes No Yes
R2 0.14 0.26 0.01 0.12 0.20 0.23
Adj. R2 0.13 0.13 −0.00 −0.01 0.19 0.17
Num. obs. 143 143 170 170 313 313
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about the proportion of donors. The baseline Treatment is NonInc. Statistical significance accounts for multiple

hypothesis testing (adjusted using the Bonferroni correction). The control variables are: gender, age, education,

religiosity, political ideology and income.

are prone to belief biases but that this is mitigated in Inc-Karni.

Result 2: Non-donors’ beliefs are lowest in NonInc and simply offering an incentive

does not change the belief response. However, non-donors’ beliefs are significantly

higher in Inc-Karni. Donors’ beliefs do not vary with the elicitation mechanism.

6 Alternative explanations and robustness checks

To examine the robustness of our findings and consider alternative explanations, we conduct further

analysis and report results from five additional treatments with data from a total of 704 participants.
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Table 4: Beliefs by the strength of altruistic motivations

(1) (2)

Altruism 7.16∗∗∗ 6.94∗∗∗

(1.09) (1.14)
Inc 0.63 0.55

(0.52) (0.56)
Inc-Karni 2.29∗∗∗ 2.31∗∗∗

(0.47) (0.50)
Altruism x Inc −1.10 −1.24

(1.57) (1.68)
Altruism x Inc-Karni −6.20∗∗∗ −6.39∗∗∗

(1.48) (1.55)
Raven’s score −0.02

(0.11)
Constant 2.88∗∗∗ 2.27∗

(0.34) (0.91)

H0: Inc = Inc-Karni p < 0.01 p < 0.01

Controls No Yes
R2 0.22 0.25
Adj. R2 0.21 0.18
Num. obs. 293 293
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the sub-

ject’s belief about average generosity. The baseline Treatment is NonInc. The strength of altruistic motivations

is measured by the amount paid in Stage 1 ($0.40) and Stage 3 ($0.00 to $0.67). Donors whose initial donations

were implemented are excluded. Statistical significance accounts for multiple hypothesis testing (adjusted using the

Bonferroni correction). The control variables are: gender, age, education, religiosity, political ideology and income.

6.1 Why are beliefs different under Karni?

In this section we delve deeper into the mechanism driving differences between Inc-Karni and Inc

and present results from an additional treatment (Inc-Karni-Exp) which highlight the importance

of both the ability of the Karni mechanism to frame the belief question as a question about payment,

and the mechanism itself in mitigating belief biases. We also assess potential explanations for why

beliefs appear to be less biased under the Karni mechanism, supported by survey evidence from an

additional treatment (Inc-Karni-Survey).

Salience under Inc-Karni : There are two main differences between Inc and Inc-Karni. First,

the Karni mechanism, when presented in a multiple price list format, enables the belief question to

be framed as a question about payment (Andreoni and Sanchez, 2020). Second, the mechanisms

themselves differ in the way in which beliefs are incentivised. We conducted an additional treatment,
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Inc-Karni-Exp (N = 128), to disentangle these two explanations.24 In this treatment, participants

are explicitly informed that they are asked for their belief about “how likely it is that others would

donate”, thus making it clear that the question is about others’ donation choices. For non-donors,

while beliefs are not significantly different across NonInc and Inc, beliefs are significantly higher

in Inc-Karni-Exp (p < 0.01), relative to NonInc (Figure 3). However, we do not find a significant

difference between Inc-Karni and Inc-Karni-Exp (p > 0.10). These results are robust to the

inclusion of demographic controls in regression analyses (Appendix C) and suggest that both the

ability of the Karni mechanism to be structured as a payment question and the mechanism itself

play a role in mitigating self-serving biases.

Figure 3: Beliefs by elicitation mechanism (including Inc-Karni-Exp) for donors and
non-donors
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Notes: Mann-Whitney test, error bars represent standard errors. Dotted line represents the empirical benchmark.

*** denotes p < 0.01; ** denotes p < 0.05; * denotes p < 0.10; ns denotes p > 0.10.

Inconsistent switching in Inc-Karni : As explained in Section 3, we exclude approximately

23% of subjects from all Inc-Karni treatments as we are unable to identify their beliefs due to

inconsistent switching behaviour. This inconsistent switching behaviour could be an indication

of confusion, indifference, or non-standard preferences. Möbius et al. (2022) also report multiple

switching in 13% to 22% of subjects. Dave et al. (2010) report similar findings using the Holt and

Laury (2002) multiple price list procedure with the proportion of inconsistent choices ranging from

5% for subjects with higher math scores to more than 20% for subjects with lower math scores.

24From the N = 128, we excluded N = 23, or 18% of participants due to multiple switching.
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As a robustness check, we create a proxy for multiple switchers’ beliefs by summing the number of

Option A choices, and find that these beliefs do not differ from that of single switchers.25 Another

alternative would have been to enforce a single switching point, however doing so would prevent us

from identifying confusion, indifference or non-standard preferences and add more noise to the data.

This highlights a potential limitation of the Karni mechanism as heterogeneity in cognitive ability,

as indicated by Raven’s scores, among subjects could affect the quality of data collected (Burfurd

and Wilkening, 2021). We find no significant differences in cognitive ability between treatments for

the full sample. However, once we exclude subjects with inconsistent switching behaviour, we find

that the average Raven’s score is significantly higher in Inc-Karni than NonInc (2.38 vs. 2.03, one-

tailed MW test, p = 0.01). Note that in Tables 3 and 4 our main results hold even after controlling

for cognitive ability. Given that previous work predicts more motivated reasoning from individuals

with higher cognitive ability (Chen and Heese, 2021), having such a sample in Inc-Karni would

be a bias against our results. Despite having a sample with slightly higher cognitive ability, our

finding that belief distortions are less likely in Inc-Karni thus strengthens our main result.

Cognitive uncertainty: A related explanation for the beliefs in Inc-Karni is that cognitive

uncertainty causes participants to revert to simple heuristics such as the 50% or midpoint default

(e.g., Enke and Graeber, 2021). Schlag and Tremewan (2021) observe a more frequent belief of

50% when using the Karni mechanism compared to their “frequency method” and that this belief

is more likely in subjects with low scores in the Cognitive Reflection Test (CRT).26 We find no clear

pattern between subjects’ Ravens scores and beliefs in Inc-Karni (see Appendix D). We conducted

an additional treatment, Inc-Karni-Survey (N = 51), as a robustness check of Inc-Karni with

survey questions about subjects’ decision-making processes. When asked about how they made

their switching decision, more than 90% of participants indicated, in open-ended responses, that

they considered the likelihood that a previous participant chose to donate, with a majority of these

subjects being single switchers. This suggests that participants understood that their earnings

would be maximised by switching close to their belief about the subjective probability, as opposed

to reverting to a cognitive default due to confusion.27

Framing effects: Another possibility is that framing effects contributed to the different beliefs

across the two incentivised treatments. Critcher and Dunning (2013) find that beliefs elicited

(without an incentive) using an ‘individual frame’, i.e., regarding a single other, are higher than

those elicited using a ‘population frame’, i.e., regarding the whole population. Bauer and Wolff

(2018) argue that a population frame strengthens the consensus effect in a strategic setting. In our

25Similar approaches can be found in Holt and Laury (2002) and Bandyopadhyay et al. (2021).
26The frequency method is similar to the question in NonInc and Inc, though developed independently.
27An example of a response was: “I thought about the odds and at what point it was worth it to choose option B

and how reasonable my chances were and if I could trust other participants.”
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experiment, Inc-Karni has a stronger individual frame (although the framing used in NonInc and

Inc lies somewhere in between an individual and a population frame) and we find that the beliefs

of non-donors are higher in Inc-Karni than the other two treatments. However, if our result in

Inc-Karni is indeed driven by a framing effect, then we should similarly observe lower beliefs by

donors, who should be equally affected by framing. Since this is not the case, we can conclude that

framing alone is not driving our main results.

Taken together, our finding of more accurate beliefs in Inc-Karni cannot be fully explained by

the exclusion of inconsistent switchers, cognitive uncertainty, nor by framing effects. Instead, our

hypothesis that self-serving concerns are less salient while monetary incentives are more salient in

Inc-Karni remains the most likely explanation to organise our data.

6.2 Why do beliefs differ between donors and non-donors?

Section 6.2 examines potential explanations for the belief gap between donors and non-donors

under introspection and a simple incentive. We first investigate whether the timing of the donation

decision and belief elicitation affects the belief response and report results from three additional

treatments (NoAsk, NoAsk-Inc-Exp and Inc-Ask-Rev) which suggest that non-donors do not distort

their beliefs directly in response to a single donation ask, but rather are consistent in holding biased

beliefs about others. We then consider the (false) consensus effect and individual differences in

optimism levels as possible alternative explanations for the belief gap.

Timing of belief elicitation Given that we find evidence of biased beliefs in non-donors, we

explore whether the donation ask in our experiment causes a distortion of beliefs, or whether beliefs

are robust to the timing of belief elicitation, such that we capture underlying types of agents using

our donor/non-donor classification. We conducted an additional treatment, NoAsk, for each of

the three mechanisms, NoAsk-NonInc (N = 91), NoAsk-Inc (N = 101) and NoAsk-Inc-Karni

(N = 133), in which participants are not asked to make a personal donation.28 Similar to the

original treatments Ask, subjects are asked to choose a charity (to control for any priming effects)

and report their beliefs about the proportion of previous donors. Overall, we find no significant

difference in beliefs between Ask and NoAsk (p > 0.10, Table 5).29 According to a Kolmogorov-

Smirnov (KS) test, the distribution of beliefs between Ask and NoAsk is not significantly different

(p > 0.10) for any of the three mechanisms.30

One possibility is that having selected a charity in Stage 1, participants anticipated an up-

coming donation ask in NoAsk and adjusted their beliefs accordingly. We conducted an additional

treatment, NoAsk-Inc-Exp (N = 101), in which subjects were explicitly informed that they will

28We excluded N = 38, or 29% of participants in NoAsk-Inc-Karni due to multiple switching.
29Ging-Jehli et al. (2020) also find that third-party beliefs do not differ from that of other players.
30These results are also confirmed by the Epps-Singleton test (Epps and Singleton, 1986).
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not be asked to make a personal donation.31 We find no difference between NoAsk-Inc and NoAsk-

Inc-Exp in either mean beliefs (4.59 vs. 4.99, p > 0.10) or in the distribution of beliefs (KS test,

p > 0.10), offering support that subjects did not anticipate a donation opportunity.

Table 5: Beliefs in the Ask and NoAsk treatments

(1) (2)

NoAsk −0.20 −0.16
(0.22) (0.22)

Inc 0.54 0.54
(0.27) (0.28)

Inc-Karni 1.09∗∗∗ 1.08∗∗∗

(0.27) (0.28)
Constant 4.52∗∗∗ 2.67

(0.22) (1.70)

H0: Inc = Inc-Karni p = 0.05 p = 0.06

Controls No Yes
R2 0.03 0.08
Adj. R2 0.02 0.05
Num. obs. 598 598
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about the proportion of donors. The baseline Treatment is NonInc. Statistical significance accounts for multiple

hypothesis testing (adjusted using the Bonferroni correction). The control variables are: gender, age, education,

religiosity, political ideology, income and cognitive ability.

While we find substantial heterogeneity in beliefs for donors and non-donors in Ask, we are

unable to identify this in NoAsk since we do not observe donation choices. We conducted an

additional treatment, Inc-Rev (N = 99), in which we reverse the order of tasks from Inc, such that

we first elicit incentivised beliefs about others, followed by a surprise donation decision. Figure 4

shows that donors’ beliefs remain significantly higher than that of non-donors (p < 0.01). Non-

donors report an average belief of 3.71, which is lower than the true proportion (Wilcoxon signed-

rank test, p < 0.01) while donors report a belief of 5.96, which is not significantly different from

the empirical benchmark (Wilcoxon signed-rank test, p > 0.10). Donation rates also do not differ

based on the timing of the donation ask in Inc and Inc-Rev (64% vs. 69%, χ2 test, p > 0.10).

Similar to previous work (e.g., Ging-Jehli et al., 2020), our results show that the opportunity to

donate per se does not cause a distortion in beliefs about others, rather the belief biases we observe

in non-donors persist, irrespective of when belief elicitation occurs.32 By manipulating the timing

31We chose to run the additional treatments with Inc because participants have an incentive to think carefully
about their decisions while self-serving concerns still appear to be relevant under this mechanism.

32This contrasts with previous papers which manipulate the timing of information provided to participants about
a potential self-serving motive (e.g., Babcock and Loewenstein, 1995; Gneezy et al., 2020; Saccardo and Serra-Garcia,
2022; Bicchieri et al., 2020) and find that the timing matters for beliefs.
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Figure 4: Beliefs of donors and non-donors in Inc and Inc-Rev
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Notes: Mann-Whitney test, error bars represent standard errors. Dotted line represents the empirical benchmark.

*** denotes p < 0.01; ** denotes p < 0.05; * denotes p < 0.10; ns denotes p > 0.10.

of belief elicitation, we observe the existence of a non-giving type not only in behaviour (de Oliveira

et al., 2011), but also in beliefs. When given the opportunity, these agents consistently choose not

to donate, and are also consistent in holding biased beliefs about others’ behaviour. One possible

explanation is that subjects are likely to have encountered numerous donation solicitations in their

lifetime. For non-giving types, this means that their beliefs may have already been distorted by

previous experiences.

The (false) consensus effect A potential alternative explanation for the belief gap between

donors and non-donors is the (false) consensus effect, whereby people believe others are generally

similar to themselves and project their own “type” onto others.33 Evidence of a consensus bias

has been found in both psychology (e.g., Ross et al., 1977) and economics (e.g., Selten and Ock-

enfels, 1998; Bicchieri and Xiao, 2009; Breitmoser, 2019; Erkal et al., 2021). In the context of our

experiment, a pure projection bias would predict that non-donors underestimate the proportion of

donors, while donors should overestimate the donation rate (i.e., λ̂ > λ). We do not observe this

in our data. Instead, our results show that donors’ beliefs are accurate, and that what appears to

be a consensus effect is in fact driven by more selfish types. This is consistent with our theoretical

framework, in which donors have no incentive to incur psychological costs to distort their beliefs,

but for non-donors the gains in self-image potentially exceed these costs. Iriberri and Rey-Biel

(2013) also report that while selfish types believe that 87% of others would choose the same action

33Engelmann and Strobel (2000) argue that a consensus effect is only ‘false’ if individuals attach greater weights
to their own decisions than that of a randomly selected individual from the population.
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that they chose, more prosocial types report a belief that is closer to 50%. Further, even if we

suppose that a consensus effect is contributing in part to the belief gap in NonInc, it is unable to

explain the difference between the incentivised mechanisms, i.e., the Karni mechanism results in

significantly higher beliefs in non-donors, without having any effect on donors’ beliefs.

Optimism To investigate the possibility that the belief gap between donors and non-donors is

driven by levels of optimism (as an individual trait), we included an additional survey question in

Inc-NoAsk-Exp and Inc-Rev, asking for self-reported optimism.34 We do not find any evidence that

non-donors are more pessimistic than donors (p > 0.10) in a general context.

In sum, we show that the belief gap between donors and non-donors in NonInc and Inc does

not depend on the timing of belief elicitation as biases persist even when this timing is reversed. We

further argue that our results are not driven by a pure consensus effect as this would also predict

a positive bias in donors, which is not consistent with the data. We rule out individual levels

of optimism as a major driver of the belief gap based on survey data showing that self-reported

optimism is not higher in donors than non-donors.

7 Conclusion

Growing evidence points to the importance of beliefs in explaining behaviour that preferences

alone are unable to explain. Based on a simple theoretical framework which captures the tension

between utility derived from monetary payoffs and self-image, we design an experiment involving

the opportunity to donate to charity and compare three commonly used methods (non-incentivised,

incentivised and Karni) to elicit beliefs about giving behaviour. We investigate whether participants

who choose not to give are more likely to hold biased beliefs about others under introspection and

whether beliefs vary with the elicitation mechanism.

Our key takeaways can be summarised as follows: First, when belief accuracy is not incen-

tivised, individuals with weaker altruistic motivations are more likely to reveal beliefs that are

biased by self-serving concerns. These belief distortions are robust to the timing of belief elicita-

tion and point to the existence of giving and non-giving types in both behaviour and beliefs. Our

results support the provision of accurate information to encourage prosocial behaviour (e.g., Shang

and Croson, 2009), and offer a potential explanation for why this may work in organisations, i.e.,

calibrating the beliefs of non-giving types can help to restrict belief distortions and increase the

costs of maintaining a positive self-image, thus encouraging more prosocial behaviour.

Second, introducing a simple incentive is not sufficient in reducing biases in non-donors’ be-

liefs. However, these beliefs become substantially more accurate under the more complex Karni

34The following question was asked: “On the following scale (where 1 = not optimistic at all and 10 = extremely
optimistic) how optimistic do you consider yourself to be?”
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mechanism, despite the monetary cost of reporting an inaccurate belief being lower in Inc-Karni

than in Inc. This is consistent with the idea that monetary payoffs are made more salient while

self-serving concerns are made less salient in Inc-Karni. We therefore caution that different elic-

itation mechanisms can produce different results. The elicitation mechanism used should depend

on whether belief biases are the focus of the research question, or whether the goal is to minimise

these biases to allow other effects to surface. For the former, survey methods which directly ask

for beliefs may be sufficient, while adding a simple incentive can be useful in encouraging more

careful introspection. Regarding the latter, merely introducing incentives may not be enough and

researchers should consider using more complex mechanisms such as Karni to “de-motivate” beliefs.

An important open question is which method provides the best approximation of “true” beliefs,

i.e., the beliefs that feed into decision making. If the ultimate goal is to identify the beliefs that map

into decisions, more complex mechanisms may be less suitable, if certain motivations are amplified

in a way that is inconsistent with the actual decision-making environment. Our findings suggest

that the belief biases of non-giving types are robust to the timing of belief elicitation. A promising

avenue for future work is to examine the direction of this causality, namely do individuals act

selfishly because they are better able to distort their beliefs to justify their actions, or do these

biased beliefs come from underlying social preferences? Another interesting question is whether

other aspects of belief elicitation might enhance or limit belief distortion, such as the incentive

stake size or publicising beliefs.
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A Donation rates

Figure A.1 presents the proportion of donors and non-donors in NonInc, Inc and Inc-Karni. Ac-

cording to a χ2 test, the donation rates are not significantly different across treatments at the 5%

level (p = 0.07).

Figure A.1: Donation rates
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B Regression results excluding implemented donations

Table B.1: Beliefs in NonInc (excluding implemented donations)

(1) (2)

Non-Donor −3.13∗∗∗ −3.11∗∗∗

(0.49) (0.49)
Raven’s score 0.15

(0.17)
Constant 6.07∗∗∗ 5.95∗∗∗

(0.36) (1.35)

Controls No Yes
R2 0.30 0.52
Adj. R2 0.30 0.40
Num. obs. 94 94
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about the proportion of donors. Participants whose donations were implemented in Stage 1 are excluded.

Statistical significance accounts for multiple hypothesis testing (adjusted using the Bonferroni correction). The

control variables are: gender, age, education, religiosity, political ideology and income.
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Table B.2: Beliefs of donors and non-donors (excluding implemented donations)

Non-Donors Donors Pooled
(1) (2) (3) (4) (5) (6)

Inc 0.63 0.45 0.11 0.15 0.11 −0.03
(0.52) (0.58) (0.52) (0.58) (0.50) (0.54)

Inc-Karni 2.19∗∗∗ 2.08∗∗∗ −0.40 −0.31 −0.40 −0.44
(0.46) (0.50) (0.53) (0.61) (0.52) (0.56)

Raven’s score −0.13 0.14 −0.02
(0.15) (0.16) (0.11)

Non-Donor −3.13∗∗∗ −3.01∗∗∗

(0.51) (0.54)
Inc x Non-Donor 0.52 0.59

(0.73) (0.78)
Inc-Karni x Non-Donor 2.59∗∗∗ 2.63∗∗∗

(0.71) (0.73)
Constant 2.94∗∗∗ 2.74 6.07∗∗∗ 4.40∗∗ 6.07∗∗∗ 5.27∗∗∗

(0.33) (1.23) (0.39) (1.46) (0.38) (0.98)

H0: Inc = Inc-Karni p < 0.01 p < 0.01 p = 0.31 p = 0.42 p = 0.29 p = 0.43

Controls No Yes No Yes No Yes
R2 0.14 0.26 0.01 0.11 0.20 0.23
Adj. R2 0.13 0.13 −0.01 −0.04 0.19 0.16
Num. obs. 143 143 150 150 293 293
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about the proportion of donors. The baseline Treatment is NonInc. Participants whose donations were

implemented in Stage 1 are excluded. Statistical significance accounts for multiple hypothesis testing (adjusted

using the Bonferroni correction). The control variables are: gender, age, education, religiosity, political ideology and

income.

44



C Beliefs of donors and non-donors in Inc-Karni-Exp

Table C.1: Beliefs of donors and non-donors (including Inc-Karni-Exp)

Donors Non-Donors Pooled
(1) (2) (3) (4) (5) (6)

Inc 0.63 0.62 0.46 0.45 0.46 0.32
(0.51) (0.55) (0.47) (0.51) (0.46) (0.48)

Inc-Karni 2.19∗∗∗ 2.24∗∗∗ −0.11 −0.03 −0.11 −0.05
(0.46) (0.48) (0.48) (0.52) (0.47) (0.49)

Inc-Karni-Exp 1.29∗∗ 1.41∗∗ −0.24 −0.06 −0.24 −0.06
(0.46) (0.48) (0.50) (0.54) (0.49) (0.51)

Raven’s score −0.09 0.03 −0.04
(0.12) (0.12) (0.08)

Non-Donor −2.96∗∗∗ −2.85∗∗∗

(0.49) (0.50)
Inc x Non-Donor 0.16 0.35

(0.70) (0.72)
Inc-Karni x Non-Donor 2.29∗∗∗ 2.33∗∗∗

(0.67) (0.68)
Inc-Karni-Exp x Non-Donor 1.54∗ 1.30

(0.68) (0.70)
Constant 2.94∗∗∗ 2.95∗∗ 5.90∗∗∗ 4.26∗∗∗ 5.90∗∗∗ 4.94∗∗∗

(0.33) (0.99) (0.36) (1.09) (0.35) (0.78)

H0: Inc = Inc-Karni p < 0.01 p < 0.01 p = 0.21 p = 0.32 p = 0.20 p = 0.43
H0: Inc = Inc-Karni-Exp p = 0.19 p = 0.15 p = 0.14 p = 0.33 p = 0.13 p = 0.44
H0: Inc-Karni = Inc-Karni-Exp p = 0.05 p = 0.08 p = 0.78 p = 0.96 p = 0.77 p = 0.98

Controls No Yes No Yes No Yes
R2 0.11 0.21 0.01 0.10 0.18 0.22
Adj. R2 0.10 0.12 −0.00 −0.00 0.17 0.17
Num. obs. 199 199 219 219 418 418
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about average generosity. The baseline Treatment is NonInc. Statistical significance accounts for multiple

hypothesis testing (adjusted using the Bonferroni correction). The control variables are: gender, age, education,

religiosity and income.
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Table C.2: Beliefs of donors and non-donors (including Inc-Karni-Exp)

Non-Donors Donors Pooled
(1) (2) (3) (4) (5) (6)

NonInc −1.29∗∗ −1.41∗∗ 0.24 0.06 0.24 0.06
(0.46) (0.48) (0.50) (0.54) (0.49) (0.51)

Inc −0.66 −0.80 0.71 0.50 0.71 0.38
(0.50) (0.55) (0.47) (0.51) (0.46) (0.48)

Inc-Karni 0.90 0.83 0.14 0.02 0.14 0.01
(0.45) (0.47) (0.48) (0.51) (0.47) (0.49)

Raven’s score −0.09 0.03 −0.04
(0.12) (0.12) (0.08)

Non-Donor −1.42∗∗ −1.56∗∗∗

(0.48) (0.49)
NonInc x Non-Donor −1.54∗ −1.30

(0.68) (0.70)
Inc x Non-Donor −1.37 −0.95

(0.69) (0.72)
Inc-Karni x Non-Donor 0.76 1.04

(0.66) (0.67)
Constant 4.23∗∗∗ 4.36∗∗∗ 5.65∗∗∗ 4.20∗∗∗ 5.65∗∗∗ 4.88∗∗∗

(0.32) (1.03) (0.36) (1.05) (0.35) (0.76)

Controls No Yes No Yes No Yes
R2 0.11 0.21 0.01 0.10 0.18 0.22
Adj. R2 0.10 0.12 −0.00 −0.00 0.17 0.17
Num. obs. 199 199 219 219 418 418
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.10

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the subject’s

belief about average generosity. The baseline Treatment is Inc-Karni-Exp. Statistical significance accounts for

multiple hypothesis testing (adjusted using the Bonferroni correction). The control variables are: gender, age,

education, religiosity and income.
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D Cognitive ability

We investigate the relationship between cognitive ability and beliefs in Inc-Karni and find no clear

pattern in beliefs (Figure D.1). According to a Pearson correlation test, the correlation coefficient

between Raven’s scores and beliefs in Inc-Karni is -0.18 (p = 0.06). However, we find no clear

relationship between Raven’s scores and the likelihood of switching in the middle (i.e., reporting a

belief of 5.5). According to a Wilcoxon signed-rank test, beliefs are different from 5.5 only when

Raven’s score is equal to 1 (p = 0.09).

Figure D.1: Beliefs by Raven’s score in Inc-Karni
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Chapter 2: Are three heads more biased than one? The

role of communication in group belief updating∗
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Abstract

Many economic decisions are made by teams, committees and boards. Individuals may

come to these groups with different beliefs that must, ultimately, coalesce to a consensus

belief. Yet, relatively little is known about how the beliefs that inform decision making in

groups are formed and how these differ from individual beliefs. We conduct an experiment

to examine the role of communication in belief updating. Overall, neither prior beliefs nor

transfers differ between individuals and groups. Groups exhibit asymmetric updating but

are not more biased than individuals. Based on text analyses, we identify risk preferences as

an important topic in group communication and observe a self-serving bias in updating by

more risk-averse groups – but not by risk-averse individuals. While the group environment

does not necessarily lead to more motivated beliefs, communication can amplify individual

preferences in a way that leads to more biased information processing by groups.
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1 Introduction

A wide variety of important economic decisions are made by groups of decision makers, such

as legislative and judicial committees, central banks and company boards. A majority of

these decisions are made under uncertainty and require groups to aggregate the potentially

different beliefs of individual members into a common group belief. Only once groups come

to an agreement about the state of the world can they then decide on the best course of

action. A natural question is whether important organizational decisions should be made

by individual decision makers (e.g., the CEO) or by groups of decision makers (e.g., a board

of directors). There is growing evidence that individual beliefs (e.g., Di Tella et al., 2015;

Gino et al., 2016; Bicchieri et al., 2023) and belief updating (e.g., Eil and Rao, 2011; Coutts,

2019; Möbius et al., 2022), or the way in which new information is incorporated into beliefs,

may be motivated by self-interest. However, it is not clear whether groups of individuals

also exhibit such belief biases, or if the process of synthesizing individual beliefs affects the

belief formation process. In this paper, we investigate the role of communication in group

belief updating in the presence of a self-serving motive to bias beliefs.

Previous studies show that groups tend to make more self-interested decisions than

individuals in social psychology (e.g., Insko and Schopler, 1987) and in a number of economic

games measuring social preferences, including ultimatum games (e.g., Bornstein and Yaniv,

1998), dictator games (e.g., Luhan et al., 2009), centipede games (e.g., Bornstein et al.,

2004), sender-receiver games (e.g., Behnk et al., 2022), and games measuring dishonesty

(e.g., Kocher et al., 2018).1 While this result holds for a majority of previous work, a number

of papers also find no such effect, suggesting the effect may be context- and procedure-

dependent.2 In the context of the trust game, Cox (2002) finds that groups and individuals

do not differ in the amount sent but groups return less, Kugler et al. (2007) show that

groups send less than individuals but do not differ in the amount returned, while in Song

(2008), group members are less trusting and trustworthy than individuals. One proposed

explanation for why groups generally tend to be less cooperative than individuals, termed the

“discontinuity effect”, is “schema-based distrust” (Campbell, 1967; Insko and Schopler, 1987;

1In non-prosocial settings, group decisions have been shown to be closer to game-theoretic predictions due
to a “wisdom of the crowd” effect (e.g., Cooper and Kagel, 2005; Charness et al., 2007; Fahr and Irlenbusch,
2011; Sutter et al., 2013; Cox and Stoddard, 2018). Kocher and Sutter (2005) find that groups learn faster
than individuals in a beauty-contest game (guessing game), while Charness et al. (2007) show that groups
are less likely than individuals to violate first-order stochastic dominance.

2Cason and Mui (1997) find that group decisions in the dictator game tend to be more altruistic than
individual decisions when communication is face-to-face. In the sender-receiver game, Ambrus et al. (2015)
find that group decisions do not differ from individual decisions and that median group members and those
close to the median have significant impacts on the group decision. See also Charness and Sutter (2012) and
Kocher et al. (2020) for reviews.
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Schopler and Insko, 1992), the idea that the group decision-making environment activates

an outgroup bias (e.g., Tajfel and Turner, 1979; Chen and Li, 2009) with groups believing

that their opponents are less cooperative.3 These beliefs, in turn, justify more self-interested

behavior by groups. However, as highlighted in a review by Kugler et al. (2012), much of the

literature has focused on giving behavior but has been vague regarding the beliefs of groups.

To address this gap, we directly elicit the beliefs of individuals and groups and isolate the

role of within-group communication on group beliefs. Understanding how groups form and

update their beliefs is important for identifying any potential biases and improving decision

making in group settings.4

We design a laboratory experiment using a simultaneous version (Costa-Gomes et al.,

2014) of the trust game (Berg et al., 1995), in which beliefs have been shown to play an

important role in transfer decisions (e.g., Guerra and Zizzo, 2004; Ashraf et al., 2006; Naef

et al., 2008; Costa-Gomes et al., 2014). As a real-world example, many high-stakes negoti-

ations in business and politics are conducted in groups and require mutual trust.5 In the

Group treatment (Group), participants make a joint transfer decision in groups of three,

following communication via online chat. Before making this decision, group members agree

on a common prior belief about their opponents’ choices. We examine belief updating by

eliciting three group posterior beliefs, each following a noisy binary signal (either low or

high) about the likelihood that the group they are matched with transferred a high amount.

In the Individual treatment (Ind), participants play the same trust game in groups of three,

but transfer decisions are made individually (and without communication), on behalf of their

group. We elicit the same prior and three posterior beliefs at the individual level. This is

important in ensuring that the consequences of the decision are held constant across treat-

ments, as decisions always affect a group, but we vary whether this decision is made by the

group or by a group representative. We can therefore isolate the role of communication in

belief formation and updating.

To check whether any observed differences in belief updating can indeed be attributed

3Another explanation is the “social support of shared self-interest”, which proposes that group members
offer mutual support for the pursuit of self interest that is independent of beliefs. Winquist and Larson (1998)
find that making decisions as part of a group increases distrust of opponents, highlighting the interaction
between the group decision making environment and beliefs.

4A related phenomenon that has been explored in the psychology literature is “groupthink” (Janis,
1972, 1983), the tendency for group members to conform to group values and a single way of thinking.
While groupthink can manifest in a variety of ways, including group overconfidence (Bénabou, 2013) and
the censoring of alternative views, we examine a specific type of groupthink that involves biased beliefs that
help to justify self-serving behavior.

5For instance, a successful ceasefire agreement requires trust from both sides, despite the temptation to
reduce one’s own vulnerabilities and act selfishly. One possible justification for self-interested behavior is the
belief that the other side is not trusting or trustworthy.
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to a self-serving bias, we conduct the No-Transfer treatments (Group-NT and Ind-NT ), in

which we elicit the beliefs of disinterested third parties who do not participate in the trust

game and thus have no personal stake in the outcome.6 The No-Transfer treatment allows

us to “switch off” the self-serving motive as these participants have no transfer decision to

make and hence have no personal incentive to bias their beliefs. This also helps to control

for any differences in information processing between individuals and groups that are not

driven by self-interest.

Our analysis is guided by a simple conceptual framework in which agents are motivated

to minimize the cognitive dissonance between a (self-interested) desire to both maximize

monetary payoffs and to perceive their own actions as fair (Festinger, 1957; Akerlof and

Dickens, 1982; Rabin, 1994; Konow, 2000). Reducing this dissonance can be achieved either

by giving more, or by holding a belief that the opponent made a low transfer, thus justifying a

low transfer in return. We directly test whether communication plays a key role in changing

group beliefs and conjecture that the psychological cost of distorting beliefs is lower for

groups than for individuals. This implies that groups are more likely to both hold self-

serving beliefs and make lower transfers, as cognitive dissonance is alleviated through the

beliefs channel, placing less pressure on transfers.

Experimental methods are particularly useful in enabling us to control for many differ-

ences that typically exist between the individual and group decision-making environments

and isolate the role of communication. Second, experiments allow us to manipulate whether

an agent has a vested interest in the outcome, about which we elicit beliefs. Through this, we

can identify whether deviations from Bayesian updating are truly due to motivated biases,

or due to other factors, such as cognitive limitations. A third advantage of experiments is

that we can obtain a direct measure of beliefs (that is not typically found in empirical data)

whilst controlling for the informativeness of signals given to participants.

Consistent with previous work, we find that beliefs positively predict transfer decisions

in the trust game. However, we find no evidence that group prior beliefs or group transfers

differ from that of individuals. Using the information processing framework introduced by

Grether (1980) and developed by Möbius et al. (2022), we observe asymmetric updating in

groups (but not in individuals), as group beliefs are more responsive to low signals (that

suggest the other group did not transfer a high amount) than high signals. However, overall,

we are not more likely to observe a self-serving bias in updating by groups than by individuals.

To explore the content of group communication (Cooper and Kagel, 2005; Brandts

et al., 2019; Gentzkow et al., 2019), we conduct a text analysis whereby we organize the most

6See, for example, Babcock et al. (1995) and Konow (2000) for similar designs featuring a neutral third-
party observer.
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frequently-observed relevant keywords into topics. We also support this analysis using Latent

Dirichlet Allocation (LDA), an unsupervised machine learning algorithm which organizes

chat messages into an optimal number of natural groups based on how likely certain keywords

appear together in the chat (Blei et al., 2003).7 Both analyses identify risk as an important

factor in groups’ decisions. We subsequently investigate whether risk preferences play a role

in belief updating and find evidence of a self-serving bias by more risk-averse groups (when

comparing beliefs across the Transfer and No-Transfer treatments), but not by more risk-

tolerant groups. This bias is consistent with the desire to reduce one’s own risk exposure by

believing the other group to be distrusting. In contrast, we do not observe any self-serving

biases by more risk-averse individuals. The group setting, as well as the composition of a

group, therefore, both matter for the way in which groups respond to new information and

aggregate their beliefs.

One implication of our findings is that the group decision-making environment per se

does not lead to more biased belief updating. In general, group decisions are not significantly

different from those of individual decision-makers. Given the other documented benefits of

decision making in teams (e.g., Bainbridge, 2002; Glassop, 2002), and the tendency for

groups to make more rational decisions and learn faster than individuals (e.g., Cooper and

Kagel, 2005; Maciejovsky et al., 2013), we offer no categorical evidence against organizations

delegating important decisions to teams. However, our findings do highlight the ability of

the group environment to amplify individual preferences (such as risk preferences) in a way

that could lead to more biased beliefs. Our results therefore caution that a lack of diversity

in the institutional environment may create conditions that facilitate more biased decision

making and offer a case for a greater variety of perspectives in teams.

Our research complements recent evidence that individual belief updating can become

more biased following a social exchange of beliefs. Oprea and Yuksel (2020) allow participants

to observe their partner’s real-time belief adjustments and find that beliefs about own ability

become more upwardly biased, or overconfident, over time. Similarly, Kogan et al. (2021)

examine beliefs about group outcomes and show that individual beliefs tend to become more

biased following an exchange of information via a market mechanism. Both papers focus on

beliefs in the domain of ability and do not allow for free-form communication within groups.

Mengel (2021) studies the impact of communication within a hiring committee and finds that

evaluations tend to be more biased against women following group deliberation. However,

Mengel (2021) does not explicitly examine how groups respond to new information, or allow

for the possibility of self-serving biases, both of which are a key focus of this study.

7See, Penczynski (2019) for the use of machine learning to analyze communication data and Hanaki and
Ozkes (2023) and Andres et al. (2022) for LDA analyses in economics.
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2 Experimental design

We conduct a laboratory experiment in which participants play a simultaneous trust game

(Costa-Gomes et al., 2014) in groups. Half of the participants are assigned the role of trustor

and are randomly sorted into groups of three (“Group A”). The other half are assigned the

role of trustee and are also randomly sorted into groups of three (“Group B”). Both groups

start with the same endowment of 100 ECU.8 Trustors send a share of their endowment (0

- 100%) to the trustees they are randomly matched with, and this amount is tripled by the

experimenter before it is added to the trustees’ group account. Before knowing the total

ECUs in their group account, trustees decide on a share of their account balance (0 - 100%)

to send back to the trustors they are matched with. The final account balance is shared

equally among group members. There is robust evidence on the importance of beliefs about

opponents in trust games (e.g., Guerra and Zizzo, 2004; Ashraf et al., 2006; Naef et al., 2008;

Costa-Gomes et al., 2014); we chose the simultaneous version of the game because beliefs

play an even more important role, since trustees are not informed of the trustor’s exact

transfer before making their own transfer decision.

We employ a 2 x 2 between-subjects design, with participants assigned to one of the

following treatments: Individual (Ind), Group (Group), Individual No-Transfer (Ind-NT )

and Group No-Transfer (Group-NT ), see Appendix A for screenshots of the instructions. The

only treatment difference is that participants in Group can communicate with their group

members before making a joint group decision, while in Ind, individual group members make

the same decision on behalf of their group. Previous work investigating the discontinuity

effect have compared the effect of playing against a group versus playing against an individual

and playing as part of a group versus playing as an individual (Winquist and Larson, 1998;

Kugler et al., 2007). One concern with such asymmetric designs, however, is that it is difficult

to control for other confounds when comparing across individuals and groups, e.g., efficiency

concerns or altruistic concerns for group members. Our design holds the consequences of the

decision constant and only varies whether the decision is made by a single decision maker or

a group. Another advantage of our design is that we can isolate the role of communication

in the formation of beliefs and the decision-making process. We directly elicit incentivized

beliefs from groups after allowing for group discussion and compare these beliefs against

those of individuals representing their groups.

In the No-Transfer treatments, we elicit beliefs from third-party observers who do not

participate in the game, thereby reducing the self-serving motive to distort beliefs (see Ap-

pendix B for a summary of key treatment differences). We first explain Group, followed by

8This reduces the role of inequality aversion on transfer decisions in the game.
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how Ind differs. We then describe how the No-Transfer treatments differ from the Transfer

treatments.

2.1 Group treatment

2.1.1 Transfers

Participants in Group can communicate with their group members via online chat and make

a joint transfer decision. In order to encourage groups to come to an agreement, and following

previous work on group decision making (e.g., Luhan et al., 2009; Cox and Stoddard, 2018),

we enforce a unanimity rule whereby each group member must enter the same number within

the allocated time for the group’s decision to be valid. Groups have 4 minutes to enter a valid

group transfer. If no valid group transfer has been entered, then the computer implements

a default transfer of 70%. We chose a high default to increase the stakes of disagreement.9

2.1.2 Beliefs

Since beliefs are the main focus of this paper, we first elicit subjects’ beliefs about the

decisions of their counterparts, before eliciting transfer decisions.10 First, for each member

of Group A, we elicit individual prior beliefs about the proportion of Group B’s in the

following session (one of which they will be matched with) that will transfer a quarter (25%)

or more of their group’s account back to Group A.11 In other words, subjects are asked for the

likelihood that they will be matched with a trustee group that transfers a relatively higher

amount. The two main advantages of asking beliefs in this way are that the mechanism is easy

to understand and beliefs can be incentivized based on the choices of other participants.12

Similarly, for each member of Group B, we elicit individual prior beliefs about the proportion

of Group A’s that transfer a quarter or more of their group’s endowment. Second, we elicit

the prior beliefs of groups using the same belief question as above, only this time subjects

can communicate with their group members to arrive at a single group belief. We require

each group member to enter the same value for the group belief to be valid.13

Finally, we elicit three group posterior beliefs from Group B’s, each following a noisy

9In the experiment, all groups agreed on a transfer and this default was never applied.
10Gangadharan et al. (2022) find that the order of elicitation does not affect beliefs nor choices in an

individual donation task.
11We chose this value based on a pilot with four Group A’s and Group B’s (N=24), in which the median

transfer was approximately 25%.
12See Schlag and Tremewan (2021) and Gangadharan et al. (2022) for similar methods and Charness et al.

(2021) for a discussion of complex versus simple belief elicitation methods.
13If no valid belief has been entered within four minutes, the computer implements a belief of 0%. Four

Group A’s and six Group B’s failed to reach an agreement for the group prior belief.

65



signal about the amount transferred by trustors in the previous session. Note that we always

conducted two sessions in succession – the first with Group A’s, and the second with the

corresponding Group B’s. This ordering was crucial in providing noisy but truthful signals to

Group B’s about the actual decisions of Group A’s. We chose to focus on Group B’s beliefs

as there are fewer behavioral confounds, e.g., Group A’s decision may also be driven by

efficiency concerns. The three independent signals are delivered via a “Magic-8-Ball” which

displays one of two messages: either that the proportion of Group A’s that transferred a

quarter or more was “Greater or equal to 33%” (i.e., a high signal), or “Less than 33%” (i.e.,

a low signal).14 However, subjects are informed that the Magic-8-Ball can be faulty at times

and will reveal the wrong message with a 1 in 3 chance, i.e., each observed signal has a 2/3

chance of being correct. The signals are informative but not perfectly so, in order to inject

uncertainty into the belief updating process. Following each message from the Magic-8-Ball,

group members can use the online chat to decide on a common group posterior belief. Given

that we can verify actual transfer decisions from the corresponding session, all beliefs are

incentivized such that participants receive an additional $10 if their guess is within ±5% of

the actual proportion.

2.2 Individual treatment

2.2.1 Transfers

In order to keep the incentive structure comparable in our study between Group and Ind,

participants in Ind are similarly matched in groups of three, but make transfer decisions on

behalf of their group. Each group member makes an individual decision about how much

of their group’s account to transfer to the group they are matched with, without consulting

their group members. Similar to Group, participants have 4 minutes to enter a value and

if no transfer has been entered, then the computer implements a default of 70%. At the

end of the study, one group representative is chosen at random and their transfer decision is

implemented for the group. Thus, we can compare decisions that are made following group

discussions, against decisions that are made by an individual decision maker, whilst still

controlling for efficiency and welfare concerns.

14A Magic-8-Ball is a children’s toy that is designed to be used as a fortune-telling device. The user can
ask a “yes/no” question and upon turning the ball, a randomly chosen message from a finite set of possibilities
appears in the window. We chose the cutoff of 33% based on a pilot (N=21) in which participants were only
asked for their individual beliefs.
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2.2.2 Beliefs

Regarding beliefs, the only departure from Group is that in Ind, participants are asked to

privately report their individual beliefs. For Group A members, we elicit their individual

prior beliefs about the proportion of Group B’s that transfer a quarter or more of their

group’s account. Similar to Group, participants in Ind also have 4 minutes to enter a valid

belief, otherwise the computer implements a default belief of 0%. For Group B members,

we elicit their individual prior beliefs about the proportion of Group A’s that transfer a

quarter or more of their endowment, and three individual posterior beliefs following three

noisy signals from the Magic-8-ball with the same accuracy rate of 2/3. Similar to the group

treatment, beliefs were also incentivized for accuracy.

2.3 No-Transfer treatments

To test whether beliefs are different in the absence of a self-serving motive, we compare

the No-Transfer treatments against Group and Ind. In Group-NT and Ind-NT, participants

are explicitly informed at the beginning of the experiment that they will not make any

transfer decisions, and are only asked for their beliefs about the decisions made by previous

participants. In Group-NT, we elicit individual prior beliefs, group prior beliefs and three

group posterior beliefs about the proportion of Group B’s from a previous session that

transferred a quarter or more of their group’s account. In Ind-NT, we elicit individual

prior beliefs and three individual posterior beliefs, all incentivized for accuracy. Since our

main focus is on belief updating, subjects are asked the same belief questions that Group

B members were asked, i.e., prior and posterior beliefs regarding the choices of Group A’s

from a previous session.

2.4 Risk preferences and post-experiment survey

An important element of trust is risk, as trustworthiness requires individuals to go against

their own self-interest. Previous studies have shown that individual risk attitudes are an

important driver of trusting behavior (e.g., Karlan, 2005; Schechter, 2007; Fehr, 2009). Trust

may also entail an additional element of social risk, i.e., the possibility that the trust placed

in another individual is betrayed (e.g., Bohnet and Zeckhauser, 2004; Houser et al., 2010).

In the context of the simultaneous trust game, both Group A and B are vulnerable to the

risk of their trust not being reciprocated as either group can choose to transfer 0% or a

very low amount. We elicit individual risk attitudes using the Eckel and Grossman (2002)

measure in the post-experiment survey to investigate the role of risk preferences in belief
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and transfer decisions. Participants also complete a demographic survey on gender, age,

ethnicity, religiosity, income and political orientation, and some open-ended questions about

their decision-making process during the experiment.

2.5 Procedures

The experiment was programmed using oTree (Chen et al., 2016). Our experimental design

and research questions were pre-registered on AsPredicted.org (pre-registration #74705).

Sessions were conducted at the Monash Laboratory for Experimental Economics at Monash

University, using Sona to recruit subjects, and the Experimental Economics Laboratory at

the University of Melbourne, using ORSEE (Greiner, 2015) for recruitment, between August

- October 2021.15 Due to stay-at-home orders in Melbourne, we conducted online sessions

of 18 subjects per session via Zoom with conditions similar to a laboratory environment.16

In all treatments, participants start with a team-building task, in which they solve six

problems based on the Remote Associations Test (RAT), a measure of creativity by Mednick

(1962). Group members can use the online chat function to solve the problems together.

This task is used to firstly familiarize participants with the online chat, and secondly, to

ensure that all groups (including those in Ind) have the same opportunity for team bonding

(see e.g., Eckel and Grossman, 2005). This reduces the likelihood that participants in Group

care more about their group members’ payoffs (and hence may keep more for their own

group) after the opportunity to bond via the online chat. Subjects received a show-up fee of

10 AUD plus payment for either their outcome in the trust game, or for one of their beliefs,

and this was determined at random.

We report results from a total of 360 participants (with N=240 in the Transfer treatment

and N=120 in the No-Transfer treatment).17 To ensure subjects understood the instructions,

we included comprehension questions on the trust game, the signals by the Magic-8-Ball and

the group decision-making mechanism (in the group treatments). Participants earned $16.86
on average and the experiment lasted less than one hour.

15Our results do not differ across the Monash University and the University of Melbourne subject pools.
16For example, sessions were anonymized, instructions were read out loud by the experimenter, subjects

could ask private questions to the experimenter and had to correctly answer comprehension questions before
proceeding to the decision screens.

17As specified in our pre-registration, we collected 30 independent observations for each player type per
treatment. In the No-Transfer treatments, we had no need for Player A’s since no transfer decision was
made.
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3 Conceptual framework

Our goal in this section is twofold. First, we present a simple conceptual framework outlining

the self-serving motive of agents to both maximize monetary payoffs and perceive their own

action as fair. Second, we clarify why beliefs may differ across groups and individuals in the

presence of this self-serving motive to bias beliefs.

As mentioned in Section 2, we focus our analysis on Group B’s beliefs, whose utility

consists of three terms.18 The first is monetary utility, π(xB), which is assumed to be

twice continuously differentiable in the proportion of B’s endowment that is transferred

(xB), with π′ < 0 and π′′ < 0. Second, agents are motivated to reduce the cognitive

dissonance (Festinger, 1957; Akerlof and Dickens, 1982; Rabin, 1994) between a desire to

maximize payoffs and a desire to believe their transfer is fair or socially appropriate. Based

on a model outlined by Konow (2000), let n(x̂A) ∈ [0, 1] denote the socially appropriate

proportion that B should send, or the social norm (Cialdini et al., 1990; Bicchieri, 2005),

which depends on their beliefs about A’s transfer (x̂A).
19 We assume that n(x̂A) is twice

continuously differentiable in x̂A, with n′ > 0 and n′′ < 0. The more B believes was

transferred by A, the higher the socially appropriate proportion B should transfer back

to A. When B believes A transferred zero, then we assume it is socially appropriate to also

transfer zero, n(0) = 0. Let w = n(x̂A) − xB represent the difference between the socially

appropriate transfer and B’s actual transfer. As the difference between the norm and B’s

transfer increases, B experiences more cognitive dissonance, f(w), or disutility from violating

the social norm. Cognitive dissonance is assumed to be twice continuously differentiable in

w, with f(·) increasing in w and is a strictly convex function of w, increasing at an increasing

rate as the difference between n(x̂A) and xB becomes larger. Thus far, B would maximize

their utility by transferring zero (xB = 0), supported by their belief about A’s transfer

(x̂A = 0).

In reality, however, there are generally limits to what one can reasonably believe. The

third term is thus a psychological cost of distorting beliefs. Let x̄A represent the belief held

by a disinterested third party (with no stake in the transfer decision) about A’s transfer.

The psychological cost, c(y, β), depends on the difference between what a reasonable outsider

would believe and B’s beliefs, y = x̄A − x̂A, and is assumed to be continuously differentiable

in β, β ̸= 1, twice continuously differentiable in y, β ̸= 1, is increasing in y and is a strictly

convex function of y. The larger this difference, the greater the belief distortion and the

higher the psychological costs of convincing oneself that this belief is correct (Kunda, 1990).

18The analysis for Group A is symmetric.
19For example, if the norm is that B should transfer some amount that ensures A is not made worse off

than their original endowment, then n(x̂A) =
x̂A

3x̂A+1 .
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For instance, it may take more cognitive effort to selectively recall arguments that support

a biased belief (e.g., Chew et al., 2020; Zimmermann, 2020). The psychological cost is also

increasing in β, which is a parameter that indicates how costly it is to distort beliefs and may

vary across individuals and contexts. We assume β > 0, i.e., the cost of distorting beliefs is

not zero.

B chooses the levels of two variables, how much to transfer (xB), and their belief about

A’s transfer (x̂A) and solves the following problem:

max
xB ,x̂A

u(xB, x̂A, β) ≡ π(xB)− f(n(x̂A)− xB)− c(x̄A − x̂A, β)

subject to 0 ≤ xB ≤ 1, 0 ≤ x̂A ≤ 1
(1)

At the optimum, marginal dissonance equals marginal belief distortion costs, and equals

marginal monetary utility.

Proposition 1:
∂x∗

B

∂β
≥ 0 and

∂x̂∗
A

∂β
≥ 0

Proposition 1 means that when belief distortion is more costly, B’s beliefs are less

biased, which in turn increases B’s transfer. We conjecture that the psychological costs of

belief distortion are lower in groups following communication, βGroup < βInd. Allowing group

members to communicate with one another may help groups to come up with more arguments

for why A’s transfer might be low, or self-serving arguments that support a low belief may

receive more validation from other group members. These lower psychological costs imply

that beliefs are lower for groups than for individuals (x̂Group
A < x̂Ind

A ). This is consistent with

survey evidence by Winquist and Larson (1998) that the group decision-making environment

increases distrust of opponents, and Kugler et al. (2007), who show that group members

have lower expectations about returns than individuals.20 As a consequence, this means

that groups are better able to reduce cognitive dissonance through belief distortion, which

places less pressure on them to make a high transfer (xGroup
B < xInd

B ). This prediction is in

line with previous work documenting the tendency for groups to make more self-interested

decisions than individuals (e.g., Bornstein and Yaniv, 1998; Song, 2008; Luhan et al., 2009).

In addition to examining prior beliefs, the focus of this paper is on how groups and indi-

viduals process new information, which we analyze within a Bayesian-updating framework.

In the context of our study, we focus on the relative responsiveness to low and high signals

(i.e., asymmetry) as an indication of biased belief updating. We conjecture that within-group

20Beliefs in Kugler et al. (2007) were elicited from each individual group member (without within-group
discussion) and groups were not required to agree on a single group belief.
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communication may help groups to discount high signals and over-weigh low signals due to

belief distortion being less costly in groups.

Two broad explanations have been proposed in the literature (e.g., Benjamin, 2019;

Coutts, 2019; Möbius et al., 2022) for why posterior beliefs may deviate from the Bayesian

benchmark: (1) motivated or self-serving biases (which Benjamin (2019) terms “preference-

biased updating”), and (2) cognitive limitations in belief updating. Given that Bayesian

updating is not straightforward, agents may simply lack the cognitive capacity to apply the

necessary calculations. These cognitive limitations may be unrelated to a desire to hold a self-

serving belief. We conduct the No-Transfer treatments in order to remove any self-serving

motives due to participants’ personal stakes in the decision and outcome. The beliefs of these

third parties are simply x̄A. We subsequently compare belief updating in the Transfer and

No-Transfer treatments to check if any observed differences between groups and individuals

can be attributed to self-interest. Specifically, if we do not observe a similar difference

between Group-NT and Ind-NT, this would suggest that deviations from Bayesian updating

in the Transfer treatments are driven by a self-serving bias. Conversely, if we observe no

difference between how second and third parties process information, this would suggest that

any differences between individuals and groups are more likely to be cognitive in nature.

4 Results

4.1 Prior beliefs

In this section, we first investigate whether prior beliefs change after allowing for commu-

nication in groups. In order to isolate the role of communication in group prior beliefs, we

first examine whether individuals expect group representatives to differ from groups in the

amount transferred in the trust game, i.e., we compare individual prior beliefs across Group

and Ind.21 According to a two-tailed Mann-Whitney test, individual priors do not differ

significantly between individuals and groups for Group A (Ind : 39.33 vs. Group: 38.48,

p = 0.76) and Group B (34.87 vs. 39.63, p = 0.38).22 This is consistent with the regression

analysis presented in Table 1 for Group A (p = 0.97, column 2), Group B (p = 0.32, column

4) and the two groups pooled (p = 0.58, column 6).

We next focus on participants in Group to compare prior beliefs before (i.e., individual

priors) and after communication (i.e., group priors). Individual and group prior beliefs do

21Given that the trust game is not symmetric and Group A and Group B make different decisions, we
first analyze these beliefs separately before pooling the beliefs together.

22Unless otherwise specified, we use a two-tailed Mann-Whitney test to compare average beliefs and
transfers.
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Table 1: Individual prior beliefs

Group A Group B Pooled
(1) (2) (3) (4) (5) (6)

Group −0.86 −0.21 4.77 5.97 1.96 2.16
(5.46) (5.71) (5.37) (6.03) (3.82) (3.95)

Constant 39.33∗∗∗ 141.14∗∗∗ 34.87∗∗∗ 16.18 37.10∗∗∗ 114.52∗∗∗

(4.73) (29.92) (4.65) (23.52) (3.30) (28.37)
Controls No Yes No Yes No Yes
R2 0.00 0.35 0.01 0.24 0.00 0.16
Adj. R2 −0.01 0.14 −0.00 0.01 −0.00 0.04
Num. obs. 120 120 120 120 240 240

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

individual’s prior belief about the proportion of groups sending a quarter of more of their group account.

The baseline Treatment is Ind. The control variables are: gender, age, ethnicity, religiosity, income, political

ideology and risk preferences. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

not differ significantly for Group A (individual: 37.74 vs. group: 34.85, p = 0.65) or for

Group B (41.04 vs. 42.75, p = 0.39). The regression analysis in Table 2 confirms this result

for Group A (p = 0.45, column 1), Group B (p = 0.66, column 2) and when we pool the

beliefs of Group A and Group B (p = 0.80, column 3): Communication, therefore, does not

appear to shift average prior beliefs. Reported confidence levels in prior beliefs do not differ

significantly between individuals and groups for Group A’s (individual: 6.09 vs. group: 6.16,

p = 0.91) or for Group B’s (5.57 vs. 5.92, p = 0.27).23

Table 2: Individual and group prior beliefs in Group

Group A Group B Pooled
(1) (2) (3)

Group prior −2.90 1.71 −0.69
(3.86) (3.93) (2.77)

Constant 37.74∗∗∗ 41.04∗∗∗ 39.33∗∗∗

(2.73) (2.78) (1.96)
R2 0.00 0.00 0.00
Adj. R2 −0.00 −0.01 −0.00
Num. obs. 156 144 300

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

prior belief about the proportion of groups sending a quarter of more of their group account. The baseline

belief is the individual prior. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

23While confidence in prior beliefs does not differ across treatments, confidence in beliefs is positively
correlated with prior and posterior beliefs for both individuals and groups, see Appendix C.
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From our sample, the true proportion of individuals in Group A transferring a quarter

or more of their endowment was 56.67% and for groups this was also 56.67%, see Figure 1.

Both individual prior beliefs (Wilcoxon signed-rank test, p < 0.01) and group prior beliefs

(Wilcoxon signed-rank test, p < 0.01) significantly underestimate the true proportion.

Figure 1: Prior and posterior beliefs by Group B’s
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Notes: Error bars represent standard errors. The red dotted line represents the true proportion of Group

A’s sending a quarter or more of their endowment (56.67%).

Result 1: Following communication, group prior beliefs are not significantly different

from individual prior beliefs.

4.2 Belief updating

In this section, we investigate how individuals and groups incorporate new information into

their beliefs and the role of within-group communication in the updating process. We first de-

scribe the framework we use to compare observed updating against the Bayesian benchmark.

Then, we present our results on posterior beliefs by groups and individuals in the Transfer

treatment, followed by a comparison of updating by second (in the Transfer treatments) and

third parties (in the No-Transfer treatments).

In general, agents respond to signals in the expected direction: Posterior beliefs following

a high signal are greater than those following a low signal, for both individuals (high: 43.64

vs. low: 33.35, p < 0.01) and groups (40.56 vs. 32.59, p < 0.01).24 Similar to prior beliefs,

both individuals and groups underestimate the true proportion of Group A’s that send more

than a quarter of their endowment in their posterior beliefs (Wilcoxon signed-rank test,

24See Appendix D for a more detailed analysis.
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both p < 0.01, see Figure 1). Confidence in posterior beliefs do not vary significantly across

treatments (Ind : 6.16 vs. Group: 5.93, p = 0.64). This result holds for both low (5.96 vs.

5.93, p = 0.96) and high signals (6.23 vs. 5.92, p = 0.15).

4.2.1 Information processing framework

We follow the framework introduced by Grether (1980) and developed by Möbius et al.

(2022) to estimate agents’ responsiveness to the signals, and compare this against Bayesian

updating.25 Given binary signals about the proportion of previous groups that are either

high (H), i.e., “Greater or equal to 33%”, or low (L), i.e., “Less than 33%”, Bayes’ rule can

be written in the following form:

logit(µ̂t) = logit(µ̂t−1) + 1(st = H)ln(λH) + 1(st = L)ln(λL) (2)

where µ̂t is the posterior belief at time t, 1(.) is an indicator function for the type of signal

observed, and λst is the likelihood ratio of observing the signal st ∈ {H,L}. In our study,

λH = 2 and λL = 1/2, based on an accuracy rate of 2/3. We estimate the following regression,

which nests the Bayesian benchmark from (2) as a special case:

logit(µ̂it) = δpriorlogit(µ̂i,t−1) + βhigh1(sit = H)ln(λH) + βlow1(sit = L)ln(λL) + ϵit (3)

where δprior denotes the weight placed on the prior belief, βhigh and βlow capture respon-

siveness to high and low signals, respectively, and ϵit captures non-systemic errors. Bayesian

updating would predict that δprior = βhigh = βlow = 1, i.e., a Bayesian agent places equal

weights on their prior belief, a high signal, and a low signal, after accounting for signal ac-

curacy. In our analysis, we can examine whether groups and individuals place appropriate

weights on their prior beliefs, or if they exhibit base-rate neglect (δprior < 1), or a confir-

mation bias (δprior > 1). Our main focus, however, is on the comparison of relative (as

opposed to absolute) sensitivity to high and low signals, to determine whether groups and

individuals respond to new information in a symmetric way. In particular, we test whether

agents exhibit asymmetric updating (βhigh ̸= βlow), which would indicate a systematic bias

in information processing (e.g., subjects may discount high signals more than low signals if

they are motivated to believe that the other group did not send very much).

25See e.g., Coutts (2019), Oprea and Yuksel (2020), Erkal et al. (2021) and Castagnetti and Schmacker
(2022) for similar analyses using this framework.
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4.2.2 Belief updating in the Transfer treatments

We first examine belief updating in the Transfer treatment separately for individuals and

groups in columns 1 and 2 of Table 3. Consistent with previous work on belief updating

(e.g., Coutts, 2019; Erkal et al., 2021; Möbius et al., 2022), we find evidence of base-rate

neglect (δprior < 1), i.e., participants place less weight on their prior beliefs compared to a

Bayesian agent, in both Ind (p < 0.01) and Group (p < 0.01).26

Turning to the comparison between high and low signals, we find that individuals tend to

under-weigh both high (p < 0.01) and low signals (p = 0.06). Groups, on the other hand, are

less responsive to high signals (p < 0.01) but do not differ from Bayesians in their response

to low signals (p = 0.62). We observe asymmetric updating in Group, as groups tend to

place more weight on low signals relative to high signals (p < 0.01), but this asymmetry

is not observed in individuals (p = 0.58). Next, we pool data from Ind and Group to test

whether updating is more asymmetric in groups than in individuals and find some evidence

of more asymmetry in groups (p = 0.09, column 3).

Result 2: Following communication, groups exhibit asymmetric updating, placing more

weight on low signals and less weight on high signals. We find no evidence of asymmetric

updating in individuals.

4.2.3 Belief updating in the No-Transfer treatments

To determine whether the asymmetric updating observed in groups (but not by individuals)

is motivated by self-interest, we examine the posterior beliefs of third parties. We conjecture

that in the absence of a self-serving motive, participants in the No-Transfer treatments have

a weaker incentive to update their beliefs in a biased way. We therefore examine whether

belief updating in groups is asymmetric due to the self-serving motive, or simply because

groups and individuals process information differently.

Columns 1 and 2 of Table 4 present separate regression analyses for Ind-NT and Group-

NT, showing that similar to the Transfer treatments, third-party individuals and groups

under-weigh prior beliefs (both p < 0.01) and high signals (both p < 0.01). However, neither

individuals (p = 0.77) nor groups (p = 0.41) differ from Bayesian agents in their response

to low signals. We observe asymmetric updating by third-party groups (p = 0.02) and also

find some evidence of asymmetry in third-party individuals (p = 0.07). However, unlike

26In Appendix E, we exclude beliefs in which updating occurs in the wrong direction, which make up 7%
of beliefs by groups and individuals. Appendix F presents the same analysis after using a proxy for group
beliefs where no agreement was reached.
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Table 3: Belief updating in Ind and Group

Ind Group Pooled
(1) (2) (3)

δprior 0.54∗∗∗ 0.25∗∗∗ 0.54∗∗∗

(0.15) (0.09) (0.16)
βhigh 0.21 −0.34∗ 0.21

(0.27) (0.21) (0.27)
βlow 0.42∗ 0.94∗∗∗ 0.42∗

(0.25) (0.16) (0.25)
δprior x Group −0.31∗

(0.18)
βhigh x Group −0.53

(0.33)
βlow x Group 0.45

(0.29)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.02 p = 0.71 p = 0.02
H0 : β

high = βlow p = 0.67 p < 0.01 p = 0.67
H0 : β

high x Group = βlow x Group - - p = 0.09
R2 0.45 0.49 0.47
Adj. R2 0.45 0.49 0.46
Num. obs. 270 249 519

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for Ind and group prior

beliefs for Group. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

with second parties, belief updating by groups is not significantly more asymmetric than by

individuals (p = 0.96, column 3).

Table 5 pools observations across the Transfer and No-Transfer treatments. Overall,

we do not find any evidence of a self-serving bias in individuals or groups in the Transfer

treatments, compared to the third-party benchmark. Individuals in Ind and Ind-NT place

similar weights on their prior beliefs (p = 0.20, column 1), high signals (p = 0.27), and low

signals (p = 0.40). Similarly for groups, we do not find a significant difference in the weights

assigned to group prior beliefs (p = 0.62, column 2), high signals (p = 0.71), or low signals

(p = 0.76).

Result 3: Overall, we do not find evidence of a self-serving bias in belief updating for

individuals or for groups.
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Table 4: Belief updating in Ind-NT and Group-NT

Ind-NT Group-NT Pooled
(1) (2) (3)

δprior 0.29∗∗ 0.31∗∗ 0.29∗∗

(0.12) (0.14) (0.12)
βhigh −0.17 −0.21 −0.17

(0.21) (0.21) (0.22)
βlow 0.87∗ 0.78∗∗∗ 0.87∗

(0.46) (0.26) (0.46)
δprior x Group 0.02

(0.19)
βhigh x Group −0.04

(0.30)
βlow x Group −0.08

(0.53)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.77 p = 0.41 p = 0.77
H0 : β

high = βlow p = 0.07 p = 0.02 p = 0.07
H0 : β

high x Group = βlow x Group - - p = 0.96
R2 0.19 0.35 0.25
Adj. R2 0.18 0.34 0.24
Num. obs. 270 234 504

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind-

NT ) and at the group level (in Group-NT ) in parentheses. The dependent variable is the belief about the

proportion of groups that send a quarter or more of their account. We use individual prior beliefs for Ind-NT

and group prior beliefs for Group-NT. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

4.3 Transfers

Figure 2 presents the average transfers made by individuals and groups in the trust game.

We find no significant difference in the average transfers made by individuals and groups

in Group A (Ind : 27.97 vs. Group: 30.00, p = 1.00), and in Group B (18.67 vs. 16.73,

p = 0.40). These results are also reflected in the regression analysis reported in Table 6.

Following communication, Group A members do not send a significantly different amount

(p = 0.75, column 1), as compared to individuals representing their groups. For Group B,

groups appear to send less than individuals, however this is also not significant (p = 0.60,

column 2).

Consistent with findings from previous work, Table 6 shows a significantly positive

relationship between prior beliefs and transfers made by both individuals (p < 0.01, column
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Table 5: Belief updating by individuals and groups

Ind Group
(1) (2)

δprior 0.29∗∗ 0.31∗∗

(0.12) (0.14)
βhigh −0.17 −0.21

(0.22) (0.21)
βlow 0.87∗ 0.78∗∗∗

(0.46) (0.27)
δprior x Transfer 0.25 −0.08

(0.20) (0.16)
βhigh x Transfer 0.38 −0.11

(0.34) (0.29)
βlow x Transfer −0.44 0.09

(0.52) (0.30)
H0 : δ

prior = 1 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.77 p = 0.41
H0 : β

high = βlow p = 0.07 p = 0.02
R2 0.30 0.41
Adj. R2 0.30 0.41
Num. obs. 540 483

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for individuals and

group prior beliefs for groups. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

Figure 2: Transfers by individuals and groups
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Note: Error bars represent standard errors.

78



Table 6: Transfers by individuals and groups (as a % of group account)

Group A Group B Pooled
(1) (2) (3)

Group 5.38 −1.82 1.32
(6.04) (3.50) (3.61)

Prior belief 0.37∗∗∗ 0.16∗∗ 0.26∗∗∗

(0.12) (0.07) (0.07)
Constant 13.57∗∗ 12.93∗∗∗ 13.69∗∗∗

(6.37) (3.49) (3.72)
R2 0.14 0.09 0.10
Adj. R2 0.11 0.06 0.08
Num. obs. 60 60 120

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

transfer made (as a % of the group account). The prior belief is the individual prior for Ind and the group

prior in Group. In Group, we exclude 4 Group A’s and 6 Group B’s that failed to reach an agreement on

the group prior. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

1) and groups (p < 0.01, columm 2). This pattern holds when we pool data from both the

Ind and Group treatments (p < 0.01, column 3), indicating that transfers are increasing

in participants’ beliefs about the likelihood of being matched with a group that transferred

a relatively greater amount. In Appendix G, we show that individuals and groups with

relatively lower prior beliefs transfer less than those with higher priors.

Result 4: We do not find a significant difference between group transfers and the transfers

made by individuals representing their groups. Transfers are, however, increasing in both

individual and group prior beliefs.

4.4 Text analysis of communication data

To further explore the role of communication in group decisions (Cooper and Kagel, 2005),

we perform text analyses on Group B chat data.27 Our goal is to better understand the

motivations and reasons used to justify belief and transfer decisions. We organize the most

frequently-used relevant keywords into four main topics.28 The topics Low and High contain

keywords which specify magnitude or relative magnitude related to the signal, belief or trans-

fer amount, i.e., “less”, “low”, “small”, “greater”, “high” and “large”. The topic Fairness

27We focus on Group B’s given that our main analysis is on the effect of communication on belief updating.
28We excluded stop words, punctuation, symbols and “stemmed” words which share the same root, e.g.,

“low” and “lower” would be grouped together. Non-relevant keywords include words that are not related to
opinions about beliefs or transfers, e.g., “think”, “okay”, “yeah”, etc.
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offers insight into motivations related to fairness and selfishness, including the words “nice”,

“fair”, “generous”, “greed”, “selfish” and “profit”. One example of such a message is: “I

doubt people will be so generous”. The topic Risk also includes keywords that explain par-

ticipants’ decisions and highlights the risky nature of the transfer decision, including “trust”,

“lose”, “safe”, “risk” and “faith”. For example, one message containing the keyword “risk”

is: “I feel there will still be some groups that just wanna [sic] take the 100 and not risk

anything”.

Figure 3 depicts the distribution of topics across the Transfer and No-Transfer treat-

ments. Groups in the Transfer treatment are more likely to use words related to Fairness

and Risk, compared to those in the No-Transfer treatment. According to a χ2 test, the dis-

tribution of topics is significantly different across treatments (p < 0.01). Qualitatively when

we examine messages related to Risk, third parties are more likely to highlight the low-risk

nature of the decision, e.g., “I think should be quite high because it’s low risk”, while second

parties are more likely to characterise the decision as being higher risk, e.g., “the more they

send to us they more they will lose”.

Figure 3: Distribution of topics in the Transfer and No-Transfer treatments
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We find similar results when we use a topic modeling approach to uncover underlying

topics in communication. Following Hanaki and Ozkes (2023) and Andres et al. (2022), we

use Latent Dirichlet Allocation (LDA), an unsupervised machine learning algorithm which

finds natural groups of text data, see Blei (2012) for an overview of the procedure. One major

advantage of this approach is that it does not rely on subjective assessments by researchers

in predefining categories.29 We first organize the chat data into “documents”, one for each

29See Brandts et al. (2019) and Hanaki and Ozkes (2023) for discussions of different methods of classifying

80



line of chat messages sent by Group B members.30 The text corpus is thus made up of 3950

documents. To minimize noise in the LDA model, we remove stopwords, correct for spelling

mistakes, coerce all words to lower case, remove numbers and punctuation, and allow each

token (i.e., keywords or key phrases) to be between 1-2 words long.31 We use the method

by Cao et al. (2009) which adaptively selects the optimal number of topics based on topic

density. Figure 4 presents the Cao et al. (2009) metric which is minimized for the optimal

LDA model. Based on this, we estimate a LDA model with K = 15 topics which minimizes

the Cao et al. (2009) metric for a sufficient number of topics. Therefore, both the number

of topics and the grouping of topics are selected by the algorithm based on patterns within

the chat data.

Figure 4: Selecting the optimal number of topics
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Figures 5-8 presents the top ten tokens for Topics 6, 7, 10 and 12 and the probability

of observing each token in the chat data (see Appendix H for all 15 topics). A common

feature of these four topics is that they contain keywords related to risk in the top ten list,

i.e., “trust”, “safe”, “lose”, “faith” and “risk”. Examples of such messages include: “group

A loses least if they put 1%”, “0 is the only safe line”, and “yeah that seems fair, i [sic] guess

especially in groups where they may have been more likely to be risk averse?”. The results

of the LDA analysis therefore support the findings of the text analysis that risk preferences

play a key role in group communication and groups’ decisions.

The machine learning approach also offers support for the role of social preferences in

free-form communication.
30See Appendix H for the LDA model for Group A chat data.
31Examples of stopwords include: “the”, “a” and “are”. Examples of 2-word tokens include: “send back”,

“group transfer” and “fairly low”.
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Figure 5: Topic 6 Figure 6: Topic 7

Figure 7: Topic 10 Figure 8: Topic 12

players’ decisions, consistent with the existing literature on the trust game. Topics 3 and 11

(Figures 9 and 10) features keywords related to fairness in the top ten, i.e., “greedy” and

“generous”, for example: “let’s be greedy”, “I’m feeling generous”, and “I doubt people will

be so generous”.

4.5 Risk preferences

Based on the text analysis of communication, risk appears to play a major role in group

beliefs and choices in the trust game. We subsequently explore the role of risk attitudes in

transfer decisions as well as in prior and posterior beliefs.32

32We show in Appendix I that individual risk preferences do not differ across the Transfer and No-Transfer
treatments, nor between Ind and Group.
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Figure 9: Topic 3 Figure 10: Topic 11

4.5.1 Risk preferences and transfers

We use the Eckel and Grossman (2002) measure to classify individuals and groups as rel-

atively more risk-averse, or relatively more risk-tolerant. We classify individuals as being

more risk-averse if they chose one of the less risky lotteries (lotteries 1, 2, or 3), while those

who chose one of the more risky lotteries (lotteries 4, 5, or 6) are classified as more risk-

tolerant.33 In Group, we use the number of risk-averse group members as a measure of the

group’s risk profile.

Table 7 presents the relationship between risk attitudes and transfers made in the Trans-

fer treatment. In Ind, we examine the relationship between transfer choices and individual

risk preferences. We do not observe a significant relationship for either Group A (p = 0.96,

column 1), Group B (p = 0.86, column 2) or when we pool the two groups (p = 0.95, column

3). We find some evidence that Group A’s transfers are negatively correlated with the num-

ber of risk-averse members in the group (p = 0.07, column 4). The direction of the effect is

also negative for Group B’s (p = 0.78, column 5) and when we pool data for both groups

(p = 0.28, column 6), though not significantly so.

4.5.2 Risk preferences and prior beliefs

We next examine whether a relationship exists between risk preferences and prior beliefs

for individuals and groups. Table 8 shows that the more risk-tolerant an individual is, the

greater their individual prior belief and this is significant for Group B (p = 0.04, column 2)

and the pooled data (p = 0.03, column 3), though not for Group A (p = 0.19, column 1).

33This classification is intended to approximately divide participants into two groups – one that is rel-
atively more risk-averse and one that is relatively more risk-tolerant – rather than as an label of absolute
risk-aversion.
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Table 7: Group and individual transfers by risk attitudes

Ind Group

Group A Group B Pooled Group A Group B Pooled
(1) (2) (3) (4) (5) (6)

Ind Risk 0.12 0.37 0.10
(2.54) (2.04) (1.70)

# Risk-averse −11.47∗ −1.01 −4.04
(6.12) (3.55) (3.67)

Constant 27.56∗∗∗ 17.36∗∗ 22.97∗∗∗ 49.88∗∗∗ 18.18∗∗∗ 29.77∗∗∗

(9.83) (7.70) (6.52) (11.50) (5.76) (6.44)
R2 0.00 0.00 0.00 0.11 0.00 0.02
Adj. R2 −0.04 −0.03 −0.02 0.08 −0.03 0.00
Num. obs. 30 30 60 30 30 60

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

transfer made (as a % of the group account) by the individual for columns 1-3 and by the group for columns

4-6. # Risk-averse takes a value between 0 and 3 for the number of group members who are classified as

more risk-averse. Ind Risk denotes the lottery choice between 1 and 6. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

As the number of risk-averse group members increases, the group prior tends to decrease

for Group A (p = 0.03, column 4), Group B (p = 0.08, column 5) and when we pool the

two types of groups (p < 0.01, column 6). This is largely consistent with the findings for

individual priors.

4.5.3 Belief updating by group risk profile

Given the correlation between risk preferences and prior beliefs, we investigate whether risk

also plays a role in belief updating.34 Columns 1 and 2 of Table 9 compare belief updating

across Group and Group-NT based on the group risk profile. We classify groups as “risk-

averse” if a majority (two or more members) are classified as more risk-averse, and “risk-

tolerant” if two or more members are more risk-tolerant. In the No-Transfer treatment,

risk-averse groups place more weight on prior beliefs than risk-tolerant groups (p = 0.05,

column 2), but place similar weights on high signals (p = 0.42) and low signals (p = 0.27).

In the Transfer treatment, however, the two group types do not differ in the weight on

prior beliefs (p = 0.24, column 1), but risk-averse groups place substantially less weight on

high signals (p < 0.01) and more weight on low signals (p = 0.02), which is indicative of a

self-serving bias in updating.

34Appendix J examines belief updating based on whether groups transferred less or more than the median
transfer, as a proxy for social preferences.
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Table 8: Group and individual priors by risk attitudes

Individual prior Group prior

Group A Group B Pooled Group A Group B Pooled
(1) (2) (3) (4) (5) (6)

Ind Risk 1.38 2.99∗∗ 1.86∗∗

(1.06) (1.48) (0.86)
# Risk-averse −9.17∗∗ −10.57∗ −9.55∗∗∗

(4.19) (5.88) (3.35)
Constant 35.10∗∗∗ 27.67∗∗∗ 32.88∗∗∗ 48.27∗∗∗ 49.35∗∗∗ 48.56∗∗∗

(4.03) (5.83) (3.31) (7.58) (9.55) (5.86)
R2 0.01 0.03 0.01 0.08 0.10 0.08
Adj. R2 0.00 0.02 0.01 0.06 0.07 0.07
Num. obs. 240 120 360 60 30 90

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

individual prior for columns 1-3 and the group prior for columns 4-6. # Risk-averse takes a value between 0

and 3 for the number of group members who are classified as more risk-averse. Ind Risk denotes the lottery

choice between 1 and 6. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

We then compare, for each group risk profile, whether updating differs across the Trans-

fer and No-Transfer treatments, which would indicate a self-serving bias. Groups that are

more risk-averse in the Transfer treatment place less weight on prior beliefs (p < 0.01, col-

umn 3), less weight on high signals (p < 0.01) and more weight on low signals (p = 0.04), as

compared to third party groups in the No-Transfer treatment. Risk-averse groups are, there-

fore, more likely to be motivated to believe the other group did not transfer much. However,

we do not observe this in more risk-tolerant groups, as these groups place similar weights on

prior beliefs (p = 0.45, column 4), high signals (p = 0.98) and low signals (p = 0.52) in the

Transfer and No-Transfer treatments.

Thus, while we find no evidence of a self-serving bias for groups overall, our findings

suggest that Result 3 is masking some important heterogeneity in belief updating, based on

the risk appetite of groups. We find that risk attitudes matter for how groups process new

information, with greater risk aversion associated with more biased belief updating.

4.5.4 Belief updating by individual risk attitudes

We next investigate whether risk attitudes also affect belief updating at the individual level.

While there is some evidence that more risk-averse individuals place less weight on high

signals (p = 0.07, column 1, Table 10) than their more risk-tolerant counterparts in Ind, this

is also the case in Ind-NT (p = 0.08, column 2).
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Table 9: Belief updating in Group by group risk profile

Group Group-NT Risk-averse Risk-tolerant
(1) (2) (3) (4)

δprior 0.24∗∗∗ 0.11 0.42∗∗∗ 0.12
(0.04) (0.14) (0.07) (0.16)

βhigh −0.06 −0.07 −0.26∗ −0.05
(0.14) (0.19) (0.14) (0.21)

βlow 0.68∗∗∗ 0.44 0.79∗∗∗ 0.43
(0.22) (0.27) (0.16) (0.30)

δprior x Risk-averse −0.08 0.31∗

(0.07) (0.16)
βhigh x Risk-averse −0.78∗∗∗ −0.19

(0.21) (0.23)
βlow x Risk-averse 0.63∗∗ 0.35

(0.27) (0.32)
δprior x Transfer −0.29∗∗∗ 0.13

(0.09) (0.17)
βhigh x Transfer −0.55∗∗∗ −0.01

(0.20) (0.25)
βlow x Transfer 0.45∗∗ 0.24

(0.22) (0.38)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.14 p = 0.04 p = 0.18 p = 0.06
H0 : β

high = βlow p < 0.01 p = 0.12 p < 0.01 p = 0.17
R2 0.53 0.39 0.65 0.14
Adj. R2 0.51 0.37 0.64 0.12
Num. obs. 249 234 261 222

Notes: Ordinary least squares regression with standard errors clustered at the group level in parentheses.

The dependent variable is the group belief about the proportion of groups that send a quarter or more of

their account. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

However, in contrast to groups, we do not find a significant difference between the

Transfer and No-Transfer treatments among risk-averse individuals for either high signals

(p = 0.75, column 3) or low signals (p = 0.41). Our results are similar for risk-tolerant

individuals for high signals (p = 0.90, column 4) and low signals (p = 0.31). Individuals do

not appear to update their beliefs in a self-serving way, regardless of their risk appetite.

Taken together, we find evidence of a self-serving bias in belief updating by groups

that are more risk-averse. However, we do not observe more biased updating by risk-averse

individuals. Our results suggest that risk aversion and decision making in groups on their

own are not sufficient to generate motivated biases in updating, however, the interaction
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Table 10: Belief updating in Ind by individual risk attitudes

Ind Ind-NT Risk-averse Risk-tolerant
(1) (2) (3) (4)

δprior 0.67∗∗∗ 0.41∗∗∗ 0.37∗∗ 0.26
(0.15) (0.15) (0.17) (0.31)

βhigh 0.52 −0.00 −0.10 −0.33
(0.37) (0.28) (0.30) (0.33)

βlow 0.33 0.87 0.77∗ 0.74∗

(0.45) (0.53) (0.40) (0.43)
δprior x Risk-averse −0.29 −0.50∗

(0.22) (0.27)
βhigh x Risk-averse −0.74∗ −0.67∗

(0.43) (0.38)
βlow x Risk-averse 0.37 −0.25

(0.54) (0.69)
δprior x Transfer −0.10 −0.09

(0.23) (0.31)
βhigh x Transfer −0.14 −0.09

(0.50) (0.40)
βlow x Transfer 0.27 0.06

(0.55) (0.45)
H0 : δ

prior = 1 p = 0.03 p < 0.01 p < 0.01 p = 0.02
H0 : β

high = 1 p = 0.19 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.14 p = 0.80 p = 0.56 p = 0.55
H0 : β

high = βlow p = 0.79 p = 0.20 p = 0.15 p = 0.12
R2 0.50 0.24 0.56 0.24
Adj. R2 0.49 0.22 0.55 0.22
Num. obs. 261 270 234 249

Notes: Ordinary least squares regression with standard errors clustered at the individual level in parentheses.

The dependent variable is the individual belief about the proportion of groups that send a quarter or more

of their account. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

between the two does lead to more biased beliefs. While we do not find a tendency toward

motivated reasoning for all groups, the risk profile of a group is important in determining

how new information is incorporated into beliefs.

5 Conclusion

In this paper, we examine the role of communication in group belief updating in the presence

of a self-interested motive to bias beliefs. We directly elicit the beliefs of groups (that
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are required to reach a consensus) and compare these to the beliefs of individual group

members, thus isolating within-group communication in the belief formation process. We

experimentally manipulate the presence of a self-serving motive and compare the beliefs of

participants who are motivated to minimize the cognitive dissonance between maximizing

payoffs and believing their actions to be fair, and disinterested third parties, who do not

have a vested interest in the outcome. We conjecture that groups are more likely to hold

biased beliefs because the psychological cost of distorting beliefs is lower for groups following

communication.

Our main findings are as follows. Overall, groups do not differ significantly from indi-

viduals in transfer decisions or prior beliefs. Groups exhibit asymmetric updating (and are

more responsive to low signals than high signals) but do not appear to be more biased than

individuals in belief updating. However, we do observe a self-serving bias by groups that

are composed of more risk-averse members, while this is not present in groups with more

risk-tolerant members. Crucially, individuals who are more risk-averse do not exhibit such

biases. Taken together, our results highlight the role of the group decision-making environ-

ment and group composition in intensifying individual risk preferences, with consequences

for how new information is incorporated into group beliefs.

Our research has several policy implications. First, we find no evidence to suggest that

communication and the group decision-making environment per se contribute to more bi-

ased information processing. While many major decisions are already made by committees,

our results do not suggest that group decision making is necessarily worse than individual

decisions. However, a second important implication is the potential for the group environ-

ment to exaggerate individual members’ characteristics. This is consistent with conclusions

by Kerr et al. (1996) that groups can attenuate, amplify or reproduce individual biases and

that the effect of group discussion depends on the decision making context. We contribute

to the literature examining whether and how group decisions differ from individual deci-

sions by offering direct evidence on belief updating following within-group communication.

Our findings highlight the need for a greater diversity of perspectives within organizations

in order to minimize the potential for biased decision making. Finally, we contribute to

a small but growing literature that do not find evidence of excuse-driven selfishness (e.g.,

Van der Weele et al., 2014; Bartling and Özdemir, 2023; Valero, 2021) and that more work

is needed to better understand the conditions that facilitate motivated reasoning. Drobner

(2022) offers evidence that motivated reasoning is less likely when subjects expect to receive

feedback straightaway. Both Ging-Jehli et al. (2020) and Gangadharan et al. (2022) elicit

beliefs from neutral observers and find no evidence that beliefs are distorted to excuse selfish

decisions. While there is growing interest in documenting instances of motivated reasoning,
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more work is needed to better understand when beliefs are more likely to be distorted. Our

results suggest that both communication and the composition of a group matter in providing

a fertile environment for biased beliefs.

An interesting avenue for future work is to examine whether communication in groups

can amplify other individual preferences, attitudes or biases that could also lead to biased

beliefs. Where the composition of groups cannot be altered or is difficult to change, another

important area for future research is to investigate how biased belief updating in groups

could be mitigated through other means.
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A Instructions

Figure A.1: Problem solving task instructions

Figure A.2: Overview of instructions (Group B)
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Figure A.3: Overview of instructions (Group B)

Figure A.4: Overview of instructions (Group B)
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Figure A.5: Overview of instructions (Group B)
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Figure A.6: Overview of instructions (Group B)
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Figure A.7: Individual prior belief instructions (Group B)
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Figure A.8: Individual prior belief task screen (Group B)
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Figure A.9: Group prior belief instructions (Group B)
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Figure A.10: Group prior belief task screen (Group B)
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Figure A.11: Group posterior beliefs instructions (Group B)
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Figure A.12: Group posterior beliefs task screen (Group B)
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Figure A.13: Transfer instructions (Group B)
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Figure A.14: Transfer task screen (Group B)
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Figure A.15: Risk task screen
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Figure A.16: Group prior belief task screen (Group A)
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Figure A.17: Transfer task screen (Group A)
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Figure A.18: Individual prior belief task screen (Ind B)
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Figure A.19: Individual posterior belief task screen (Ind B)
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Figure A.20: Transfer task screen (Ind B)
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Figure A.21: Individual prior belief task screen (Ind A)
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Figure A.22: Transfer task screen (Ind A)
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B Experimental timeline

Figure B.1: Timeline

Notes: Subjects in Group B report a total of three posterior beliefs after observing each signal. The dotted

lines denote the additional transfer decision made by subjects in Ind and Group but not in the No-Transfer

treatments.
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C Confidence in beliefs

C.1 Confidence in prior beliefs

Table C.1: Prior beliefs by confidence in Ind and Group

(1)
Confidence 1.32∗∗

(0.60)
Group 0.11

(0.58)
Constant 27.83∗∗∗

(3.36)
R2 0.01
Adj. R2 0.01
Num. obs. 780

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

reported confidence level in prior beliefs. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.

C.2 Confidence in posterior beliefs

Table C.2: Posterior beliefs and confidence

(1)
Confidence 0.95∗

(0.57)
Group −3.84

(3.43)
Signal: Low −7.65∗∗∗

(1.65)
Constant 37.15∗∗∗

(3.77)
R2 0.06
Adj. R2 0.06
Num. obs. 3051

Notes: Ordinary least squares regression with standard errors in parentheses. The dependent variable is the

reported confidence level in posterior beliefs. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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D Posterior beliefs

Table D.1 presents average posterior beliefs for individuals and groups, based on the type of

signal received. In both Ind and Group, posterior beliefs are significantly higher following a

high signal than a low signal (p < 0.01), showing that at the aggregate level, participants are

responsive to signals and updating in the correct direction. Following a low signal, individual

and group posteriors are not significantly different (33.69 vs. 31.73, p = 0.27). However,

following a high signal, individual beliefs are significantly higher than group beliefs (43.66

vs. 38.70, p = 0.04), suggesting a potential role of communication in the discounting of high

signals by groups.

Table D.1: Posterior beliefs by signal type

Ind Group Ind-TP Group-TP
Signal = Low 33.69 31.73 33.04 33.29

(2.30) (1.82) (2.07) (2.07)
Signal = High 43.66 38.70 43.62 42.99

(1.58) (1.45) (1.66) (1.91)
All signals 40.89 36.01 40.44 38.14

(1.33) (1.15) (2.58) (2.51)

Notes: Standard errors in parentheses. We exclude 3 groups in the Transfer treatments and 4 groups in the

Third Party treatments due to a failure to reach an agreement within the allocated time.

Comparing average posterior beliefs in Ind-TP and Group-TP, posteriors are again

significantly lower following a low signal than a high signal (p < 0.01). Conditional on

receiving a low signal, individuals and groups in the Third party treatments do not differ in

their posterior beliefs (33.04 vs. 33.29, p = 0.61). We similarly do not observe a difference

in posteriors following a high signal (43.62 vs. 42.99, p = 0.99). Comparing across the

Transfer and Third party treatments, beliefs in Group-TP are higher than those in Group,

with marginal significance (38.14 vs. 36.01, p = 0.10).
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E Belief updating excluding updates in the wrong di-

rection

Table E.1: Belief updating in Ind and Group

Ind Group Pooled
(1) (2) (3)

δprior 0.53∗∗∗ 0.25∗∗∗ 0.53∗∗∗

(0.17) (0.10) (0.17)
βhigh 0.20 −0.33 0.20

(0.29) (0.22) (0.29)
βlow 0.49∗ 0.91∗∗∗ 0.49∗

(0.27) (0.17) (0.27)
δprior x Group 0.12

(0.18)
βhigh x Group −0.08

(0.29)
βlow x Group −0.06

(0.56)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.06 p = 0.62 p = 0.77
H0 : β

high = βlow p = 0.58 p < 0.01 p = 0.11
H0 : β

high x Group = βlow x Group - - p = 0.16
R2 0.44 0.51 0.47
Adj. R2 0.44 0.50 0.46
Num. obs. 255 228 483

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for Ind and group prior

beliefs for Group. Updates in the wrong direction are excluded. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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Table E.2: Belief updating in Ind-NT and Group-NT

Ind-NT Group-NT Pooled
(1) (2) (3)

δprior 0.30∗∗ 0.42∗∗∗ 0.30∗∗

(0.12) (0.13) (0.12)
βhigh −0.14 −0.22 −0.14

(0.22) (0.20) (0.22)
βlow 0.85∗ 0.80∗∗∗ 0.85∗

(0.50) (0.24) (0.50)
δprior x Group 0.12

(0.18)
βhigh x Group −0.08

(0.29)
βlow x Group −0.06

(0.56)
H0 : δ

prior = 1 p = 0.01 p < 0.01 p = 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.77 p = 0.40 p = 0.77
H0 : β

high = βlow p = 0.11 p = 0.01 p = 0.11
H0 : β

high x Group = βlow x Group - - p = 0.98
R2 0.19 0.48 0.29
Adj. R2 0.18 0.47 0.28
Num. obs. 258 216 474

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind-

NT ) and at the group level (in Group-NT ) in parentheses. The dependent variable is the belief about the

proportion of groups that send a quarter or more of their account. We use individual prior beliefs for Ind-NT

and group prior beliefs for Group-NT. Updates in the wrong direction are excluded. ∗∗∗p < 0.01; ∗∗p < 0.05;
∗p < 0.1.
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Table E.3: Belief updating for individuals and groups

Ind Group
(1) (2)

δprior 0.30∗∗ 0.42∗∗∗

(0.12) (0.13)
βhigh −0.14 −0.22

(0.22) (0.20)
βlow 0.85∗ 0.80∗∗∗

(0.50) (0.24)
δprior x Transfer 0.23 −0.19

(0.21) (0.16)
βhigh Transfer 0.34 −0.09

(0.36) (0.28)
βlow x Transfer −0.37 0.06

(0.57) (0.29)
H0 : δ

prior = 1 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.77 p = 0.40
H0 : β

high = βlow p = 0.11 p = 0.01
R2 0.30 0.50
Adj. R2 0.29 0.49
Num. obs. 513 444

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for individuals and group

prior beliefs for groups. Updates in the wrong direction are excluded. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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Table E.4: Belief updating in Group by group risk profile

Group Group-NT Risk-averse Risk-tolerant
(1) (2) (3) (4)

δprior 0.26∗∗∗ 0.35∗∗∗ 0.45∗∗∗ 0.40∗∗∗

(0.04) (0.13) (0.08) (0.15)
βhigh 0.01 −0.15 −0.27∗∗ −0.14

(0.14) (0.17) (0.14) (0.19)
βlow 0.54∗∗ 0.72∗∗∗ 0.78∗∗∗ 0.75∗∗∗

(0.22) (0.22) (0.16) (0.24)
δprior x Risk-averse −0.14∗∗ 0.10

(0.07) (0.15)
βhigh x Risk-averse −0.96∗∗∗ −0.12

(0.21) (0.22)
βlow x Risk-averse 0.91∗∗∗ 0.06

(0.27) (0.28)
δprior x Transfer −0.35∗∗∗ −0.13

(0.09) (0.15)
βhigh x Transfer −0.64∗∗∗ 0.15

(0.19) (0.24)
βlow x Transfer 0.59∗∗∗ −0.21

(0.21) (0.33)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p < 0.01 p = 0.18 p = 0.18 p = 0.29
H0 : β

high = βlow p < 0.01 p < 0.01 p < 0.01 p < 0.01
R2 0.56 0.49 0.66 0.27
Adj. R2 0.55 0.47 0.65 0.24
Num. obs. 228 216 243 201

Notes: Ordinary least squares regression with standard errors clustered at the group level in parentheses.

The dependent variable is the group belief about the proportion of groups that send a quarter or more of

their account. Updates in the wrong direction are excluded. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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Table E.5: Belief updating in Ind by individual risk attitudes

Ind Ind-NT Risk-averse Risk-tolerant
(1) (2) (3) (4)

δprior 0.66∗∗∗ 0.42∗∗∗ 0.37∗∗ 0.67∗∗∗

(0.17) (0.15) (0.17) (0.13)
βhigh 0.52 0.03 −0.13 −0.33

(0.40) (0.28) (0.29) (0.29)
βlow 0.40 0.89 0.69∗∗ 1.07∗∗∗

(0.48) (0.57) (0.35) (0.30)
δprior x Risk-averse −0.32 −0.49∗

(0.22) (0.27)
βhigh x Risk-averse −0.81∗ −0.67∗

(0.44) (0.38)
βlow x Risk-averse 0.41 −0.45

(0.54) (0.72)
δprior x Transfer −0.13 −0.48∗∗∗

(0.23) (0.14)
βhigh x Transfer −0.16 −0.05

(0.52) (0.37)
βlow x Transfer 0.42 −0.35

(0.51) (0.34)
H0 : δ

prior = 1 p = 0.04 p < 0.01 p < 0.01 p = 0.01
H0 : β

high = 1 p = 0.23 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.21 p = 0.85 p = 0.37 p = 0.81
H0 : β

high = βlow p = 0.87 p = 0.23 p = 0.13 p < 0.01
R2 0.50 0.23 0.56 0.45
Adj. R2 0.49 0.22 0.55 0.44
Num. obs. 246 258 219 225

Notes: Ordinary least squares regression with standard errors clustered at the individual level in parentheses.

The dependent variable is the individual belief about the proportion of groups that send a quarter or more

of their account. Updates in the wrong direction are excluded. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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F Belief updating with proxy for non-matches in pos-

terior beliefs

Table F.1: Belief updating in Ind and Group (proxy for posterior beliefs)

Ind Group Pooled
(1) (2) (3)

δprior 0.54∗∗∗ 0.26∗∗∗ 0.54∗∗∗

(0.06) (0.04) (0.15)
βhigh 0.21∗ −0.31∗∗∗ 0.21

(0.12) (0.10) (0.27)
βlow 0.42∗∗∗ 0.89∗∗∗ 0.42∗

(0.16) (0.13) (0.25)
δprior x Group −0.30∗

(0.17)
βhigh x Group −0.50

(0.33)
βlow x Group 0.40

(0.29)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p < 0.01 p = 0.38 p = 0.02
H0 : β

high = βlow p = 0.35 p < 0.01 p = 0.67
H0 : β

high x Group = βlow x Group - - p = 0.11
R2 0.45 0.48 0.47
Adj. R2 0.45 0.48 0.46
Num. obs. 270 270 540

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for Ind and group prior

beliefs for Group. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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Table F.2: Belief updating in Ind-NT and Group-NT (proxy for posterior be-
liefs)

Ind-NT Group-NT Pooled
(1) (2) (3)

δprior 0.29∗∗∗ 0.20∗∗∗ 0.29∗∗

(0.07) (0.06) (0.12)
βhigh −0.17 −0.19 −0.17

(0.12) (0.13) (0.21)
βlow 0.87∗∗∗ 0.81∗∗∗ 0.87∗

(0.28) (0.14) (0.46)
δprior x Group −0.09

(0.18)
βhigh x Group −0.03

(0.32)
βlow x Group −0.06

(0.53)
H0 : δ

prior = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.64 p = 0.19 p = 0.77
H0 : β

high = βlow p < 0.01 p < 0.01 p = 0.07
H0 : β

high x Group = βlow x Group - - p = 0.97
R2 0.19 0.28 0.23
Adj. R2 0.18 0.28 0.22
Num. obs. 270 270 540

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for Ind and group prior

beliefs for Group. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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Table F.3: Belief updating by individuals and groups (proxy for posterior beliefs)

Ind Group
(1) (2)

δprior 0.29∗∗ 0.20
(0.12) (0.13)

βhigh −0.17 −0.19
(0.21) (0.24)

βlow 0.87∗ 0.81∗∗∗

(0.46) (0.27)
δprior x Transfer 0.25 0.04

(0.20) (0.15)
βhigh x Transfer 0.38 −0.09

(0.35) (0.31)
βlow x Transfer −0.44 0.01

(0.52) (0.30)
H0 : δ

prior = 1 p < 0.01 p < 0.01
H0 : β

high = 1 p < 0.01 p < 0.01
H0 : β

low = 1 p = 0.77 p = 0.48
H0 : β

high = βlow p = 0.07 p = 0.02
R2 0.30 0.37
Adj. R2 0.30 0.36
Num. obs. 540 540

Notes: Ordinary least squares regression with standard errors clustered at the individual level (in Ind) and

at the group level (in Group) in parentheses. The dependent variable is the belief about the proportion of

groups that send a quarter or more of their account. We use individual prior beliefs for Ind and group prior

beliefs for Group. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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G Transfers and beliefs

Individuals who have a prior belief that is higher than the median (30%), transfer more than

those with a prior that is lower than the median (p < 0.01). Similarly, groups with a higher

group prior transfer more than groups with a lower group prior belief (p < 0.01).

Figure G.1: Transfers by prior belief
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Individuals with a posterior that is higher than the median (30%) do not transfer more

than those with lower posteriors (p = 0.52). Groups with higher posteriors do not transfer

more than groups with lower posteriors (p = 0.14). Groups with low posteriors transfer less

than individuals (p = 0.02) but we do not observe this for higher posteriors (p = 0.68)

Figure G.2: Transfers by posterior beliefs (Group B)
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H Latent dirichlet allocation

Figure H.1: Selecting the optimal number of topics (Group A)
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Figure H.2: Topics in the Latent Dirichlet Allocation model (Group A)
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Figure H.3: Topics in the Latent Dirichlet Allocation model (Group B)
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I Risk preferences

Figure I.1 depicts the distribution of lottery choices (with 6 choices in total) across all

treatments, with lottery 1 being the least risky and 6 being the most risky. Consistent

with the literature (e.g., Eckel and Grossman, 2002; Croson and Gneezy, 2009), men are on

average more likely to choose a riskier lottery compared to women (3.82 vs. 3.16, p < 0.01).

Comparing risk attitudes across the Transfer and No-Transfer treatments (see Figure

I.2), we find no significant difference in the distribution of individual risk preferences (p =

0.76, Kolmogorov-Smirnov test). On average, subjects in the Transfer treatment have a

risk measure of 3.47 while those in the No-Transfer treatment report a risk measure of 3.58

(p = 0.53). Similarly, average risk is 3.52 in Ind and 3.50 in Group and this difference is not

significant (p = 0.88).

Figure I.1: Individual risk attitudes
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Figure I.2: Individual risk attitudes in Ind and Group
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J Belief updating by the amount transferred in the

trust game

Table J.4 presents the regression analysis based on whether individuals and groups trans-

ferred a relatively low (high) amount, i.e., less (more) than the median transfer of of 17.70%,

which we use as a proxy for social preferences. Individuals who transfer less than the median

do not differ from those who transfer more than the median in the weights placed on prior

beliefs (column 1, p = 0.56), high signals (p = 0.25) and low signals (p = 0.72). Similarly,

we find no significant difference between groups that transfer low and high amounts for prior

beliefs (column 2, p = 0.38), high signals (p = 0.28) and low signals (p = 0.28). For those

that transfer a lower amount, groups tend to be less responsive to high signals than indi-

viduals (column 3, p = 0.04), and we find some evidence that low-transfer groups are more

asymmetric in belief updating than low-transfer individuals. Given that we do not observe

the transfer decisions of third parties, we are unable to directly observe self-serving biases.
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Table J.4: Belief updating by transfer

Ind Group Low-transfer High-transfer
(1) (2) (3) (4)

δprior 0.67∗∗∗ 0.39∗∗ 0.52∗∗∗ 0.66∗∗∗

(0.19) (0.17) (0.19) (0.19)
βhigh −0.08 −0.09 0.46 −0.01

(0.25) (0.32) (0.41) (0.26)
βlow 0.55∗∗ 0.55 0.37 0.44∗

(0.25) (0.40) (0.45) (0.27)
δprior x Low-transfer −0.16 −0.17

(0.27) (0.20)
βhigh x Low-transfer 0.55 −0.44

(0.48) (0.41)
βlow x Low-transfer −0.18 0.47

(0.51) (0.44)
δprior x Group −0.32 −0.29

(0.22) (0.25)
βhigh x Group −0.96∗∗ −0.08

(0.47) (0.39)
βlow x Group 0.57 0.07

(0.48) (0.46)
H0 : δ

prior = 1 p = 0.09 p < 0.01 p = 0.01 p = 0.07
H0 : β

high = 1 p < 0.01 p < 0.01 p = 0.19 p < 0.01
H0 : β

low = 1 p = 0.07 p = 0.26 p = 0.16 p = 0.04
H0 : β

high = βlow p = 0.16 p = 0.34 p = 0.91 p = 0.35
H0 : β

high x Group = βlow x Group - - p = 0.08 p = 0.85
R2 0.50 0.50 0.48 0.50
Adj. R2 0.49 0.49 0.47 0.49
Num. obs. 261 249 273 246

Notes: Ordinary least squares regression with standard errors clustered at the individual level in parentheses.

The dependent variable is the individual belief about the proportion of groups that send a quarter or more

of their account. ∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1.
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Chapter 3: Norm-signalling punishment∗

Daniele Nosenzo †, Erte Xiao ‡, Nina Xue §

Abstract

The literature on punishment and prosocial behavior has presented conflicting findings. In

some settings, punishment crowds out prosocial behavior and backfires; in others, however,

it promotes prosociality. We examine whether the punisher’s motives can help reconcile

these results through a novel experiment in which the agent’s outcomes are identical in two

environments, but in one punishment is self-serving (i.e., potentially benefits the punisher)

while in the other it is other-regarding (i.e., potentially benefits a third party). We find that

self-regarding punishment reduces the social stigma of selfish behavior, while other-regarding

punishment does not. As a result, self-serving punishment is less effective at encouraging

compliance and is more likely to backfire compared to other-regarding punishment. Our

findings have implications for the design of punishment mechanisms and highlight the im-

portance of the punisher’s motives in the norm-signalling function of punishment.
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1 Introduction

Evidence on the effectiveness of punishment in disciplining individual self-interest is mixed.

In some settings, punishment appears to effectively restrain self-interest and promote proso-

cial behavior (e.g., Fehr and Gächter, 2002; Andreoni et al., 2003; Villatoro et al., 2014).

However, another line of research shows that punishment can sometimes backfire and crowd

out prosocial behavior (e.g., Gneezy and Rustichini, 2000; Fehr and Rockenbach, 2003; Gal-

biati et al., 2013).1 The conflicting findings raise the question of why punishment crowds in

prosocial behavior in some cases, but crowds out prosociality in others.

Scholars in law and economics have argued that an important function of punishment –

which is crucial for its effectiveness – is to communicate information about society’s norms

and values (e.g., Sunstein, 1996; Posner, 1997; Kahan, 1998; McAdams, 2000; Bénabou and

Tirole, 2006; Bénabou and Tirole, 2011). This paper investigates whether the punisher’s

motivation for imposing punishment can affect the message conveyed about underlying social

norms, hence altering its effectiveness. In particular, we compare two forms of punishment:

(1) punishment that is designed to nudge an agent towards compliance for the punisher’s

own gain (“self-serving punishment”), and (2) punishment that encourages compliance for

the benefit of a third party (“other-regarding punishment”). Based on a simple theoretical

framework, our hypothesis is that self-serving punishment transmits a weaker normative

message compared to other-regarding punishment, and is hence more likely to trigger a

crowding-out of prosocial behavior.

We design a novel principal-agent experimental paradigm to examine whether the same

punishment mechanism (from the agent’s perspective) can both crowd in and crowd out

prosocial behavior, depending on whether punishment is motivated by self-interest, or by

a concern for others. A key feature of our design is that our treatments hold the agent’s

payoffs constant, and only differ in whether the (credible) threat of punishment can be used

to persuade the agent to take an action that increases the principal’s payoff or the payoff of a

passive third party. We focus on weak punishment that is not sufficient to change the cost of

compliance. We do so for two reasons. First, it allows us to focus on the expressive function

of punishment through norms, rather than by changing equilibrium behavior. Second, in

many real-world situations, punishment is weak due to the high costs of monitoring. To

investigate social norms, we follow Bicchieri and Xiao (2009) and Krupka and Weber (2013)

and elicit personal norms, injunctive norms and descriptive norms about the agent’s behavior

in the game.

Consistent with our hypothesis, we find that self-serving punishment sends a weaker

1For a review of the experimental literature on punishment, see Xiao (2018).
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normative message about the appropriateness of compliance relative to other-regarding pun-

ishment. In fact, self-serving punishment actually reduces the social stigma of making the

self-interested choice (compared to a scenario in which no punishment is used). In line with

these effects on norms, self-serving punishment increases the prevalence of crowding-out,

whereby agents who would behave prosocially in the absence of punishment, choose the self-

interested action when the principal imposes punishment. This backfiring of punishment is

significantly less likely in response to other-regarding punishment.

Our findings have implications for how policymakers, enforcement agencies and institu-

tions should design punishment mechanisms in order to avoid these detrimental crowding-out

effects. Specifically, punishment sends a stronger normative signal when agents perceive it to

be benefiting others, rather than simply the institution itself. Moreover, we contribute to the

existing literature on how punishment affects prosocial behavior and the interplay between

punishment mechanisms and social norms, which are increasingly recognized as an important

driver of behavior (e.g., Bicchieri and Xiao, 2009; Krupka and Weber, 2013; Gächter et al.,

2013; Kimbrough and Vostroknutov, 2016). Our findings shed light on a number of puzzling

results from previous studies. For example, punishment has been shown to backfire in the

trust game (e.g., Fehr and Rockenbach, 2003), but is often successful at raising contribu-

tions in public goods games (e.g., Fehr and Gächter, 2000). Although there are a number

of differences between the two games, one key difference is that in trust games punishment

only benefits the punisher, while in public goods games punishment can potentially bene-

fit multiple members of the group. Thus, punishment can be perceived as “self-interested”

in trust games and as more “other-regarding” in public goods games, which, as our paper

shows, has profound implications for the normative message transmitted by punishment.

Recent work has recognized the importance of the norm-transmitting role of punish-

ment and emphasized the benefits of combining punishment with the provision of normative

information (e.g., Kölle et al., 2020; Bicchieri et al., 2021).2 Less is known, however, about

which features of punishment can affect the transmission of social norms, and how best to

design punishment mechanisms to send a strong normative message. Bowles and Polania-

Reyes (2012) emphasise the role of the contextual and institutional details of punishment

mechanisms for their effectiveness. For example, punishment can be more effective when

it is endogenously chosen by the group (Tyran and Feld, 2006), or implemented in public

(Xiao and Houser, 2011). In a related study, Xiao (2013) shows that when punishment re-

sults in profits for the punisher, it is less effective in signaling to a third-party whether the

2Danilov and Sliwka (2017) study the ability of positive incentives to signal norms and show that the
choice of a fixed wage (over a performance-based wage) increases overall effort by changing agents’ empirical
expectations. See also Van der Weele (2012) on this point.
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punishee has lied or told the truth. Our paper differs from Xiao (2013) in that we design

and study a context in which the punishee’s choice is transparent, but the norm regulating

his/her behavior is ambiguous. The design allows us to provide direct evidence on how the

punishment motive affects beliefs about norms and the social stigma associated with cer-

tain actions. We show that whether the punishment is implemented out of a concern for

the punisher or for others can affect the strength of the normative message conveyed and

consequently decision-making.

2 Experimental design

We design a simple sequential principal-agent game with three players (Players A, B, and

C). Player B (“the agent”) chooses between a Communal Project (henceforth, CP) and an

Exclusive Project (henceforth, EP). The CP provides the same payoff (£8) to each player.

The EP offers a larger benefit to two of the three players (Player B and another player, A or

C, depending on treatment – see below) and offers £12 to each of the two “included” players

while the “excluded” player receives a lower payoff (£6). Before Player B makes a choice,

Player A (“the principal”) decides whether to impose a fixed fee to reduce the payoffs of

each of the two players who are included in the EP by £2.3 In our context, the principal

imposes a general rule about punishment before knowing the agent’s choice, similar to laws

which explicitly state the conditions under which fines and other punitive measures will be

imposed. The agent is therefore clear on the consequences of their choice when making their

decision.

Our two treatments vary whether the player who is excluded from the EP is Player A

or Player C (“the third party”). In the Self treatment, Player A is the excluded player and

receives a higher payoff under CP than EP (see Figure 1). Thus, by imposing the fee, the

principal can punish the agent if the agent takes an action (i.e. choosing the EP) that harms

the principal. In this sense, punishment is self-serving. In the Other treatment, Player C is

the excluded player (see Figure 2). By imposing the fee, not only does the principal punish

the agent for choosing EP, but also reduces his/her own payoff. In this case, punishment

cannot be self-serving and can only benefit the third party.

Note that an important feature of our design is that the two treatments are identical

in all aspects (including the agent’s incentives), except that in Self, punishment can be used

to benefit the punisher (Player A), while in Other it can only benefit a passive third party

(Player C). Moreover, punishment is weak in that the payoffs alone are not sufficient to

3The total payoff is higher in the EP than CP both with and without punishment. We chose these payoffs
to reflect situations in the real world in which tradeoffs exist between equality and efficiency.
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incentivize Player B to change their behavior (Player B always earns more under EP than

CP, regardless of whether Player A uses punishment). We elaborate in the next section on

the role of punishment in changing the agent’s behavior by signaling the underlying norm of

conduct. Thus, our treatments shed light on how self-serving motives underlying punishment

may influence the perception of social norms and hence behavior.

Figure 1: Self treatment Figure 2: Other treatment

In each treatment, Player A was asked to make a decision about whether to use pun-

ishment or not. We elicited Player B’s decisions using a strategy elicitation method, i.e.,

we asked Player B to make one choice in case A imposed a fee, and one choice in case A

did not impose a fee.4 Our analysis, which we pre-registered together with the experimental

design on AsPredicted.org (pre-registration #64211), will focus on how the agent’s strate-

gies change based on the principal’s punishment decision. In particular, depending on the

agent’s choices, we classify them as one of four possible types: (i) “Unconditional CP” if

they choose the CP regardless of whether A uses punishment; (ii) “Unconditional EP” if

they choose the EP regardless of punishment; (iii) “Crowded-in” if they choose the CP when

A uses punishment and the EP when A does not; and (iv) “Crowded-out” if they perversely

choose the EP when A uses punishment and the CP when A does not. Our key question is

whether the motive behind punishment affects the distribution of B’s types across the two

treatments, and in particular, the share of subjects who are Crowded-out types.

The other key focus of the paper is on how punishment affects social norms across the

two treatments. We elicited social norms from subjects assigned to the role of Player C,

before we actually revealed their role to them, so that their normative beliefs would not be

4We randomised the order in which we elicited these two choices to control for possible order effects.
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biased by any player-specific considerations.5 These subjects were asked to answer a few

questions about the behavior of previous participants in the task before being informed of

their role.6 After answering the questions in the first part, subjects moved to the second part,

where there were told they would participate in the game (either Self or Other, depending

on the treatment) they had just evaluated, in the role of Player C.

The norm-elicitation questions are based on the Bicchieri and Xiao (2009) procedure to

elicit social norms.7 We first asked participants for their first-order beliefs about the appro-

priateness of choosing the EP and the CP, with and without punishment (four questions in

total). Subjects indicated their judgment using a 5-point scale ranging from “Very appro-

priate” to “Very inappropriate”, and were told that by “appropriate” we meant behavior

that they “personally believe is the correct or ethical thing to do”. These first-order beliefs

were not incentivized and can be interpreted as how participants personally felt about the

appropriateness of each choice, or their personal norms, which may or may not align with

the perceived views of the majority.8

Second, we elicited subjects’ second-order beliefs by asking them to guess the most

common first-order beliefs of participants in a previous session (the pilot experiment men-

tioned in footnote 6). We elicited a second-order belief in correspondence to each of the

four first-order beliefs discussed above (appropriateness of choosing EP when A punishes;

appropriateness of choosing CP when A punishes; appropriateness of choosing EP when A

does not punish; appropriateness of choosing CP when A does not punish). Again, subjects

indicated their responses on a 5-point scale ranging from “Very appropriate” to “Very in-

appropriate”. We incentivized these responses by paying participants an additional £1 if

their guess was correct for one of the four questions, randomly chosen. Since these guesses

measure subjects’ beliefs of what others consider appropriate or inappropriate, they express

subjects’ perception of the injunctive norm that surrounds B’s behavior in the game.

5There is mixed evidence regarding whether player-specific considerations affect elicited norms. Erkut
et al. (2015) find little evidence that this is the case in a dictator game, but Heinicke et al. (2022) find the
opposite result in a series of mini-dictator games with moral wiggle room. We did not elicit norms from
Players A and B before informing them of their role because we were worried that merely asking them to
think about social norms may have altered their subsequent game behavior. This is known as the “focusing
effect” of norms whereby focusing a decision-maker’s attention on norms can activate norm compliance (e.g.,
Krupka and Weber, 2009; d’Adda et al., 2016)

6These previous participants were subjects recruited to take part in a pilot (N=120) that we used to
conduct a power analysis to calibrate the study’s sample size. The pilot was identical to the main experiment,
except that Player C’s were only asked unincentivized questions. We used the data from the pilot to
incentivize Player C’s answers in the main experiment.

7See also Krupka and Weber (2013) for a related norm-elicitation procedure and Görges and Nosenzo
(2020) for a review of the experimental literature on the elicitation of norms.

8Bašić and Verrina (2021) show that personal norms can differ from social norms (second-order beliefs)
and are predictive of behavior.
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Finally, we elicited subjects’ empirical beliefs by asking them to guess the percentage

of Player B’s in a previous session (the pilot experiment) who actually chose the EP (by

construction, the remainder would have chosen the CP), under punishment and under no

punishment (two questions in total). These questions measure subjects’ perception of the

descriptive norm of behavior in the game. We incentivized empirical beliefs using the Karni

(2009) mechanism, a variation of the Becker-DeGroot-Marschak procedure (Becker et al.,

1964).9 Descriptive norms can differ from injunctive norms and can be particularly useful in

explaining behavior when an injunctive norm is not followed in practice (e.g., Bicchieri and

Xiao, 2009).

The experiment was programmed in oTree (Chen et al., 2016) and was conducted on

Prolific in April 2021 (see Appendix A for screenshots of players’ decision screens). We

randomly matched three participants to form a group and randomly assigned each participant

to one of the three roles in the game (A, B or C). Subjects were randomly assigned to a

treatment (either Self or Other). We report data from N=883 participants with N=425

in Self and N=458 in Other.10 The sample size was determined based on a power analysis

conducted after we ran a small pilot with 60 subjects per treatment. In the pilot we observed

a treatment effect on the distribution of types of size 0.33 (Cohen’s d). We chose a sample

of 150 subjects per role per treatment to be able to detect at least 75% of the effect size

observed in the pilot (i.e., Cohen’s d = 0.24), with 95% power and alpha = 0.05. To

improve data quality and homogeneity, we restricted participation to individuals residing

in the United Kingdom, with an approval rate higher than 80% on Prolific. Participants

received a completion fee of £1.50 and we selected 1 in every 20 participants to receive their

earnings from the game as a bonus payment, as well as payments based on their second-

order normative beliefs and empirical beliefs (if applicable). Decisions were anonymous and

participants earned an average of £2.60 for a median completion time of 7.5 minutes.

9We chose the Karni mechanism due to its invariance to heterogeneous risk preferences. See Schwardmann
and van der Weele (2019) for a similar elicitation question, presented as a multiple price list. Following Danz
et al. (2020) who find that belief accuracy is higher with less information about the payment mechanism,
we informed participants that their chances of receiving an additional £1 were highest when they made their
“best guess” and gave the option to separately see more details about the payment mechanism if they wished
(58% chose to do so).

10As specified in our pre-registration, we exclude from our analysis 49 participants who did not correctly
answer all of the control questions (after two attempts). Our main results remain unchanged with the
inclusion of these participants.
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3 Theoretical framework and hypotheses

In this section, we present a theoretical framework to derive our hypotheses. Our main

research question is whether the motive behind punishment affects (1) the normative message

conveyed, and (2) the agent’s actual behavior in the game.

If the agent only cares about maximizing material payoffs, in both versions of the game

they have a dominant strategy to choose the EP, regardless of the punishment decision of the

principal. Anticipating this, the principal chooses not to punish in Other, and is indifferent

between punishing or not in Self.

Literature in behavioral economics has documented that agents care about more than

material payoffs. We adopt a norm-based utility function framework in which utility depends

on material payoffs and norm compliance: agents experience a disutility when they violate

a social norm, due to the social disapproval or stigma they receive for breaking the norm

(e.g., Bicchieri, 2005; Krupka and Weber, 2013).11 We further assume that, in the context of

the game studied here, the norm prescribes that Player B chooses the CP.12 When a player

chooses the EP, they experience a disutility equal to the (positive) difference in appropriate-

ness between choosing the CP and choosing the EP. The larger this difference, the stronger

the relative stigma for choosing the EP over the CP. Crucially, below we will assume that

the strength of this stigma depends on whether choosing the EP incurs punishment.

In the game, the agent chooses one action under no punishment (aNoPun ∈ {CP,EP}),
and one action under punishment (aPun ∈ {CP,EP}). Without punishment, the agent

receives π(CP ) = 8 and π(EP ) = 12. The principal decides whether to impose a fee

f ∈ {0, 2}, which is implemented only if the agent chooses aPun = EP .

Let k > 0 represent the agent’s sensitivity towards norms and S ≥ 0 the relative stigma

for choosing the EP instead of the CP. The agent’s net utility for choosing the EP instead

of the CP is therefore given by: 4− f − k · S. We now analyze the agent’s best-response to

the principal’s punishment decision, as a function of k and S.

Case 1: If the principal does not punish (f = 0), the agent’s best-response is:a∗NoPun = CP, if SNoPun ≥ 4/k

a∗NoPun = EP, otherwise
(1)

11One interpretation of this disutility is that the stigma of norm violation represents the costs of deviating
from norms in repeated interactions (Binmore, 2005).

12Our norms data indeed confirms this since in all elicitations the appropriateness of choosing the CP is
greater than the appropriateness of choosing the EP (see Appendix B).
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For a given norm sensitivity parameter k, the greater the relative stigma of choosing the EP

instead of the CP, the more likely it is that the agent chooses the CP. Similarly, the higher

is k, the more likely it is that the agent chooses the CP, ceteris paribus.

Case 2: If the principal does punish (f = 2), the agent’s best-response is:a∗NoPun = CP, if SPun ≥ 2/k

a∗NoPun = EP, otherwise
(2)

As before, the agent’s choice depends on the size of the relative stigma against the EP and

the agent’s norm sensitivity parameter. However, because the principal has imposed a fee,

which makes the EP less attractive in monetary terms for the agent, the threshold values of

SPun and k are lower than under the case of no punishment.

Taken together, these conditions define the threshold values of S and k that determine

the agent’s best-response strategy. There are four cases:

{a∗NoPun, a
∗
Pun} =



{CP,CP}, if SNoPun ≥ 4/k, SPun ≥ 2/k

{EP,EP}, if SNoPun < 4/k, SPun < 2/k

{EP,CP}, if SNoPun < 4/k, SPun ≥ 2/k

{CP,EP}, if SNoPun ≥ 4/k, SPun < 2/k

(3)

These four cases correspond to the four agent types that we defined in Section 2 (Uncondi-

tional CP; Unconditional EP; Crowded-in; Crowded-out). The framework clarifies that the

relative frequency of each type depends on the distribution of the norm sensitivity parameter

and the relative stigma against the EP, which we assume is affected by punishment.

Therefore, our first hypothesis concerns the effect that punishment has on the relative

stigma against the EP. We conjecture that punishment that is devoid of self-serving motives

sends a stronger normative message regarding what is considered appropriate behavior and

therefore triggers a relatively stronger change in the stigma against the EP relative to the case

without punishment. In particular, let ∆SSelf be the difference between SPun and SNoPun

in the Self treatment, and ∆SOther be the difference in the Other treatment. We conjecture

that ∆SOther is likely to be positive since choosing the EP is likely to trigger strong stigma

especially when a principal is willing to reduce his/her own payoffs to impose a fee when

the agent’s choice harms a third party. On the other hand, the effect may be smaller in

the Self treatment, where the normative message of punishment may be “diluted” by the
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fact that the principal has a direct interest at stake in the choice of the agent. In fact, if

punishment is perceived as self-servingly coercive (after all, choosing the EP maximizes joint

profits and makes the agent and the third party better off), ∆SSelf may even be negative, i.e.

punishment may reduce the stigma against the EP if choosing the EP is seen as a legitimate

form of retaliation against self-serving punishment. We summarize these considerations in

the following pre-registered hypothesis:

Hypothesis 1: Other-regarding punishment increases the stigma against choosing the EP

more than self-serving punishment.

∆SSelf < ∆SOther (4)

If our first hypothesis is confirmed, this can have direct implications for the distribution of

agents’ types we should observe across the two treatments. In particular, if ∆S > 0, there

cannot be Crowded-out agents, because this type only emerges when the stigma against the

EP, for any given k, is relatively larger under no punishment than under punishment (i.e.,

when ∆S < 0; see (3) above and also Figure C.1 in Appendix C). Thus, if Hypothesis 1 is

confirmed and ∆SOther > 0 > ∆SSelf , then we expect self-serving punishment to be more

likely to backfire than other-regarding punishment. We summarize these considerations in

our second pre-registered hypothesis:

Hypothesis 2: Punishment is more likely to backfire (i.e., induce more Crowded-out types)

when it is motivated by self-interest compared to when it is motivated by other-regarding

concerns.

4 Results

The focus of this section is to study how punishment affects the normative message of

punishment and its effectiveness. Overall, principals use punishment more often in Self

(48.6%) than in Other (24.5%) and this difference is significant according to a χ2 test (p <

0.01) . In Section 4.1 we investigate how punishment affects the stigma for choosing the EP

(Hypothesis 1). In Section 4.2 we examine agents’ choices and the effectiveness of punishment

(Hypothesis 2).
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4.1 The normative message conveyed by punishment

We study Hypothesis 1 by inspecting how punishment affects the relative stigma against

the EP. Note that we have collected social norms data using three different norm-elicitation

questions, pertaining to first-order beliefs of appropriateness (personal norm), second-order

beliefs of social appropriateness (injunctive norm) and first-order beliefs of the frequency of

agents’ choices (descriptive norm). We can thus construct three distinct measures of stigma,

based on personal norms, injunctive norms and descriptive norms. Table 1 reports data

from these norm-elicitations. The table reports both the average absolute levels of SPun and

SNoPun across our treatments, as well as the resulting values of ∆S.13

Punishment in Self reduces the relative stigma against the EP across all three norm

measures. The drop in stigma is statistically significant for personal norms (p < 0.01; two-

tailed Wilcoxon signed-rank test) and injunctive norms (p < 0.01).14 The drop is instead

insignificant for descriptive norms (p = 0.56). In contrast, punishment does not significantly

change personal norms in Other (p = 0.87), but does increase relative stigma for the injunc-

tive norm (p = 0.04), as well as for the descriptive norm (p < 0.01). Thus, in line with our

conjectures, ∆SSelf ≤ 0, while ∆SOther ≥ 0.

Table 1: Stigma of choosing the EP

Personal norm Injunctive norm Descriptive norm
SNoPun SPun ∆S SNoPun SPun ∆S SNoPun SPun ∆S

Self 1.75 0.73 -1.02 1.76 0.62 -1.14 42.45 40.38 -2.07
(1.77) (1.75) (2.06) (1.98) (2.08) (2.87) (30.50) (28.70) (47.18)

Other 1.44 1.38 -0.06 1.11 1.41 0.30 29.66 51.26 21.60
(1.76) (1.59) (1.68) (2.00) (1.83) (2.12) (23.97) (25.32) (36.90)

Notes: For personal and injunctive norms, in line with our theoretical framework, S is calculated as: (ap-

propriateness of choosing CP) - (appropriateness of choosing EP). For descriptive norms, our measurement

of S is simply the expected percentage of CP choices (note that this is a departure from our definition of S

in the theoretical framework; adapting the framework to the empirical measure is however straightforward).

∆S is calculated as: SPun - SNoPun. A positive value means punishment increases the stigma of choosing

EP, while a negative value means punishment reduces the stigma. Standard deviations in parentheses.

We test Hypothesis 1 by comparing ∆SSelf and ∆SOther for each of our norm measures.

We find that other-regarding punishment increases the stigma against the EP more than

self-serving punishment, both when we look at personal norms (-1.02 vs. -0.06, p < 0.01;

13See Appendix B for the appropriateness ratings for personal and injunctive norms.
14Unless otherwise stated, we use two-tailed Wilcoxon signed-rank tests to compare changes in stigma due

to punishment.

146



two-tailed Mann-Whitney test) and injunctive norms (-1.14 vs. 0.30, p < 0.01).15 Moreover,

subjects expect a larger increase in CP choices in response to other-regarding punishment

as compared to self-serving punishment (-2.07 vs. 21.60, p < 0.01). These findings are

corroborated by the regression analysis (which also controls for demographic variables),

presented in Table 2. Thus, this analysis confirms our first hypothesis, as we summarize in

the following result:

Table 2: How punishment changes the stigma against the EP (∆S)

Personal norm Injunctive norm Descriptive norm
(1) (2) (3) (4) (5) (6)

Self −0.96∗∗∗ −0.93∗∗∗ −1.45∗∗∗ −1.52∗∗∗ −23.67∗∗∗ −25.15∗∗∗

(0.22) (0.23) (0.29) (0.32) (4.94) (5.26)
Constant −0.06 0.05 0.30 1.73 21.60∗∗∗ 41.27∗∗

(0.15) (0.85) (0.20) (1.17) (3.43) (19.38)
Controls No Yes No Yes No Yes
R2 0.06 0.16 0.08 0.12 0.07 0.15
Adj. R2 0.06 0.08 0.07 0.04 0.07 0.06
Num. obs. 292 291 292 291 292 291
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1

Notes: OLS regression with standard errors in parentheses. The dependent variable is ∆S, computed using

first-order beliefs of personal norms (Columns 1 and 2), second-order beliefs of injunctive norms (Columns

3 and 4) and first order beliefs of descriptive norms (Columns 5 and 6). The baseline treatment is Other.

The control variables are the order in which agents’ choices were elicited, gender, age, education, religiosity,

income and political orientation.

Result 1: Consistent with Hypothesis 1, other-regarding punishment increases the relative

stigma against the EP more than self-serving punishment.

4.2 The effectiveness of punishment

The previous section showed that there is a fundamental difference between self-serving

and other-regarding punishment. The former reduces the stigma against choosing selfish

behavior, while the latter strengthens it. We now assess whether these differences in the

normative message transmitted by punishment translate into actual behavioral differences.

We first examine agents’ choices in the two treatments, based on whether the principal

chose to punish or not. In Self, 47.2% of agents choose the CP in the absence of punishment,

15Unless otherwise stated we use two-tailed Mann-Whitney tests to compare the change in stigma across
Self and Other for each norm measure.
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and 47.9% choose the CP with punishment (McNemar’s test, p = 1.00). In Other, 38.5%

choose the CP under no punishment, while 55.4% do so under punishment (McNemar’s test,

p < 0.01). Table 3 similarly shows that when punishment is imposed in Other, it is 2.16

times (p < 0.01, column 4) more likely that agents will choose the CP, while in Self choices

are not significantly different when punishment is used (p = 0.90, column 2).16 Our findings

suggest that punishment is effective at changing behavior, but only when it is motivated by

a concern for others.

Table 3: Likelihood of choosing the CP

Self Other
(1) (2) (3) (4)

Pun 1.029 1.031 1.984∗∗∗ 2.155∗∗∗

(0.177) (0.194) (0.160) (0.178)
Constant 0.893 0.591 0.626∗∗∗ 1.037

(0.168) (1.273) (0.169) (1.090)
Controls No Yes No Yes
AIC 397.00 414.31 404.73 418.76
BIC 404.30 501.88 412.11 514.71
Log Likelihood −196.50 −183.15 −200.36 −183.38
Deviance 393.00 366.31 400.73 366.76
Num. obs. 284 284 296 296
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1

Notes: Odds ratio logistic regression with standard errors clustered at the individual level in parentheses.

The dependent variable is the agent’s choice (= 1 if they chose CP). The control variables are order in which

the agent’s choice was elicited, gender, age, education, religiosity, income and political orientation.

To test Hypothesis 2, we compare the distribution of agents’ types between the two

treatments. Across Self and Other, we find a similar share of Unconditional CP (33.8% vs.

34.5%) and Unconditional EP (38.7% vs. 40.5%) types. It is not surprising that these two

types represent a majority of agents in our sample given that we examine a weak form of

punishment.17 We observe a smaller proportion of Crowded-in types (for whom punishment

induced a switch from the EP under no punishment to the CP under punishment) in Self

than in Other (14.1% vs. 20.9%). Conversely, we find a larger proportion of Crowded-out

types (for whom punishment backfired) under self-serving punishment, compared to other-

regarding punishment (13.4% vs. 4.1%). According to a χ2 test, the distribution of types

16We find no evidence of an order effect, see Appendix D.
17Another possibility is that the use of a strategy elicitation means we are more likely to observe consistency

in agents’ choices and might underestimate the number of Crowded-in and Crowded-out types. Our goal is
not to draw conclusions about the levels of compliance or non-compliance, but rather to compare the relative
effectiveness of punishment, given different underlying motivations.
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across Self and Other is significantly different (p = 0.03).

This result is also supported by the multinomial logistic regression analysis in Table 4,

which compares the likelihood of observing each agent type against each of the other agent

types under self-serving punishment, relative to other-regarding punishment. Columns 1-

3 compare the likelihood of observing the Unconditional CP type against Unconditional

EP, Crowded-in and Crowded-out types. In columns 4-5, we present the likelihood of the

Unconditional EP type against Crowded-in and Crowded-out types. Column 6 compares

the likelihood of observing the Crowded-in type relative to the Crowded-out type. Relative

to Other, agents in Self are 2.83 times more likely to be a Crowded-out type than an

Unconditonal CP type (p = 0.06, column 3) and 2.96 times more likely to be a Crowded-

out type than an Unconditional EP type (p = 0.01, column 5). In Self, we are also 4.28

times more likely to observe a Crowded-out type than a Crowded-in type, relative to Other

(p = 0.04, column 6). The relative shares of Unconditional CP, Unconditional EP and

Crowded-in types against one another are instead unchanged across the two treatments.

These results confirm Hypothesis 2 and show that punishment is more likely to backfire

when it is motivated by self-interest than by other-regarding motives, as we summarize in

the following result.

Table 4: Likelihood of observing agents’ types

Uncond CP Uncond EP Crowd-in

Uncond EP Crowd-in Crowd-out Crowd-in Crowd-out Crowd-out

(1) (2) (3) (4) (5) (6)

Self 0.956 0.662 2.830∗ 0.692 2.961∗∗ 4.277∗∗

(0.294) (0.377) (0.548) (0.366) (0.541) (0.586)

Constant 0.910 0.406 0.128 0.447 0.140 0.315
(1.019) (1.632) (2.102) (1.610) (2.059) (2.431)

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1

Notes: Odds ratio multinomial logistic regression with standard errors in parentheses (N=290, AIC: 800.378).

The dependent variable is agent’s type based on their choices. The baseline treatment is Other. The control

variables are the order in which agents’ choices were elicited, gender, age, education, religiosity, income and

political orientation. Created using the Stargazer package (Hlavac, 2013) in R.

Result 2: Consistent with Hypothesis 2, self-serving punishment is more likely to backfire

and crowd out norm compliance compared to other-regarding punishment. Specifically, it

149



increases the share of agents who react perversely to punishment (Crowded-out) compared

to all other types of agents.

5 Conclusion

Punishment can be effective at encouraging prosocial behavior. However, the specific factors

which lead to punishment crowding out or crowding in prosocial choices remain an open

question. We investigate whether the perceived motive behind a punishment decision changes

the normative message that is conveyed. We conjecture that punishment that is motivated

by self-serving concerns is less effective at reigning in self-interest than punishment that is

perceived to be motivated by other-regarding concerns.

Our key takeaways can be summarized as follows. First, by eliciting perceptions of norms

(personal, injunctive and descriptive), we find that other-regarding punishment increases the

social stigma against self-interested choices, while self-serving punishment can have a detri-

mental effect by reducing this stigma. Second, consistent with these changes in social stigma

and in line with a simple theoretical framework, when punishment is self-serving in nature,

agents tend to respond in a perverse manner – by acting more prosocially when punish-

ment is not used than when it is used. Punishment therefore backfires as agents respond

to self-serving punishment by also pursuing their own self-interest. Conversely, punishment

motivated by other-regarding concerns is effective at encouraging prosocial behavior.

Our results show that, in order for punishment mechanisms to be effective at constrain-

ing self-interest, punishment needs to communicate a strong normative message, and that

the strength of this message crucially depends on the perceived motives behind punishment

choices. Our findings have useful applications for the design of punishment mechanisms,

and especially for mechanisms that are monetary in nature, such as fines and taxes. Our

results caution that such mechanisms should be designed in a way that clearly communi-

cates the benefits to the wider community (or a specific third party) and minimizes the

chances that punishment is interpreted as a profit-making device, or used purely to benefit

the enforcement agency.

This paper also sheds light on why punishment is generally effective at constraining

self interest in public goods games when it can benefit multiple individuals, but tends to

backfire in trust games when it is used only to benefit the punisher. A promising avenue

for future work is to examine other differences between the two punishment contexts which

could affect the normative message that is conveyed by punishment, such as the number of

potential benefactors of punishment and the nature of the punishment institution.
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Fehr, E. and Gächter, S. (2002). Altruistic punishment in humans. Nature, 415(6868):137–

140.

Fehr, E. and Rockenbach, B. (2003). Detrimental effects of sanctions on human altruism.

Nature, 422(6928):137–140.
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A Instructions

Figure A.1: The principal’s choice
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Figure A.2: The agent’s choice (Order 1: Pun, NoPun)
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Figure A.3: The agent’s choice (Order 2: NoPun, Pun)
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Figure A.4: Eliciting third-party personal norms (Order 1)
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Figure A.5: Eliciting third-party beliefs about injunctive norms (Order 1)
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Figure A.6: Eliciting third-party beliefs about descriptive norms (Order 1)
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Figure A.7: Payment mechanism

Figure A.8: The third party is informed of their role
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B Normative beliefs

Table B.1 summarizes subjects’ average personal norms (or first-order normative beliefs)

while Table B.2 presents subjects’ average injunctive norms (or second-order normative be-

liefs). In both Self and Other, across punishment and no punishment scenarios, choosing

the CP is perceived to be more socially appropriate than choosing the EP (p < 0.01 in all

comparisons, Wilcoxon signed-rank test).

Table B.1: Personal norms

NoPun Pun
CP EP CP EP

Self 4.37 2.62 4.02 3.29
(0.91) (1.19) (1.13) (1.03)

Other 4.36 2.92 4.24 2.86
(0.89) (1.28) (1.01) (1.11)

Notes: Personal norms take a value from 1 to 5 with 1 = very inappropriate. Standard deviations in

parentheses.

Table B.2: Injunctive norms

NoPun Pun
CP EP CP EP

Self 4.35 2.59 3.96 3.34
(0.98) (1.28) (1.20) (1.28)

Other 4.15 3.05 4.23 2.82
(1.07) (1.34) (1.01) (1.24)

Notes: Injunctive norms take a value from 1 to 5 with 1 = very inappropriate. Standard deviations in

parentheses.
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C Agents’ types

Figure C.1 presents the theoretical predictions of agents’ types based on the stigma associated

with choosing the EP under punishment (SPun) and no punishment (SNoPun).

Figure C.1: Agents’ types based on SPun and SNoPun

Notes: The dotted line represents the cases in which SPun = SNoPun, i.e. ∆S = 0. The area below the line

represents cases where ∆S < 0, and area above the line cases where ∆S > 0 .

162



D Order effects

Table D.1 shows that the likelihood of the agent choosing the CP does not depend on the

order in which the questions were asked (i.e., whether agents were first asked for their choice

under punishment, or first asked for their choice under no punishment) in both Self (p = 0.92,

column 2) and Other (p = 0.51, column 4).

Table D.1: Likelihood of choosing the CP

Self Other
(1) (2) (3) (4)

Pun 1.029 1.031 1.989∗∗∗ 2.155∗∗∗

(0.177) (0.194) (0.161) (0.178)
Order: Pun, NoPun 1.017 1.036 0.766 0.804

(0.291) (0.332) (0.294) (0.333)
Constant 0.886 0.591 0.709 1.037

(0.213) (1.273) (0.224) (1.090)
Controls No Yes No Yes
AIC 399.00 414.31 405.47 418.76
BIC 409.94 501.88 416.54 514.714
Log Likelihood −196.50 −183.15 −199.73 −183.38
Deviance 393.00 366.31 399.47 366.764
Num. obs. 284 284 296 296
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1

Notes: Odds ratio logistic regression with standard errors clustered at the individual level in parentheses.

The dependent variable is the agent’s choice (=1 if they chose CP). The baseline order is the choice without

punishment, followed by the choice with punishment. The control variables are gender, age, education,

religiosity, income and political orientation.
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Concluding remarks

This thesis makes several contributions to the largely separate literature on beliefs and on

prosocial behaviour. First, it offers a methodological contribution to researchers wishing

to measure beliefs when there may be other motivations that compete with incentives for

accuracy. Our findings highlight a challenge in eliciting beliefs and show that different elic-

itation mechanisms can produce different results. Second, our results provide a case for a

greater diversity of perspectives in organisations as the group environment has the potential

to amplify individual characteristics and lead to more biased decision making. Finally, we

offer practical guidance to policymakers and practitioners aiming to design more effective

punishment mechanisms that encourage prosocial behaviour: Punishment that benefits oth-

ers conveys a stronger normative message and is more effective at encouraging prosociality,

while punishment that benefits the punisher has greater potential to backfire.

Building on the findings of this present dissertation, an important open question is

the direction of the causality between biased beliefs and social preferences, specifically: Do

preferences cause individuals to bias their beliefs about others, or do biased beliefs help to

justify selfish actions? One interesting avenue for future work is to investigate whether and

how these biased beliefs can be mitigated in both individual and group settings, as well as

the subsequent effect on behaviour. There is also scope for future research to examine other

aspects of both punishment and reward mechanisms that may similarly communicate social

norms and influence both beliefs about appropriate behaviour and prosocial behaviour itself.
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